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Abstract

A new semantics for algebraic specifications, called “visible semantics”, is defined. Its most notable property is that it is specially suitable for dealing with the problem of program correctness. Some properties of this semantics are proved and some conclusions are described.

1 Introduction

Of all the theories that attempt to give meaning to algebraic specifications, initial semantics ([GTW75], [GTW78], [TWW79a]) is one of the simplest, most intuitive and most widespread. However, from the very beginning, it was clear that this semantics was too restrictive to model some abstract data types, for instance, stacks, lists, sets, etc.

As a result, behavioural semantics appeared ([SaW83], [SaT85], [Rei81], [Rei84] although, in this paper the approach in [Niv87] is taken as a starting point). This semantics, which tries to grasp the intuitive notion of “abstraction w.r.t. implementation”, is based on dividing the properties of an algebraic specification into observable and nonobservable. Two specifications are considered equivalent if the differences between them are nonobservable.

Though there have been several formulations of behavioural semantics (see [BBK94] or [Kna93] for a survey), none of them is completely suitable for dealing with the problem of proving the correctness of an algorithm w.r.t. an algebraic specification. The following example makes this clear.

Let us suppose that there is an imperative programming language in which the operation of multiplication is not built-in, and, also that a function to compute this operation is programmed. The result could be as follows:
function *(a,b:nat) ret c: nat
    c:=0;
    while b > 0 do
        c:=c+a;
        b:=b-1
    endwhile
endfunction

If we wish to study the correctness of this function, we have to write a specification of it. Since the specifications that we are considering are the algebraic ones, the result can be as follows (initial semantics is used):

spec MULT1 is
    sorts
        nat
    signature
        *: nat nat → nat
    equations
        ∀ a,b:nat
        *(zero,b)=zero
        *(suc(a),b)=+(*(a,b),b)
endspec

We assume that operations suc, succ and + (with prefix notation) have been defined. Their signatures and equations have been omitted for reasons of brevity.

We shall consider that function "*" is correct if it is equivalent to specification MULT1 according to some reasonable notion of equivalence.

In order to find this notion of equivalence, the most logical choice is to transform the function into an algebraic specification (in this way, we must compare two specifications, which is easier than comparing a program with a specification). To do this, we can apply the algebraic semantics on function "*". The result can be as follows:

spec MULT2 is
    sorts
        nat
    signature
        *: nat nat → nat
    equations
        ∀ a,b:nat
        *(a,b)=eval_function("function *(a,b:nat) ret c: nat ... endfunction",a,b)
endspec
Operation eval_function is part of the algebraic semantics of the language. It is assumed that all the operations of this algebraic semantics have been defined. Their signatures and equations have been omitted for reasons of brevity. (For an exhaustive example of the definition of the algebraic semantics of a language, see [GoPS1] or [Wan80]).

Now, we can say that function "**" is correct w.r.t. specification MULT1 if specifications MULT1 and MULT2 (which is the algebraic semantics of function "**") are “equivalent”. It is easy to see some properties that this equivalence must fulfil.

1. Two specifications can be equivalent despite having different signatures (in our example, MULT2 has at least one operation (eval_function) which does not belong to MULT1).

2. In fact, we can divide operations of a specification into two classes: those that we wish to specify (such as "**", in our example) and those that we describe only because they are required to define the former (such as "eval_function"). We call them “observable” and “hidden”, respectively. It is easy to see that two equivalent specifications must have the same observable operations.

3. Finally, it is well known that a term represents a “computation” of the specified software system. Terms that have some hidden operation represent computation states that are not visible in the external behaviour of the system. Therefore, only terms that only have observable operations (hence, “totally observable terms”) should be considered to define the equivalence.

Therefore, we can suppose that two specifications are equivalent if their totally observable terms “behave” in the same way. But this approach is not completely correct.

The problem with this approach becomes clear when we wish to specify data types like stacks, lists, sets, etc. For these data structures, it is advisable to obtain an abstraction of the internal implementation similar to that of the conventional behavioural semantics. To do this, the observable sorts\(^1\) must be divided into two classes. The “nonvisible” ones are the sorts that have abstraction of the internal implementation (they will normally represent data structures). The remaining sorts are “visible” sorts (they will normally represent atomic types).\(^2\) Two specifications are equivalent if their visible results are the same, that is, if their totally observable terms of visible sort “behave” in the same way.

To sum up, two levels of “observability” are needed:

1. That which distinguishes between observable and hidden operations. This level is necessary, since, if we want to specify all the data types that are of interest to us

---

\(^1\)A sort \(s\) is observable if there is an observable operation of sort \(s\).

\(^2\)This issue is explained at great length in [Niv87] for conventional behavioural semantics. In this semantics, “visible” and “nonvisible” sorts are called “observable” and “nonobservable” sorts, respectively.
(the semicomputable data types), hidden operations are needed (for this issue, see [BeT87]).

2. That which distinguishes between visible observable and nonvisible observable sorts. This level is necessary in order to obtain abstraction of the implementation, when this abstraction is required. (This “observability” is that of the conventional behavioural semantics)

Although there are several formulations of behavioural semantics, there is none which fulfils all the properties stated so far (see [BBK94]). One of the main problems is that behavioural semantics is traditionally defined between algebras that share the same signature and, as we have seen, this is not acceptable here.

This paper aims to introduce an alternative to behavioural semantics which fulfils all these properties and, therefore, is suitable for the proof of algorithms. (In fact, this paper is part of my future thesis, which deals with the problem of automatic verification of algorithms). We refer to this alternative semantics as “visible semantics”.

Behavioural semantics can be defined in two ways: by starting from behavioural equivalence or by relaxing the satisfaction relation. However, visible semantics can only be defined in the first way (the reason for this is given in Section 6).

The structure of this paper is as follows. First, in Section 2, the notation that we use is described. Next, visible semantics is completely defined and, finally, we outline some conclusions and some ideas for future work.

2 Basic concepts

We begin by remembering some basic concepts of the theory of algebraic specification.

Definition 1. A S-set C is a family of sets indexed by S, \( C = \{C_s\} \in S \).

Definition 2. A simple signature \( \Sigma \) is a tuple \( \Sigma = (S, F) \) where \( S \) is a set whose members are called sorts and \( F \) is a \( S^* \times S \)-set \( (F = \{F_{w,s}\} \in S^* \times S) \), whose members are called function symbols or operations.

If \( \sigma \in F_{w,s} \), where \( w = w_1 \times \ldots \times w_n \) with \( w_1, ..., w_n, s \in S \), we say that \( \sigma \) is an operation of domains \( w_1, ..., w_n \) and sort \( s \). We shall write this as follows: \( \sigma \in F_{w_1, w_n, s} \) or \( \sigma : w_1 \times \ldots \times w_n \rightarrow s \).

We refer to \( S \) as sorts(\( \Sigma \)) and to \( F \) as opns(\( \Sigma \)). Variables of sort \( s \) are referred to as \( vars(s) \).
Definition 3. Let there be two simple signatures $\Sigma_1 = (S_1, F_1)$ and $\Sigma_2 = (S_2, F_2)$. We shall write $\Sigma_1 \subseteq \Sigma_2$ if $S_1 \subseteq S_2$ and $F_1 \subseteq F_2$.

Definition 4. Let $\Sigma = (S, F)$ be a simple signature and $X$ a set of variables. The sets $T_{\Sigma_x}(X)$ are defined as follows:

- If $x \in X$ and $x \in \text{vars}(s)$, then $x \in T_{\Sigma_x}(X)$.
- If $\sigma \in F_{\lambda, s}$, then $\sigma \in T_{\Sigma_x}(X)$.
- If $\sigma \in F_{w_1, \ldots, w_n, s}$, $t_1 \in T_{\Sigma_{w_1, \ldots, w_n}}$, ..., $t_n \in T_{\Sigma_{w_n}}$, then $\sigma(t_1, \ldots, t_n) \in T_{\Sigma_x}$.

The members of $T_{\Sigma_x}(X)$ are called terms of sort $s$.

Definition 5. Let $\Sigma$ be a simple signature and $X$ a set of variables. We define $T_{\Sigma}(X) = \{T_{\Sigma_x}(X)\}_{x \in S}$ and $T_{\Sigma} = T_{\Sigma}(\emptyset)$. The members of $T_{\Sigma}(X)$ are called terms and those of $T_{\Sigma}$ ground terms.

Definition 6. Let $\Sigma = (S, F)$ be a simple signature. A $\Sigma$-algebra $A$ is a tuple $(A_S, A_F)$ where $A_S = \{A_s\}_{s \in S}$ and $A_F = \{\sigma_A\}_{s \in F}$ such that:

- If $\sigma \in F_{\lambda, s}$, then $\sigma_A \in A_s$.
- If $\sigma \in F_{w_1, \ldots, w_n, s}$, then $\sigma_A : A_{w_1} \times \cdots \times A_{w_n} \rightarrow A_s$.

$\sigma_A$ is called interpretation of the function symbol $\sigma$ in $A$.

Definition 7. Let $\Sigma$ be a simple signature. Let there be a term $t \in T_{\Sigma}(X)$ and a $\Sigma$-algebra $A$. We define $\varepsilon_A(t)$ as follows:

- If $\sigma \in F_{\lambda, s}$ where $s \in S$, then $\varepsilon_A(\sigma) = \sigma_A$.
- If $\sigma \in F_{w_1, \ldots, w_n, s}$, $t_1 \in T_{\Sigma_{w_1}}$, ..., $t_n \in T_{\Sigma_{w_n}}$, then $\varepsilon_A(\sigma(t_1, \ldots, t_n)) = \sigma_A(\varepsilon_A(t_1), \ldots, \varepsilon_A(t_n))$.

$\varepsilon_A(t)$ is called evaluation of $t$ in $A$.

Definition 8. Suppose a simple signature $\Sigma$. Let $X$ be a set of variables. A $(2^n+3)$-tuple $(X, c_1, d_1, \ldots, c_n, d_n, t_1, t_2)$, where $t_1, t_2 \in T_{\Sigma_1}(X)$; $c_1, d_1 \in T_{\Sigma_{t_1}}(X)$; ...; $c_n, d_n \in T_{\Sigma_{t_n}}(X)$, with $s, s_1, \ldots, s_n \in \text{sorts}(\Sigma)$ is called $\Sigma$-equation of arity $n$ (or $\Sigma$-equation with $n$ conditions).

We refer to the equation $e = (X, c_1, d_1, \ldots, c_n, d_n, t_1, t_2)$ as $c_1 = d_1 \land \ldots \land c_n = d_n \Rightarrow t_1 = t_2$ (or as $e : c_1 = d_1 \land \ldots \land c_n = d_n \Rightarrow t_1 = t_2$). The set of variables contained in a equation $e$ is called $\text{vars}(e)$.
A $\Sigma$-equation of arity 0 is called simple equation or equation without conditions.

**Definition 9.** Let $A$ be a $\Sigma$-algebra. Let $X$ be a set of values. An "assignment of values" is an application $v : X \rightarrow A$.

**Definition 10.** Given an application $v$ such that $v : X \rightarrow A$ or $v : X \rightarrow T_\Sigma$, $v^*(t)$ is defined as follows:

- If $t \in X$, then $v^*(t) = v(t)$.
- If $t$ has the form $\sigma(t_1, \ldots, t_n)$, with $n \geq 0$, then $v^*(t) = \sigma(v^*(t_1), \ldots, v^*(t_n))$.

**Definition 11.** A $\Sigma$-algebra $A$ satisfies an equation $e : c_1 = d_1 \land \ldots \land c_n = d_n \Rightarrow t_1 = t_2$ if $\forall v : \text{vars}(e) \rightarrow A$ it is fulfilled that: $\varepsilon_A(v^*(c_1)) = \varepsilon_A(v^*(d_1)) \land \ldots \land \varepsilon_A(v^*(c_n)) = \varepsilon_A(v^*(d_n))$ implies $\varepsilon_A(v^*(t_1)) = \varepsilon_A(v^*(t_2))$. If a $\Sigma$-algebra $A$ satisfies an equation $e$, we shall write $A \models e$.

**Definition 12.** Let $E$ be a set of equations. We shall write $A \models E$ if $\forall e \in E$ it is fulfilled that $A \models e$.

**Definition 13.** A simple specification is a tuple $\text{SPEC} = (\Sigma, E)$ where $\Sigma$ is a simple signature and $E$ a set of equations. We refer to $E$ as $\text{eqns}(\text{SPEC})$.

**Definition 14.** Given a simple specification $\text{SPEC}$, we define $\text{Alg}[\text{SPEC}] = \{A \mid A \models \text{eqns}(\text{SPEC})\}$

### 3 Visible signatures

We begin by defining the kind of signature suitable for the theory which we wish to expound. As was justified in the introduction, the signature which interests us must be able to express two levels of "observability". The first level has to distinguish between observable and hidden sorts and operations. The second, between visible and nonvisible sorts, among the observable ones. One way to do this is as follows:

**Definition 15.** A visible signature is a triple $(\text{Vis}, \Sigma_{\text{Obs}}, \Sigma_{\text{All}})$ such that $\Sigma_{\text{Obs}} = (S_{\text{Obs}}, F_{\text{Obs}})$, $\Sigma_{\text{All}} = (S, F)$ are simple signatures and, moreover, $\text{Vis} \subseteq S_{\text{Obs}}$ and $\Sigma_{\text{Obs}} \subseteq \Sigma_{\text{All}}$.

We refer to the tuple $(\text{Vis}, \Sigma_{\text{Obs}})$ as an observable signature and, therefore, the members of $S_{\text{Obs}}$ and of $F_{\text{Obs}}$ are called observable sorts and operations, respectively. We call the members of $\text{Vis}$ visible sorts.
We call $\Sigma_{All}$ an extended signature. The members of $(S\setminus S_{Obs})$ and of $(F\setminus F_{Obs})$ are called hidden sorts and operations, respectively.\footnote{On occasions, we shall use “nonobservable” as a synonym of “hidden”}

Definition 16. Let $\Sigma = (Vis, \Sigma_{Obs}, \Sigma_{All})$ be a visible signature. We define $\text{sig}_{obs}(\Sigma) = (Vis, \Sigma_{Obs})$. Given two visible signatures $\Sigma_1$ and $\Sigma_2$ such that $\text{sig}_{obs}(\Sigma_1) = (Vis_1, (\Sigma_1)_{Obs})$ and $\text{sig}_{obs}(\Sigma_2) = (Vis_2, (\Sigma_2)_{Obs})$, we shall write $\text{sig}_{obs}(\Sigma_1) = \text{sig}_{obs}(\Sigma_2)$ if $Vis_1 = Vis_2$ and $(\Sigma_1)_{Obs} = (\Sigma_2)_{Obs}$.

Now, we shall define the concept of term in a visible signature, which is simply a term of the extended signature. A term is totally observable of visible sort if all its operations are observable and, moreover, its sort is visible.

Definition 17. Suppose that $\Sigma = (Vis, \Sigma_{Obs}, \Sigma_{All})$ is a visible signature. We say that $A$ is a $\Sigma$-algebra if it is a $\Sigma_{All}$-algebra.

We define $T_\Sigma, T_\Sigma(X)$ as $T_{\Sigma_{All}}, T_{\Sigma_{All}}(X)$, respectively. Analogously, for each sort $s \in S$, we define $T_\Sigma(s), T_\Sigma(s)$ as $(T_{\Sigma_{All}})_s(X), (T_{\Sigma_{All}})_s(s)$, respectively.

Definition 18. Let $\Sigma = (Vis, \Sigma_{Obs}, \Sigma_{All})$ be a visible signature. We define $TVis_\Sigma = \{t \mid t \in (T_{\Sigma_{Obs}})_s \land s \in Vis\}$.

Obviously, $TVis_\Sigma$ is a subset of $T_\Sigma$. The members of $TVis_\Sigma$ are called totally observable (ground) terms of visible sort.

As was justified in the introduction, a totally observable term of visible sort represents a computation result which is externally visible (that is, visible “from outside” the specified system).

Definition 19. Given a $\Sigma$-algebra $A$, we define $A_{TVis} = \{\varepsilon_A(t) \mid t \in TVis_\Sigma\}$.

Now, we shall introduce the category suitable for dealing with the visible semantics. To do this, first we introduce the concepts of visible morphism and visible equivalence.

Definition 20. Let $\Sigma_A$ and $\Sigma_B$ be two visible signatures such that $\text{sig}_{obs}(\Sigma_A) = \text{sig}_{obs}(\Sigma_B)$. Let $A$ be a $\Sigma_A$-algebra and $B$ a $\Sigma_B$-algebra. A visible morphism is a function $f$ between $A_{TVis}$ and $B_{TVis}$ such that, for any $t \in TVis_\Sigma$, it is fulfilled that: $f(\varepsilon_A(t)) = \varepsilon_B(t)$.

If this application is bijective, it is called visible isomorphism.

Lemma 21. Let us suppose that $\Sigma_A$ and $\Sigma_B$ are two visible signatures such that $\text{sig}_{obs}(\Sigma_A) = \text{sig}_{obs}(\Sigma_B)$. Let $A$ be a $\Sigma_A$-algebra and $B$ a $\Sigma_B$-algebra. Only one of the
following two cases may occur:

1. There is no visible morphism between A and B.
2. There is one single visible morphism between A and B.

Proof. The proof is in the appendix of this paper.

Notice that, in order to define a visible morphism between two algebras, they need not have the same signature; only the same observable signature. This is coherent with our philosophy which states that hidden sorts and operations are only useful for defining the behaviour of the observable one, but are not visible "from the outside". The same is true of the following category.

Definition 22. The category \( \text{Visible}(\text{Vis}, \Sigma_{\text{Ob}}) \) contains all the \( \Sigma \)-algebras such that \( \text{sig}_{\text{obs}}(\Sigma) = (\text{Vis}, \Sigma_{\text{Ob}}) \) as objects, and the visible morphisms as morphisms.

Now we shall define the visible equivalence between two algebras. This concept is also defined between algebras that share the same observable signature.

Definition 23. Let \( \Sigma_A \) and \( \Sigma_B \) be two visible signatures such that \( \text{sig}_{\text{obs}}(\Sigma_A) = \text{sig}_{\text{obs}}(\Sigma_B) \). Let \( A \) be a \( \Sigma_A \)-algebra and \( B \) a \( \Sigma_B \)-algebra. \( A \) and \( B \) are visibly equivalent (and we shall write \( A \equiv_v B \)) if there is a visible isomorphism between \( A \) and \( B \).

In the introduction, it was stated that the visible equivalence must take into account only the totally observable terms of visible sort. This can be seen in the following lemma.

Lemma 24. Let \( \Sigma_A \) and \( \Sigma_B \) be two visible signatures such that \( \text{sig}_{\text{obs}}(\Sigma_A) = \text{sig}_{\text{obs}}(\Sigma_B) \). Let \( A \) be a \( \Sigma_A \)-algebra and \( B \) a \( \Sigma_B \)-algebra. \( A \) and \( B \) are visibly equivalent if and only if \(^4\);

\[ \forall t_1, t_2 \in TVis_{\Sigma_A} \text{ it is fulfilled that } A \models t_1 = t_2 \text{ if and only if } B \models t_1 = t_2 \]

Proof. The proof is in the appendix of this paper.

4 Visible satisfaction of an equation

Following the philosophy of visible semantics, an equation is satisfied if all its totally observable consequences of visible sort are so. In order to formalize this intuitive idea, first we must state the following definitions:

\(^4\)On the other hand, notice that \( TVis_{\Sigma_A} = TVis_{\Sigma_B} \).
Definition 25. Let us suppose that $\Sigma$ is a visible signature and $X$ is a set of variables. We refer to a $\Sigma_{all}$-equation as a $\Sigma$-equation.

Definition 26. Let $\Sigma$ be a visible signature. A visible $\Sigma$-context of sort $s$ is a term $vc[z]$ belonging to $T_\Sigma(z)$ where $z$ is a variable of sort $s$.

Definition 27. Given a term $t \in T_\Sigma(X)$ and a visible $\Sigma$-context $vc[z]$, we refer to the term obtained by replacing $z$ in $vc[z]$ by $t$ as $vc[t]$ (that is to say, $vc[t] = vc[z \leftarrow t]$).

vc[t] is any term for which $t$ is a subterm. A totally observable consequence of visible sort (of a term $t$) can be defined as a totally observable term of visible sort which can be derived from $t$ (or from contexts of $t$). Therefore, visible satisfaction can be defined as follows:

Definition 28. Let $\Sigma$ be a visible signature. Let $e : t_1 = t_2$ be a ground $\Sigma$-equation (without conditions) of sort $s$ (that is, $t_1, t_2 \in T_{\Sigma_s}$). A $\Sigma$-algebra $A$ visibly satisfies $e$ (and we shall write $A \models_V e$) if, for any visible context $vc[z]$ of sort $s$, it is fulfilled that:

$$\forall l_1, l_2 \in TVis_{\Sigma} \quad (l_1 \equiv_A vc[t_1]) \wedge (l_2 \equiv_A vc[t_2]) \implies l_1 \equiv_A l_2$$

Definition 29. Let $\Sigma$ be a visible signature. Let $e : c_1 = \ldots = c_n = d \Rightarrow t_1 = t_2$, be a $\Sigma$-equation. A $\Sigma$-algebra $A$ visibly satisfies $e$ (and we shall write $A \models_V e$) if:

$$\forall v : var(e) \rightarrow T_{\Sigma} \quad \text{it is fulfilled that}$$

$$(A \models_V v(c_1) = v(t_1)) \wedge \ldots \wedge (A \models_V v(c_n) = v(t_2)) \implies (A \models_V v(t_1) = v(t_2))$$

Analogously to initial and behavioural semantics, we can define the concept of theory taking as a starting point the satisfaction of an equation.

Definition 30. Let us suppose that $\Sigma$ is a visible signature and that $M$ is a set of $\Sigma$-algebras. We refer to the set of all the $\Sigma$-equations that are visibly satisfied by all the algebras of $M$ as the visible theory of $M$ (and we shall write $VisTheo(M)$).

$$VisTheo(M) = \{e \mid \forall A \in M \quad A \models_V e\}$$

If $A$ is a $\Sigma$-algebra, we refer to $VisTheo(\{A\})$ as $VisTheo(A)$.

5 Visible specifications

Given the concept of the visible signature, that of the visible specification is easily definable.

Definition 31. A visible specification is a tuple $SPEC = (\Sigma, E)$, where $\Sigma = (Vis, \Sigma_{obs}, \Sigma_{all})$ is a visible signature and $E$ is a set of $\Sigma$-equations. We define $\text{sig}(SPEC) = \Sigma$, $\text{sig}_{-\text{obs}}(SPEC) = \Sigma_{obs}$, and $\text{sig}_{-\text{all}}(SPEC) = \Sigma_{all}$.
(\text{Vis}, \Sigma_{\text{Vis}}) \text{ and } \text{eqns}(\text{SPEC}) = \Sigma.

\textbf{Definition 32}. Let SPEC be a visible specification such that \text{sig}(\text{SPEC}) = \Sigma. We refer to \( T_{\Sigma} \) as \( T_{\text{SPEC}} \). Analogously, we define \( T_{\Sigma_{\text{SPEC}}} (X) \) and \( (T_{\Sigma_{\text{SPEC}}})_\Sigma \). We refer to \( TV_{\Sigma} \) as \( TV_{\text{SPEC}} \).

\textbf{Definition 33}. Let us suppose that \( \text{SPEC} = (\Sigma, E) \) is a visible specification where \( \Sigma = (\text{Vis}, \Sigma_{\text{Vis}}, \Sigma_{\text{All}}) \). We define the following concepts:

1. \( \equiv_{\text{SPEC'}} \) (congruence defined by specification SPEC)
2. \( [t]_{\equiv_{\text{SPEC'}}} \) (class of equivalence of term \( t \), according to this congruence)
3. \( T_{\text{SPEC'}} \) (initial algebra of SPEC)

as, respectively,

1. \( \equiv_{\text{SPEC'}} \)
2. \( [t]_{\equiv_{\text{SPEC'}}} \)
3. \( T_{\text{SPEC'}} \)

where \( \text{SPEC'} \) is the simple specification defined as \( \text{SPEC'} = (\Sigma_{\text{All}}, E) \).

6 Semantics of a visible specification

In this section, we shall define the visible semantics of a specification. To do this, we shall start from the principle that two visibly equivalent algebras should be considered equal according to visible semantics.

\textbf{Definition 34}. Let \( \text{SPEC} \) be a visible specification. We define the loose visible semantics of \( \text{SPEC} \) as:

\[
\text{Visible}[\text{SPEC}] = \{ A \mid \exists B \in \text{Alg}[\text{SPEC}] \text{ such that } B \equiv_{V} A \}
\]

That is to say, the algebras belonging to \( \text{Visible}[\text{SPEC}] \) are those that are visibly equivalent to the algebras that fulfil the equations of \( \text{SPEC} \).

In behavioural semantics, there is the "good" property that two algebras are equivalent if they share the same theory. This enables us to define the (loose) behavioural semantics of an algebraic specification as the set of algebras that behaviourally satisfy their equations.
However, in visible semantics, two equivalent algebras need not satisfy the same equations since they can have different signatures and, consequently, the equations of one algebra need not make sense in the signature of the other. Therefore, the only way to define the (loose) visible semantics of a specification is as we did it: starting from the notion of visible equivalence.

We also define the initial and final visible semantics starting from this notion, as we shall see below.

**Definition 35.** The initial and final visible semantics are defined respectively as:

\[
\text{Vis} - I[SPEC] = \{ A | A \equiv_V T_{SPEC} \}
\]

\[
\text{Vis} - F[SPEC] = \{ A | A \equiv_V F[SPEC] \}
\]

where \( T_{SPEC} \) and \( F[SPEC] \) are the initial and the final algebras of \( SPEC \), respectively.

## 7 Conclusions

We have seen which properties are required for an algebraic semantics to be able to deal with the problem of program correctness. A new kind of semantics (called “visible”) which fulfils all these properties has been defined. We have described the new concepts of visible morphism, visible category, visible equivalence, visible satisfaction of an equation and loose, initial and final visible semantics of a specification. It has been explained that the concept of satisfaction does not serve to define the visible semantics of an algebraic specification, unlike in behavioural semantics.

The lines of future research are twofold. Firstly, visible semantics will be extended to support generic specifications such as “STACK[T]”, where T can be any sort (for more details of this kind of specifications, see [TWW79b]).

Secondly, this paper is part of my future thesis, which propounds a method to automatically deduce the correctness of a program w.r.t. an algebraic specification. The notion of correctness that we shall use in this thesis will be defined starting from visible semantics, which has been described here.

## 8 References


A Appendix: Proof of lemmas 21 and 24

In the present appendix, we include the proofs of lemmas 21 and 24, which were been stated in Section 3.

A.1 Proof of lemma 21

A priori, it seems that there are three possible cases:

1. There is no visible morphism between A and B.
2. There is one single visible morphism between A and B.
3. There are several morphisms between A and B.

Consequently, we must prove that cases 1 and 2 may occur and case 3 may not.

1. The following example shows that case 1 may occur:

Let us suppose a visible signature \( \Sigma = (\text{Vis}, \Sigma_{\text{Obs}}, \Sigma_{\text{All}}) \) such that:

\[
\begin{align*}
\text{Vis} &= \text{sorts}(\Sigma_{\text{Obs}}) \\
\Sigma_{\text{Obs}} &= \Sigma_{\text{All}} \\
\text{sorts}(\Sigma_{\text{All}}) &= \{\text{sort1}\} \\
\text{opns}(\Sigma_{\text{All}}) &= \{\text{op1}, \text{op2}\} \text{ where } \text{op1}, \text{op2} : \rightarrow \text{sort1}
\end{align*}
\]

It is easy to see that totally observable terms of visible sort are \( \text{op1} \) and \( \text{op2} \) in this signature. Now, let us consider the \( \Sigma \)-algebras A and B such that:

\[
\begin{align*}
A_{\text{sort1}} &= \{*, \#\} \\
\text{op1}_A &= * \\
\text{op2}_A &= * \\
B_{\text{sort1}} &= \{*, \#\} \\
\text{op1}_B &= * \\
\text{op2}_B &= \#
\end{align*}
\]

It is obvious that no visible morphism can be defined between A and B, since the only mapping between A and B which fulfils \( f(\varepsilon_A(t)) = \varepsilon_B(t) \) (for any \( t \in T\text{Vis}_{\Sigma_A} \)) is not an application because "*" has two possible images in B ("*" and "\#").
2. Now, let us see that case 2 may occur. The example in which $A = B$ shows this. In this example, a visible morphism is a function which fulfills $f(\varepsilon_A(t)) = \varepsilon_A(t)$, (for any $t \in TVis_{\Sigma_A}$). It is obvious that this morphism exists and that it is the identity function.

3. Finally, let us see that case 3 may not occur. We shall prove it by contradiction. Let us suppose that there are two visible morphisms between $A$ and $B$, called $f_1$ and $f_2$. By applying the definition, for any $t \in TVis_{\Sigma_A}$, it is fulfilled that:

$$f_1(\varepsilon_A(t)) = \varepsilon_B(t)$$
$$f_2(\varepsilon_A(t)) = \varepsilon_B(t)$$

By properties of equality, this means that, for any $t \in TVis_{\Sigma_A}$, it is fulfilled that:

$$f_1(\varepsilon_A(t)) = f_2(\varepsilon_A(t))$$

That is to say, the two morphisms are the same, and, therefore, uniqueness is proved. □

A.2 Proof of lemma 24

Since lemma 24 contains an "if and only if", we must prove both "directions" of the double implication:

- First, let us prove that, if $A$ and $B$ are visibly equivalent, then:

$$\forall t_1, t_2 \in TVis_{\Sigma_A} \text{ it is fulfilled that } A \models t_1 = t_2 \text{ if and only if } B \models t_1 = t_2$$

Let us suppose that $A$ and $B$ are visibly equivalent. This means that there is a visible isomorphism $f$ between $A$ and $B$. Since $f$ is a bijection, it is fulfilled that:

$$\forall a_1, a_2 \in A_{TVis} \text{ } a_1 = a_2 \text{ if and only if } f(a_1) = f(a_2)$$

By the definition of $A_{TVis}$, $x \in A_{TVis}$ if and only if $\exists t \in TVis_{\Sigma_A}$ such that $\varepsilon_A(t) = x$. Then, the above statement is equivalent to the following one:

$$\forall t_1, t_2 \in TVis_{\Sigma_A} \text{ } \varepsilon_A(t_1) = \varepsilon_A(t_2) \text{ if and only if } f(\varepsilon_A(t_1)) = f(\varepsilon_A(t_2))$$

Now, since $f$ is a visible morphism between $A$ and $B$, for any $t \in TVis_{\Sigma_A}$, $f(\varepsilon_A(t)) = \varepsilon_B(t)$. Therefore, we obtain:

$$\forall t_1, t_2 \in TVis_{\Sigma_A} \text{ } \varepsilon_A(t_1) = \varepsilon_A(t_2) \text{ if and only if } \varepsilon_B(t_1) = \varepsilon_B(t_2)$$
By applying the definition of satisfaction of an equation in a given algebra and the fact that \( t_1 \) and \( t_2 \) are ground terms\(^5\), this is equivalent to the following statement:

\[
\forall t_1, t_2 \in TVis_{\Sigma_A} \text{ it is fulfilled that } A \models t_1 = t_2 \text{ if and only if } B \models t_1 = t_2
\]

which is what we wished to prove.

- Let us prove the reciprocal implication, that is, that the above statement implies visible equivalence between \( A \) and \( B \). By applying the definition of satisfaction of an equation in a given algebra and the fact that \( t_1 \) and \( t_2 \) are ground terms, this statement is equivalent to the following one (which we shall call "statement \( \alpha \)"

\[
\forall t_1, t_2 \in TVis_{\Sigma_A} \text{ } \varepsilon_A(t_1) = \varepsilon_A(t_2) \text{ if and only if } \varepsilon_B(t_1) = \varepsilon_B(t_2)
\]

Consequently, we must prove that, if statement \( \alpha \) is fulfilled, there is a visible isomorphism between \( A \) and \( B \).

To do this, let us suppose that statement \( \alpha \) is fulfilled. We define \( f \) as the mapping which fulfils \( f(\varepsilon_A(t)) = \varepsilon_B(t) \). If we prove that \( f \) is a bijection, we shall prove that \( A \) and \( B \) are visibly equivalent. We divide the proof into three parts:

- First, let us see that \( f \) is an application, that is,

\[
\forall a_1, a_2 \in A_{TVis} \text{ } a_1 = a_2 \text{ implies } f(a_1) = f(a_2)
\]

By the definition of \( A_{TVis} \), \( x \in A_{TVis} \text{ if and only if } \exists t \in TVis_{\Sigma_A} \text{ such that } \varepsilon_A(t) = x \). Then, the previous statement is equivalent to the following one:

\[
\forall t_1, t_2 \in TVis_{\Sigma_A} \text{ } \varepsilon_A(t_1) = \varepsilon_A(t_2) \text{ implies } f(\varepsilon_A(t_1)) = f(\varepsilon_A(t_2))
\]

Now, since \( f \) is defined as \( f(\varepsilon_A(t)) = \varepsilon_B(t) \), this means that:

\[
\forall t_1, t_2 \in TVis_{\Sigma_A} \text{ } \varepsilon_A(t_1) = \varepsilon_A(t_2) \text{ implies } \varepsilon_B(t_1) = \varepsilon_B(t_2)
\]

which is fulfilled, by statement \( \alpha \).

- Now, let us see that \( f \) is injective, that is,

\[
\forall a_1, a_2 \in A_{TVis} \text{ } f(a_1) = f(a_2) \text{ implies } a_1 = a_2
\]

\(^5\)And, consequently, for any assignment of values \( v \), it is fulfilled that \( v^*(t_1) = t_1 \) and \( v^*(t_2) = t_2 \).
By the definition of $A_{TV_{is}}$, $x \in A_{TV_{is}}$ if and only if $\exists t \in TV_{is_{A}}$ such that $\varepsilon_{A}(t) = x$. Therefore, the above statement is equivalent to the following one:

$$\forall t_1, t_2 \in TV_{is_{A}} \quad f(\varepsilon_{A}(t_1)) = f(\varepsilon_{A}(t_2)) \implies \varepsilon_{A}(t_1) = \varepsilon_{A}(t_2)$$

Now, since $f$ is defined as $f(\varepsilon_{A}(t)) = \varepsilon_{B}(t)$, this means that:

$$\forall t_1, t_2 \in TV_{is_{A}} \quad \varepsilon_{B}(t_1) = \varepsilon_{B}(t_2) \implies \varepsilon_{A}(t_1) = \varepsilon_{A}(t_2)$$

which is fulfilled, by statement $\alpha$.

- Let us see that $f$ is exhaustive, that is,

$$\forall b \in B_{TV_{is}} \quad \exists a \in A_{TV_{is}} \text{ such that } f(a) = b$$

By the definition of $B_{TV_{is}}$, $x \in B_{TV_{is}}$ if and only if $\exists t \in TV_{is_{B}}$ such that $\varepsilon_{B}(t) = x$. Therefore, the above statement is equivalent to the following one (remember that $TV_{is_{A}} = TV_{is_{B}}$):

$$\forall t \in TV_{is_{A}} \quad \exists a \in A_{TV_{is}} \text{ such that } f(a) = \varepsilon_{B}(t)$$

Now, by the definition of $f$, we know that $f(\varepsilon_{A}(t)) = \varepsilon_{B}(t)$. Moreover, by the definition of $A_{TV_{is}}$, $\varepsilon_{A}(t) \in A_{TV_{is}}$. Consequently, if we make $\varepsilon_{A}(t)$ be $a$, the above statement is fulfilled and, therefore, exhaustivity is proved. □
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