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ABSTRACT

This paper describes the general framework and some details of the ODISSEA approach to conceptual modelling and design of information systems. We use a logic-based language for the specification of conceptual models and apply extensively logic-based techniques for the generation of a system design from a conceptual model.

The main originality of our work is that our language is based on the "deductive" approach to conceptual modelling, instead of the usual "operational" approach. Deductive conceptual models (DCM) show a number of significant advantages, but are much more difficult to design and implement.

We deal with the problem of generating a design for a given DCM. We present a new, formal method for generating transactions from a DCM. The method uses the SLDNF proof procedure and can be implemented in Prolog environments.
1. INTRODUCTION

A general trend in informations systems is the adoption of knowledge engineering techniques to enhance existing methodologies as well as to introduce new and more productive development paradigms, methods and supporting tools [Bub86]. This trend is based on the fact that information systems development is a knowledge intensive task [MBJ90] and, thus, it is not surprising that a lot of research has been directed toward providing knowledge-based tools to support the entire information systems development life cycle, from high-level design to low-level code generation [Fre85].

This paper describes the general framework and some details of the ODISSEA approach to conceptual modelling and design of information systems. Our approach uses a logic-based language for the specification of conceptual models, and applies logic-based techniques for the generation of a system design from a conceptual model.

The main originality of our work is that the ODISSEA language is based on the "deductive" approach to conceptual modelling, instead of the traditional, "operational" approach. Both approaches can provide a complete specification of the static and dynamic aspects of an information system, but they differ in the way the dynamic aspect is modelled.

In the operational approach, changes to the Information Base (IB), corresponding to changes in the Universe of Discourse (UoD), are defined by means of operations. The occurrence of a real-world, external event triggers the execution of an operation (transaction), which reflects the effect of the event on the IB. These effects consist usually of insertions, updates or deletions to the IB. On the other hand, operations, as well as queries and integrity constraints usually have only access to the current state of the IB.

In the deductive approach, the IB is defined only in terms of the external events, by means of deductive rules, and queries and integrity constraints are defined as if the complete history of the IB were available. A deductive conceptual model (DCM) is a specification of an IS in the deductive approach. Examples of conceptual modelling languages using the deductive approach are DADES [Oli82] and CIAM [GKB82].

A detailed comparison of the operational and deductive approaches can be found in [BuO86, Oli86]. The main conclusions are that DCMs provide more local definitions, are easier to change and to accomodate new requirements, and provide more design freedom. However, DCMs are much more difficult to implement than operational models. The reason is that an operational model already embeds some architectural design decisions, which are not made in DCMs [Oli89].
The main design decisions required to implement an information system from a DCM are data base design and transaction design. Usually, many valid alternatives in data base design exist, and the designer must choose the alternative that he/she considers most appropriate. Complete automation of this decision is not possible, but there is a place for CASE tools that aid the designer by confirming the consistency of his/her decisions and by evaluating their impact in terms of performance.

In transaction design, the designer must decide which transactions will exist and, for each of them, when will be executed, its pre-conditions and the actions to be performed, including data base updates and output production.

Contrary to data base design, transaction design from a DCM can be completely automated. We can build a transaction for each external event, to be executed when that event occurs in the real world. Transaction pre-conditions can be determined from the integrity constraints defined in the DCM. Data base updates can be determined from an analysis of deductive rules, and output production can be determined from queries definition.

In this paper we present a new, formal method for generating transactions from a DCM. The method is based on the use of the SLDNF proof procedure and, thus, it can be implemented easily in Prolog environments.

To our knowledge, there is no similar work to ours in the deductive approach, although there exists some similar research in the context of the operational approach. We can only mention here the recent work from the DAIDA project, reported in [CKM91], where additional references to previous research can be found. DAIDA proposes a dependency-based framework for the mapping from a requirements specification into a system design. The framework is dependency-based in the sense that the mapping of parts of the requirements specification is guided by predefined allowable dependencies. At the same time, the framework is goal-oriented, in the sense that non-functional requirements are treated as possibly conflicting goals to be satisfied by the generated design.

In DAIDA, requirements specification prescribe not only the behaviour of the system, but also the environment within which it will function. In ODISSEA, we focus only on the system to be developed, and our specifications are executable. This allows us to automate part of the mapping from specification to design. On the other hand, we have not considered yet the role of non-functional requirements in the generation of designs.
The paper is organized as follows. Section 2 briefly introduces the main components of a DCM, including an example that is used throughout the paper. Section 3 describes the internal architecture of the system that we would like to be able to generate from a DCM. Section 4 presents the Internal Events Model (IEM), a key concept in our approach to design generation. Section 5 discusses the use of the IEM in transaction generation, and gives a formal method for deriving transaction specifications from a DCM. Section 6 provides an overview of the ODISSEA design environment, showing the context in which transaction generation can be done. Finally, Section 7 summarizes the results of our work and points out future research.

2. DEDUCTIVE CONCEPTUAL MODELS

A deductive conceptual model (DCM) of an IS consists of five sets:
- A set B of base predicates
- A set D of derived predicates
- A set IC of integrity constraints
- A set Q of predefined queries
- A set A of alerts

In the following, we briefly describe each of these sets. Figure 1 shows an example that will be used throughout the paper. The example is written in a simplified syntax of the ODISSEA language [QuS91].

Base predicates correspond to the external event types. They are the inputs to the IS. Each fact of a base predicate, called base fact, is an occurrence of an external event. We assume, by convention, that the last term of a base fact gives the time when the event occurred and was communicated to the IS. If p(a_1, ..., a_n, t_i) is a base fact we say that p(a_1, ..., a_n) is true or holds at t_i. All times are expressed in a unique time unit (such as second, day, etc.) small enough to avoid ambiguities.

In the example of figure 1 we have four base predicates: start, end, assign and mng. A base fact start(p, t) means that project p started at time t. A base fact end(p, t) reports that project p ends at time t. A base fact assign(pg, p, t) means that at time t, programmer pg is assigned to project p. A base fact mng(pg, t) means that at time t, programmer pg becomes a manager. We take as time unit a second.

Derived predicates model the relevant types of knowledge about the Universe of Discourse. Each fact of a derived predicate, called derived fact, represents an information about the state of the UoD, at a particular time point. We also assume that the last term gives the time when the information holds.
Each derived predicate is defined by means of one or more deduction rules. A deduction rule of predicate \( p \) has the form \( p(X_1, \ldots, X_n, T) \leftarrow L_1, \ldots, L_m \), where \( p(X_1, \ldots, X_n, T) \) is an atom denoting the conclusion and \( L_1, \ldots, L_m \) are literals representing conditions. Each \( L_j \) is either an atom or a negated atom. Variables in the conclusion or in the conditions are assumed to be universally quantified over the whole formula. The terms in the conclusion must be distinct variables, and the terms in the conditions must be variables or constants.

Condition predicates may be ordinary or evaluable ("built-in"). The former are base or derived predicates, while the latter are predicates, such as the comparison or arithmetic predicates, that can be evaluated without accessing a database.

We assume every rule to be allowed [GMN84], i.e. any variable that occurs in the rule has an occurrence in positive condition of an ordinary predicate. We also require every rule to be time-restricted. This means that for every positive literal \( q(\ldots, T1) \) of a base or derived predicate \( q \) occurring in the body, the condition \( L_1, \ldots, L_m \rightarrow T1 \leq T \) must hold. This ensures that \( p(X_1, \ldots, X_n, T) \) is defined in terms of \( q \)-facts holding at time \( T \) or before.

In the example, there are seven derived predicates, with their corresponding (and hopefully self-explanatory) rules. Note that predicate active is defined by two rules. The first rule states that a project is active if it has a leader, while the second rule states that a project is also active when two programmers have been assigned to it.

Integrity constraints are closed first-order formulas that base and/or derived facts are required to satisfy. We deal with constraints that have the form of a denial \( \leftarrow L_1, \ldots, L_m \), with \( m \geq 1 \), where the \( L_j \) are literals and variables are assumed to be universally quantified over the whole formula. More general constraints can be transformed into this form as described in [LIT84]. For the sake of uniformity, we associate to each integrity constraint an inconsistency predicate \( icn \), with at least a time term, and thus it has the same form as the deductive rules. We call them integrity rules.

In the example of figure 1 we show four inconsistency predicates, with their rules. To see how an inconsistency may arise, assume that base facts start(is1,10) and assign(john,is1,15) were received at times 10 and 15, respectively. Now, if at time 20, the IS receives end(is1,20) inconsistency ic2(20) will arise, because active(is1,19) does not hold. Therefore, the base fact end(is1,20) must be rejected.

Outputs from an IS may be requested by the users (queries) or triggered internally by the system when some condition holds (alerts). Each query is defined by a name, a number of parameters, to which the user will give values when he makes the query, and a body. The answer to a query is the
set of values that satisfies the conditions given in the body. (In order to focus on our objective, we omit in this paper alert definition and handling).

In the example, there are three queries. When q1(t) is issued at time t, the system will provide the set of projects which are active at t. When query q2(p,t) is issued at time t, with parameter p, the system will provide the programmers assigned some time to p. Note that this query requires the system to know the complete history of predicate assigned. Finally, when query q3(m,t) is issued at time t, the system gives the set of programmers subordinated to m at t.

base  start(Project,Time)
base  end(Project,Time)
base  assign(Programmer,Project,Time)
base  mng(Performer,Time)

derived  project(P,T) ← start(P,T1), T1 ≤ T, not(completed(P,T))
derived  completed(P,T) ← end(P,T1), T1 ≤ T
derived  assigned(Pg,P,T) ← project(P,T), assign(Pg,P,T1), T1 ≤ T
derived  active(P,T) ← leader(Pg,P,T)
            ← assigned(Pg1,P,T), assigned(Pg2,P,T), Pg1≠Pg2
derived  inactive(P,T) ← project(P,T), not(active(P,T))
derived  leader(Pg,P,T) ← assigned(Pg,P,T), mng(Pg,T1), T1 ≤ T
derived  subordinate(Pg,M,T) ← assigned(Pg,P,T), leader(M,P,T), Pg ≠ M

inconsistency  ic1(T) ← start(P,T), project(P,T-1)
inconsistency  ic2(T) ← end(P,T), not(active(P,T-1))
inconsistency  ic3(P,T) ← leader(Pg1,P,T), leader(Pg2,P,T), Pg1≠Pg2
inconsistency  ic4(T) ← assign(Pg,P,T), not(project(P,T-1))

query q1(T) is active(P,T)
query q2(P,T) is assigned(Pg,P,T1), T1 ≤ T
query q3(M,T) is subordinate(Pg,M,T)

Figure 1. Example of Deductive Conceptual Model
3. INTERNAL ARCHITECTURE

In ODISSEA, we aim at designing and building information systems with simple and conventional architectures. The only notable feature is that we build the systems on top of a Deductive DBMS (DDBMS). Currently, we are using a system coupling Prolog to a Relational Database system (RDBMS) [CGT90], but other DDBMS could be used as well. On the other hand, it would also be possible to use an RDBMS.

In order to motivate the problems that must be solved to generate an IS from a DCM, we describe in this section the main components of a generated IS, and give the particular structure they could have in our example. We also introduce here some notation. In later sections, we will explain how to generate the components from a DCM.

Figure 2 shows the main components of an IS and their relationships. The User Interface Management System (UIMS) handles all input/output interaction. The emphasis of our project is not in this (important) component and, therefore, we only have simple menu-driven dialogues.
The Extensional Data Base (EDB) comprises all facts explicitly stored in the data base. These facts do not need to be the base facts defined in the DCM. Indeed, it is quite usual to store in the EDB some derived facts, and not to store all base facts.

In our example, we could store in the EDB the current state of predicates projects and active, and the full history of predicates assigned and mng. Then a possible EDB schema could be:

PROJECTS(Project)
ACTIVE_PROJECTS(Project)
ASSIGNMENTS(Programmer,Project,T_start,T_end)
MANAGERS(Manager,Time)

The Intensional Data Base (IDB) comprises the rules that relate the DCM predicates to the facts stored in the EDB. Not all DCM predicates may be derivable from the EDB; this will depend on the designed EDB schema. We call Accessible Predicates (AP) those DCM predicates that may be derivable from the EDB. We also say that we have a Full History AP when the complete history of the predicate is derivable from the EDB, and that we have a Current State AP when only the current facts of the predicate are derivable. There are one or more rules in the IDB for each AP.

In our example, the APs are:

Full History: mng, assigned, leader, subordinate
Current State: project, active, inactive

and the main IDB rules are:

\[ \text{mng}(M,T) \leftarrow \text{MANAGERS}(M,T). \]
\[ \text{project}(P,T) \leftarrow \text{PROJECTS}(P). \]
\[ \text{assigned}(P_g,P,T) \leftarrow \text{ASSIGNMENTS}(P_g,P,T_s,T_e), \ T_s \geq T, \ T \leq T_e. \]
\[ \text{active}(P,T) \leftarrow \text{ACTIVE_PROJECTS}(P). \]
\[ \text{inactive}(P,T) \leftarrow \text{project}(P,T), \ \text{not}(\text{active}(P,T)). \]
\[ \text{leader}(M,P,T) \leftarrow \text{assigned}(M,P,T), \ \text{mng}(M,T_1), \ T_1 \leq T. \]
\[ \text{subordinate}(P_g,M,T) \leftarrow \text{assigned}(P_g,P,T), \text{leader}(M,P,T), \ M \neq P_g. \]

Base Transactions (BT) update the EDB when a new base fact is received. There is a BT for each base predicate defined in the DCM. Typical actions performed by a BT are: receive the corresponding base fact from the UIMS, check integrity constraints satisfaction and update the EDB. We give in Section 5 a formal procedure to derive the BTs from a DCM.
In our example, there are four Base Transactions. We describe below the BT corresponding to predicates start and assign.

BT: start(p,t)
Check: project(p,t-1) does not hold (ic1)
Update: Insert <p> into PROJECTS

BT: assign(pg,p,t)
Check: mng(pg,T1),T1<t, leader(Pg2,p,t-1),pg≠Pg2 does not hold (ic3)
       project(p,t-1) holds (ic4)
Update: Insert <pg,p,t,"="> into ASSIGNMENTS
        Insert <p> into ACTIVE_PROJECTS if
        mng(pg,T1),T1<t, not(active(p,t-1))
        or
        assigned(Pg2,p,t-1),pg≠Pg2, not(active(p,t-1))

The Transaction Manager is a general module that handles all base transactions. We describe it in more detail in Section 5.

The Query Processor (QP) handles two types of queries: predefined and ad hoc queries. The former are those defined in the DCM, while the latter are queries whose definition must be given by the users at execution time. Users issue ad hoc queries in terms of predicates defined in the DCM, just as predefined queries, but only accessible predicates and facts can be requested.

If, in the example, the users issue at time 20 the ad hoc query:

? active(program1,10), leader(M,program1,20)

the answer would be "unknown", since only the current state of active-facts is accessible.

4. THE INTERNAL EVENTS MODEL

We have seen, in the previous Section, the internal architecture of the IS that we would like to be able to generate. Now, we start to describe our approach to the design and implementation of such IS from its DCM. The key concept of our approach is the Internal Events Model (IEM). This model was presented in [Oli89,San90], and has inspired novel solutions to the problems of integrity constraints enforcement and view updating of deductive databases [Oli91,TeO92]. In the following, we briefly describe the main concepts of an IEM, and show its application to the example. In later sections, we will discuss the use of the IEM in the design and implementation of IS.
4.1 Classification of predicates

Predicates defined in a DCM can be classified according to their temporal behaviour. For our purposes, the most important classification is the following. Let \( p \) be a predicate. Assume that fact \( p(k) \) holds at time \( T-1 \), where \( k \) is a vector of constants, and assume that no external events happen at time \( T \), that is no base facts are received at \( T \). What can we say about the truth of \( p(k) \) at time \( T \)? There are three cases:

a) If we can say that \( p(k) \) will be false at time \( T \), then we classify \( p \) as P-transient.

b) If we can say that \( p(k) \) will be true at time \( T \), then we classify \( p \) as P-state.

c) If the truth of \( p(k) \) depends on the truth of some condition that must be evaluated at time \( T \), we classify \( p \) as P-spontaneous.

Base predicates are always assumed to be P-transient. In our DCM example of figure 1, all derived predicates are P-state.

4.2 Internal events

The concept of internal event tries to capture in a natural way the notion of change in the extension of a predicate. We associate to each P-state or P-spontaneous predicate \( p \) an insertion internal events predicate \( \delta p \) defined as follows:

(1) \( \forall X, T \ (tp(X,T) \leftrightarrow p(X,T) \wedge \neg p(X,T-1)) \)

(2) \( \forall X, T \ (\delta p(X,T) \leftrightarrow p(X,T-1) \wedge \neg p(X,T)) \)

and then:

(3) \( \forall X, T \ (p(X,T) \leftrightarrow (p(X,T-1) \wedge \neg \delta p(X,T)) \lor tp(X,T)) \)

(4) \( \forall X, T \ (\neg p(X,T) \leftrightarrow (\neg p(X,T-1) \wedge \neg tp(X,T)) \lor \delta p(X,T)) \)

To P-transient predicates we only associate an insertion internal events predicate \( tp \) defined as:

(5) \( \forall X, T \ (tp(X,T) \leftrightarrow p(X,T)) \)

If \( p \) is a derived predicate, then \( tp \) facts and \( \delta p \) facts represent induced insertions and deletions of derived facts, respectively. If \( p \) is an inconsistency predicate, then \( tp \) facts that occur at time \( T \) will correspond to violations of its integrity constraint. Note that, for inconsistency predicates, \( \delta p \) facts
cannot happen in any transition, since we assume that the IB is consistent at time T-1 and, thus, \( p(X,T-1) \) is always false.

We also use the internal events concept for base predicates. In this case, \( tp \) facts represent
the external events (given by the environment) corresponding to insertions of base facts. We use
sometimes the term "event" to denote either an internal or external event.

4.3 Transition rules

Let \( p(X,T) \leftarrow L_1, \ldots, L_m \) be a deductive or inconsistency rule. The rule defines the extension of \( p \) at time \( T \) in terms of the extensions at time \( T \), or before, of the predicates appearing in the body of
the rule. A transition rule for \( p \) is a rule that defines the extension of \( p \) at time \( T \) in terms of the
extensions at time \( T-1 \), or before, of the predicates appearing in the body of the rule, and the internal
events of these predicates that occur at time \( T \). We obtain the transition rules substituting each \( L_j, j = 1 \ldots n \), by its equivalent expression (see [Oli89,San90] for details).

Consider, for example, the rules for predicate active:

\[
\begin{align*}
\text{active}(P,T) & \leftarrow \text{leader}(Pg,P,T) \\
\text{active}(P,T) & \leftarrow \text{assigned}(Pg_1,P,T),\text{assigned}(Pg_2,P,T),Pg_1 \neq Pg_2
\end{align*}
\]

The literals in the body of the two rules can be replaced by their equivalent expressions, as given
by (3). After distributing \& over \lor, we get:

\[
\begin{align*}
\text{active}(P,T) & \leftarrow \text{leader}(Pg,P,T-1),\neg(\delta\text{leader}(Pg,P,T)) \\
\text{active}(P,T) & \leftarrow \text{tleader}(Pg,P,T) \\
\text{active}(P,T) & \leftarrow \text{assigned}(Pg_1,P,T-1), \neg(\delta\text{assigned}(Pg_1,P,T)), \text{assigned}(Pg_2,P,T-1), \neg(\delta\text{assigned}(Pg_2,P,T)), Pg_1 \neq Pg_2 \\
\text{active}(P,T) & \leftarrow \text{assigned}(Pg_1,P,T-1), \neg(\delta\text{assigned}(Pg_1,P,T)), \text{tassigned}(Pg_2,P,T), Pg_1 \neq Pg_2 \\
\text{active}(P,T) & \leftarrow \text{tassigned}(Pg_1,P,T), \text{assigned}(Pg_2,P,T-1), \neg(\delta\text{assigned}(Pg_2,P,T)), Pg_1 \neq Pg_2 \\
\text{active}(P,T) & \leftarrow \text{tassigned}(Pg_1,P,T), \text{tassigned}(Pg_2,P,T), Pg_1 \neq Pg_2
\end{align*}
\]

which are the transition rules for predicate active. Note that these rules allow us to infer active facts
holding at time \( t \) in base to the leader and assigned facts holding at time \( t-1 \), and the events tleader,
\( \delta \text{leader} \), tassigned and \( \delta \text{assigned} \) that occur at time \( t \).
4.4 Internal events rules

An internal event rule is a rule that defines the conditions upon which an internal event happens. Thus, internal event rules allow us to deduce which internal events happen in a given transition. For example, the rules:

\[ \text{tproject}(P,T) \leftarrow \text{tstart}(P,T) \]
\[ \text{dproject}(P,T) \leftarrow \text{tcompleted}(P,T) \]

are an insertion and a deletion internal event rule, respectively. The first states that the occurrence of an \text{tstart} fact (in this case, the insertion of an \text{start} base fact) induces a corresponding \text{tproject} fact. The second rule states that the occurrence of a \text{tcompleted} fact induces a corresponding \text{dproject} fact.

We get the internal events rules using a procedure based on the definitions (1), (2) and (5), replacing \( p(X,T) \) by its transition rules, and applying a set of standard simplifications, that may involve the integrity constraints. Figure 3 shows (part of) the result obtained by the application of the procedure to the DCM example of figure 1.

\[
\text{IDR.1} \quad \text{tproject}(P,T) \leftarrow \text{tstart}(P,T) \\
\text{IDR.2} \quad \text{dproject}(P,T) \leftarrow \text{tcompleted}(P,T) \\
\text{IDR.3} \quad \text{tcompleted}(P,T) \leftarrow \text{tend}(P,T) \\
\text{IDR.4} \quad \text{tassigned}(Pg,P,T) \leftarrow \text{tassign}(Pg,P,T), \neg(\text{dproject}(P,T)) \\
\text{IDR.5} \quad \text{tactive}(P,T) \leftarrow \text{tleader}(Pg,P,T), \neg(\text{active}(P,T-1)) \\
\text{IDR.6} \quad \text{tactive}(P,T) \leftarrow \text{tassigned}(Pg1,P,T), \text{assigned}(Pg2,P,T-1), \neg(\text{dassigned}(Pg2,P,T)), Pg1 \neq Pg2, \neg(\text{active}(P,T-1)) \\
\text{IDR.7} \quad \text{tactive}(P,T) \leftarrow \text{tassigned}(Pg1,P,T), \text{tassigned}(Pg2,P,T), Pg1 \neq Pg2, \neg(\text{active}(P,T-1)) \\
\text{IDR.8} \quad \text{tleader}(Pg,P,T) \leftarrow \text{assigned}(Pg,P,T-1), \neg(\text{dassigned}(Pg,P,T)), \text{tmng}(Pg,T) \\
\text{IDR.9} \quad \text{tleader}(Pg,P,T) \leftarrow \text{tassigned}(Pg,P,T), \text{mng}(Pg,T1), T1 < T \\
\text{IDR.10} \quad \text{tleader}(Pg,P,T) \leftarrow \text{tassigned}(Pg,P,T), \text{tmng}(Pg,T) \\
\text{IDR.11} \quad \text{tic1}(T) \leftarrow \text{tstart}(P,T), \text{project}(P,T-1) \\
\text{IDR.12} \quad \text{tic2}(T) \leftarrow \text{tend}(P,T), \neg(\text{active}(P,T-1)) \\
\text{IDR.13} \quad \text{tic3}(P,T) \leftarrow \text{tleader}(Pg1,P,T), \text{leader}(Pg2,P,T-1), \neg(\text{dleader}(Pg2,P,T)), Pg1 \neq Pg2 \\
\text{IDR.14} \quad \text{tic3}(P,T) \leftarrow \text{tleader}(Pg1,P,T), \text{leader}(Pg2,P,T), Pg1 \neq Pg2 \\
\text{IDR.15} \quad \text{tic4}(T) \leftarrow \text{tassign}(Pg,P,T), \neg(\text{project}(P,T-1)) \\
\]

Figure 3. Part of the internal events model of the DCM example.
5. DERIVING BASE TRANSACTIONS

5.1 The approach

In this section we will focus on one aspect of the ODISSEA internal architecture: the Base Transactions. We show the use of the IEM to derive the set of actions that each BT should perform.

As we mentioned before, there is a BT for each base predicate defined in the DCM. A BT will receive the corresponding base fact from the UIMS, check integrity constraints satisfaction and update the EDB. We can also derive composite transactions, corresponding to the simultaneous occurrence of two or more base facts, but this extension will not be considered here.

Let $TR=\{tb(k,t)\}$ the transaction corresponding to the insertion of a base fact $b(k,t)$, where $k$ is a vector of constants denoting the transaction parameters, and $t$ the occurrence time. We derive its effects in the following way: For each integrity constraint $icj$ specified in the DCM, we can check its violation by evaluating the internal event predicate $ticj$. In the same way, for each stored predicate $p(X,T)$, we can derive the induced insertion (resp. deletion) of a fact $p(x,t)$ by evaluating the internal event predicate $tp(X,t)$ (resp. $dp(X,t)$). As IEM rules are defined in terms of accessible predicates extensions at time $t-1$ or before, to evaluate internal event predicates we also need the IDB rules, which relate accessible predicates to the facts stored in the EDB.

To obtain these evaluations we use the standard SLDNF proof procedure. More precisely, let $I=i(X,t)$ be the internal event predicate to be evaluated. We say that $TR$ induces $I$ if goal $\{\leftarrow I\}$ succeeds from input set $IEM \cup IDB \cup EDB \cup TR$. If every branch of the SLDNF-search space for $IEM \cup IDB \cup EDB \cup TR \cup \{\leftarrow I\}$ is a failure branch, then $TR$ does not induce $I$.

Obviously, the evaluation can be completely done at execution time, when the concrete values of EDB and transaction parameters are known. However, we can do some preparatory work at compilation time, by partially evaluating $IEM \cup TR$ wrt $I$ [LIS91]. The result of the partial evaluation is a set $E$ of $n$ rules ($n \geq 0$):

$I \leftarrow C_i \quad i = 1..n$

where $C_i$ is a conjunction of literals and such that evaluation of $\{\leftarrow I\}$ at execution time from $E \cup IDB \cup EDB$ gives the same result as the evaluation of $\{\leftarrow I\}$ from $IEM \cup IDB \cup EDB \cup TR$. If $n=0$ then $TR$ does not induce $I$. 
Applying this procedure to our example case, at compilation time, we have to partially evaluate, for each possible transaction, internal event predicates tic1(t), tic2(t), tic3(t), and tic4(t), corresponding to the integrity checking conditions, and tproject(P,t), δproject(P,t), tactive(P,t), δactive(P,t), tassigned(Pg,P,t), and δassigned(Pg,P,t), to derive the update conditions.

Take, as an example the transaction: TR={tstart(p,t)}. These are the sets of rules obtained at compilation time:

\[
\begin{align*}
tic1(t) & \leftarrow \text{project}(p,t-1) \\
tproject(P,t) & \leftarrow
\end{align*}
\]

5.2 Example

We will try to illustrate our approach with an example, previously to the formal definition of the method, given in next section.

Assume that we want to derive the transaction TR={tassign(pg,p,t)}. We have to partially evaluate IEM ∪ TR wrt ticj, corresponding to the integrity constraints. Consider, for example, the partial evaluation wrt tic3(t). Possible sets of conditions Ct that would lead to the violation of ic3(t) are obtained by having some failed derivation of IEM ∪ TR ∪ \{← tic3(t)\} succeed. Figure 4 shows this derivation tree, were the circled labels are references to the rules of the method, defined in section 5.3.
C={mng(pg,T1), T1<t, leader(Pg2,p,t-1), pg≠Pg2}

Figure 4

Steps 1,2 and 3 are SLDNF resolution steps, using rules of IEM as input clauses. At step 2 we
have several alternative rules to resolve with. IDR.8 or IDR.10 could have been used instead of IDR.9, and each one of them may lead to a different set of conditions C. Nevertheless, in this concrete case, branches corresponding to IDR.8 and IDR.10 fail. At step 4 the selected literal is an external event literal tassign(Pg1,P,t) that can be resolved with the base fact in TR. At steps 5 and 6 the selected literals are not(δproject(p,t)) and not(δleader(Pg2,p,t)) respectively. In order to get a successful derivation, SLDNF-search space must fail finitely for {←δproject(p,t)} ∪ IEM ∪ TR and for {←δleader(Pg2,p,t)} ∪ IEM ∪ TR. The failure for δproject(p,t) is shown in Figure 6, δleader(Pg2,p,t) fails in a similar way. From step 7 to 10 the selected literals correspond to stored predicates (mng(pg,T1)), to accessible predicates (leader(Pg2,p,t-1)), or to evaluable predicates (T1< and pg>Pg2). Observe that none of them can be evaluated at compilation time because they depend on the concrete values of the EDB facts at time t. As a consequence, this literals are included in the condition set C and its evaluation is delayed until execution time.

The set of conditions obtained for tic3(t) adds the following rule to the BT definition:

\[ \text{tic3}(p,t) \leftarrow \text{mng}(pg,T1), T1< T, \text{leader}(Pg2,p,t-1), pg> Pg2 \]

Rules for tic1(p,t), tic2(p,t), and tic4(p,t) can be obtained similarly.

We also have to derive, for each stored predicate p(X,T), the set of conditions to be checked at execution time, in order induce an insertion or a deletion of a fact corresponding to this predicate, by partially evaluating IEM ∪ TR wrt \( \text{tp}(X,t) \) and \( \delta p(X,t) \). Consider, for example, the partial evaluation for tassigned(Pg,P,t). Possible sets of conditions C that would lead to the insertion of a base fact assigned(pg,p,t) are obtained by having some failed derivation of IEM ∪ TR ∪ \{←tassigned(Pg,P,t) \} succeed. Figure 5 shows this derivation tree.

<table>
<thead>
<tr>
<th>STEP</th>
<th>RULE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>[A1]</td>
</tr>
<tr>
<td>2</td>
<td>[A2]</td>
</tr>
<tr>
<td>3</td>
<td>[A6]</td>
</tr>
</tbody>
</table>

C = {} Figure 5
Steps 1 and 2 are SLDNF resolution steps. At step 1 rules of the IEM act as input clauses, while at step 2 the input clause is the base fact from TR. At step 3 the selected literal is a negation of an event literal not(δproject(p,t)). The failure for δproject(p,t) is shown in Figure 6. The derivation ends with the empty clause as a result and C={}. This means that the transaction tassign(pg,p,t) induces unconditionally the insertion of a fact assigned(pg,p,t) to the EDB. As a consequence, the following rule will be added to the BT definition:

\[ \text{tassigned}(pg,p,t) \leftarrow \]

Rules for τproject(P,t), δproject(P,t), tactive(P,t), δactive(P,t), tassigned(Pg,P,t), and δassigned(Pg,P,t) can be obtained similarly.

Finally, Figure 6 shows the failure tree for δproject(p,t). Steps 1 and 2 are SLDNF resolution steps, where rules of the IEM act as input clauses. At step 3, the selected literal is the external event tend(p,t) which has to be resolved with facts in TR. Given that there is no fact tend(p,t) in TR, the tree fails unconditionally.

### Figure 6

<table>
<thead>
<tr>
<th>STEP</th>
<th>RULE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>δproject(p,t)</td>
</tr>
<tr>
<td>IDR.2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>icompleted(p,t)</td>
</tr>
<tr>
<td>IDR.3</td>
<td>tend(p,t)</td>
</tr>
<tr>
<td>TR</td>
<td>fails</td>
</tr>
</tbody>
</table>

\[ C' = {} \]
5.3 The method

This section describes, in a formal way, the method explained in sections 5.1 and 5.2. As we know, the transaction will be derived by partially evaluating IEM \cup TR wrt internal events predicates corresponding to integrity constraints and stored predicates.

If I is the internal event predicate, C will be a set of conditions of I if there exists a constructive derivation from \( I \{ \} \) to \( \{ \} \ C \), having as input set IEM \cup TR, where TR=\{tb(k,t)\}, being b a base predicate and k a vector of constants.

We will use the following notation:
- Non event literal is a literal corresponding to a base, derived or inconsistency predicate.
- Accessible literal is a non-event literal corresponding to an accessible predicate (AP).

**Constructive derivation**

A constructive derivation from \( (I_1 C_1) \) to \( (I_n C_n) \) via a selection rule R, that selects literals not corresponding to evaluable predicates with priority, is a sequence:

\( (I_1 C_1), (I_2 C_2), ..., (I_n C_n) \)

such that for each \( i>1 \), \( I_i \) has the form \( \leftarrow L_1, ..., L_k \), \( R(I_i) = L_j \) and \( I_{i+1} C_{i+1} \) is obtained according to one of the following rules:

A1) If \( L_j \) is a positive internal event then \( I_{i+1} = S \), and \( C_{i+1} = C_i \), where S is the resolvent of some clause in IEM with \( I_i \) on the selected literal \( L_j \).

A2) If \( L_j \) is a positive, external event literal, then \( I_{i+1} = S \), and \( C_{i+1} = C_i \), where S is the resolvent of fact in TR with \( I_i \) on the literal \( L_j \).

A3) If \( L_j \) is a negative, external event literal "not(tp(X,t))", and TR can not be unified with tp(X,t) then \( I_{i+1} = \leftarrow L_1, ..., L_{j-1}, L_{j+1}, ..., L_k \), and \( C_{i+1} = C_i \).

A4) If \( L_j \) is a negative, external event literal "not(tp(X,t))", and TR can be unified with tp(X,t) then \( I_{i+1} = \leftarrow L_1, ..., L_{j-1}, L_{j+1}, ..., L_k \), and \( C_{i+1} = C_i \cup \{ X \neq k \} \).

A5) If \( L_j \) is an accessible literal then \( I_{i+1} = \leftarrow L_1, ..., L_{j-1}, L_{j+1}, ..., L_k \), and \( C_{i+1} = C_i \cup \{ L_j \} \).
A6) If \( L_j \) is an evaluable literal then \( I_{i+1} = \{ \leftarrow L_1, \ldots, L_{j-1}, L_{j+1}, \ldots, L_k \} \) and \( C_{i+1} = C_i \cup \{ L_j \} \).

A7) If \( L_j \) is a ground internal event literal "not(\( Q \))" and there exists a consistency derivation from \( (\{ \leftarrow Q \} \{ \}) \) to \( (\{ \} C) \) then \( I_{i+1} = \{ \leftarrow L_1, \ldots, L_{j-1}, L_{j+1}, \ldots, L_k \} \) and \( C_{i+1} = C_i \cup C' \).

A8) If \( L_j \) is a non-ground internal event literal "not(\( Q \))" then \( I_{i+1} = \{ \leftarrow L_1, \ldots, L_{j-1}, L_{j+1}, \ldots, L_k \} \) and \( C_{i+1} = C_i \cup \{ L_j \} \).

The step corresponding to rule A1) is an SLDNF resolution step. At steps corresponding to rules A2), A3) and A4), external event literals are evaluated (remember that we have the transaction as input set). This is done in order to have a failed derivation of \( IEM \cup TR \cup \{ \leftarrow I \} \) succeed. At steps A5), A6) and A8) accessible, evaluable and non-ground negative internal event literals are added to the condition set \( C \). This is also done in order to have a failed derivation of \( IEM \cup TR \cup \{ \leftarrow I \} \) succeed. In case A7), the set of conditions necessary to ensure the failure of negative internal event literals are added to the condition set \( C \).

There are different ways in which a constructive derivation can succeed. Each one may lead to different insertion or deletion rule.

**Consistency derivation**

A consistency derivation from \( (F_1 C_1) \) to \( (F_n C_n) \) via a safe selection rule \( R \), that selects literals not corresponding to evaluable predicates with priority, is a sequence:

\( (F_1 C_1), (F_2 C_2), \ldots, (F_n C_n) \)

such that for each \( i \geq 1 \), \( F_i \) has the form \( \{ \leftarrow L_1, \ldots, L_k \} \cup F_i \) and for some \( j=1 \ldots k \), \( F_{i+1} = C_{i+1} \) is obtained according to one of the following rules:

B1) If \( L_j \) is a positive internal event literal then \( F_{i+1} = S' \cup F_i \) where \( S' \) is the set of all resolvents of clauses in \( IEM \) with \( \{ \leftarrow L_1, \ldots, L_k \} \) on the literal \( L_j \), and \( C_{i+1} = C_i \).

B2) If \( L_j \) is a positive external event literal, and \( TR \) can not be unified with \( L_j \) then \( F_{i+1} = F_i \), and \( C_{i+1} = C_i \).

B3) If \( L_j \) is a positive external event literal then \( F_{i+1} = S' \cup F_i \) where \( S' \) is the resolvent of \( TR \) with \( \{ \leftarrow L_1, \ldots, L_k \} \) on the literal \( L_j \), and \( [] \notin S' \) and \( C_{i+1} = C_i \).
B4) If $L_j$ is a negative external event literal "not( tp(X,t) )" and TR can be unified with $tp(X,t)$ then $F_{i+1} = F_i$, and $C_{i+1} = C_i$, where $S$ is the resolvent of TR with $I_i$ on the literal $L_j$.

B5) If $L_j$ is a negative external event literal "not( tp(X,t) )", and TR can not be unified with $tp(X,t)$ then $F_{i+1} = \leftarrow L_1, \ldots, L_{j-1}, L_{j+1}, \ldots, L_k \cup F_i$.

B6) If $L_j$ is an accessible non-event literal then $F_{i+1} = F_i$, and $C_{i+1} = C_i \cup \{not(L_j)\}$.

B7) If $L_j$ is an evaluable literal then $F_{i+1} = F_i$, and $C_{i+1} = C_i \cup \{not(L_j)\}$.

B8) If $L_j$ is a negative internal event literal "not(Q)" and there exists a constructive derivation from \((\leftarrow Q) \{\} \) to \((\emptyset C')\) then $F_{i+1} = F_i$, and $C_{i+1} = C_i \cup C'$.

Steps corresponding to rules B1) and B3) are SLDNF resolution steps. In case B2) and B4) the current branch fails and thus, it can be eliminated. In case B5) the selected literal can not fail, and thus, it is eliminated from the subgoal set $F$, in order to make a successful SLDNF branch fail. In case B6) and B7) the negation of evaluable or non-event literals is added to the condition set $C$, also in order to make a successful SLDNF branch fail. This branch can be dropped because we ensure the failure for it. Finally, in case B8) the current branch can be dropped if there exists a constructive derivation for the negation of the selected literal. This ensures failure for it.

5.4 The Transaction Manager

Once we have described the transaction generation method, we describe now how Base Transactions are treated at execution time by the Transaction Manager.

When an external event occurs in the real world, it is received by the UIMS. If the event is a predefined transaction, rules specified in the corresponding BT have to be evaluated by the Transaction Manager. As we have seen before, BT rules follow the general pattern:

\[
inj(x, Y, t) \leftarrow C(x, Y, t) \quad \text{for the integrity constraints, and} \]
\[
 tp(x, Y, t) \leftarrow C(x, Y, t) \]
\[
 sp(x, Y, t) \leftarrow C(x, Y, t) \quad \text{for stored predicates} \]

At execution time, constants $x$ and $t$ take its values from transaction parameters, and the body $C$ can be completely evaluated given that facts stored in the EDB are available at this time.
After receiving the transaction from the UIMS, and once the corresponding BT rules are known, the Transaction Manager acts in the following way:

1- For each rule $tiej(x,Y,t)$, checks if there exists any value $y$ of $Y$ such that $C(x,y,t)$ evaluates to true, this means that the transaction violates the integrity constraint $icj$. In this case, an error message is sent to the UIMS and the transaction execution is stopped.

2- For each rule $tp(x,Y,t)$, find all possible values $y$ of $Y$ such that $C(x,y,t)$ evaluates to true, and for all of them three cases are possible:

   a) If $p$ is stored "current" and its type is P-state or P-spontaneous:
      INSERT tuple $p(x,y)$ into the EDB.

   b) If $p$ is stored "full history" and its type is P-transient:
      INSERT tuple $p(x,y,t)$ into the EDB.

   c) If $p$ is stored "full history" and its type is P-state or P-spontaneous:
      INSERT tuple $p(x,y,t,\infty)$ into the EDB.

3- For each rule $sp(x,Y,t)$, find all possible values $y$ of $Y$ such that $C(x,y,t)$ evaluates to true, and for all of them two cases are possible:

   a) If $p$ is stored "current" and its type is P-state or P-spontaneous:
      DELETE tuple $p(x,y)$ from the EDB.

   b) If $p$ is stored "full history" and its type is P-state or P-spontaneous:
      SET tuple $p(x,y,ts,\infty)$ to $p(x,y,ts,t)$

(Note that, by definition, P-transient predicates are not deleted).

We have implemented the Transaction Manager using the Prolog language.
6. THE ODISSEA DESIGN ENVIRONMENT

We have seen in Section 4 the concept of Internal Events Model, and we have discussed, in the previous Section, the role it plays in transaction generation. We now briefly describe our design environment and show the context in which transaction generation is done. Figure 7 shows the five main components of the ODISSEA design environment.

![Diagram of ODISSEA design environment]

Figure 7. The ODISSEA design environment

The IEM Generator derives the IEM corresponding to the DCM, by using the procedure described in Section 4.

The Reasoner is the component of our environment for DCM validation. The Reasoner can answer two kinds of queries from the designer:

a) Given an initial and target states of the Information Base, together with a sequence of external events, check whether the sequence is able to perform the transition between both states.

b) Given an initial and target states, obtain one or more sequences of external events (plans) to perform the transition between both states.
The Reasoner uses SLDNF resolution as proof procedure, and plan generation techniques developed in AI. See [CoO91] for details on the method in which is based, as well as on the use of the Reasoner in DCM validation. Generating prototypes from a DCM is also possible and useful during the model validation.

The Deductive Database (DDB) designer is the component that generates the set of Stored Predicates (SP), the set of Accessible Predicates (AP) and the IDB rules.

Usually, there are many valid alternatives of SP sets and, thus, the designer must choose the one that he/she considers most appropriate. An SP set is characterized by:
- A set of base or derived predicates of the DCM to be explicitly stored in the EDB.
- For each of them, a time interval for which its facts will be stored.

We consider two cases of time intervals: current state or full history. If p(X,t) is a stored predicate, in the first case we store the set of facts \( \{ <X> \mid p(X,t) > \) where \( t > \) is the current time, and in the second case we store the set \( \{ <X,t1> \mid p(X,t1) \land t1 \leq t > \).

A valid SP set is one that satisfies:
1) All internal events that happen at time \( t > \) can be derived from the stored facts at time \( t-1 > \) and the external events received at \( t > \).
2) The answer to all predefined queries can be derived from the stored facts.

Both conditions can be checked using SLDNF resolution with IEM and DCM as input sets. Figure 8 illustrates the checking that query \( q3(M,t) > \) can be derived from the stored facts in our example. Literals in boxes correspond to literals that can be unified with stored facts or to evaluable predicates. Thus, in the second goal, literal \( \text{assigned}(P,P,g,t) > \) can be resolved with the stored facts, since we store the full history of predicate assigned.

\[
\text{subordinate}(P,g,M,t) \leftarrow \text{assigned}(P,g,P,t), \text{leader}(M,P,t), [P, g \in M] \leftarrow \text{assigned}(M,P,t), \text{mng}(M,T1), [T1 < t] \leftarrow \]

Figure 8 Checking derivability of \( q3 > \).
Note that the alternative of storing the full history of all base predicates is always a valid one [Oli89].

Once the SP set has been designed, we determine the AP set, that is, the predicates whose facts can be derived from the stored facts. We use a procedure similar to the one described above for this purpose.

Finally, we generate the IDB rules with a simple transformation of the DCM.

The EDB Schema Generator writes the EDB schema for the set SP. For each current state predicate we define a relation scheme with the same attributes, except the time attribute, since the time will be implicit. For each P_state or P_spontaneous full history predicate p(X,T) we define a relation scheme p(X,T_start,T_end), where attributes T_start and T_end represent the interval in which p(X) holds. For each P_transient full history predicate p(X,T) we just define a relation scheme p(X,T).

The Transaction Generator is the component that generate the Base Transactions, as described in the previous section.

7. CONCLUSIONS

We have presented the ODISSEA approach to the design of IS from a DCM. We have discussed the main decisions involved in this process: data base design and transaction design. Data base design can not be completely automated, but we provide some tools that help the designer in alternatives generation and analysis.

Transaction design can be completely automated, assuming a given hardware/software execution environment. We have presented in detail a formal method to derive the transactions from the DCM. The method is based on the use of the SLDNF proof procedure and, thus, it can be implemented easily in Prolog. We hope that our method will facilitate the implementation of DCM and, thus, it may help to overcome the main disadvantage of the deductive approach.

We plan to build an additional component in our design environment, which transforms our Base Transactions into a procedural language. In such a way, we can improve the performance of the generated system.
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