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Abstract

An important amount of research has been devoted to consistent view updating. In this paper we propose a method that follows a new approach to deal with this problem. Our approach is aimed at obtaining intensional translations that satisfy a view update request, instead of obtaining extensional translations. Intuitively, our translations are intensional in the sense that they characterise multiple possible values for a set of base fact updates such that the request is satisfied when the updates are applied using these values. Each characterised set of updates constitutes an extensional translation. The main advantages of following this approach are to improve the meaningfulness of the translations to the users; to increase the efficiency of obtaining them; and to facilitate the treatment of infinite domains.

We also show in the paper how our intensional method can be applied to database schema validation and we point out the advantages of using an intensional method in this case.
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1. Introduction

Deductive databases generalise relational databases by including not only base facts and integrity constraints, but also view predicates defined by means of deductive rules. Using these rules, new facts (view facts) may be derived from facts explicitly stored. In this framework, an important problem is that of consistent view updating.

Consistent view updating is concerned with determining how a request to update a view can be appropriately translated into a set of updates of the underlying base facts that satisfy both the requested update and the integrity constraints of the database. Integrity constraints are handled in a consistency-maintaining way, i.e., when a constraint is violated, database consistency is restored by considering additional updates of base facts. In general, several translations that satisfy the request may exist.

The interest of consistent view updating has increased in the recent years since several proposals have shown how it can be applied to solve many different problems. For instance, [DTU96] reports how to tackle database schema validation by view updating, [DMMP91, DMB93, Cos93] use view updating as a core of their corresponding planning systems, [TO95] outlines how a view updating method can be used to repair an inconsistent database. In fact, [Tu95] argues that several database updating problems (including the previous ones) may be solved in the same way since they belong to a more general class of problems called downward problems.

Much research has been devoted to consistent view updating during last years (see for example [KM90, Wtt93, TO95, CHM95, Dec96]). These methods differ in several aspects such as the kind of databases considered, the type of handled updates or the approach taken to deal with the problem. However, all of them are only concerned with obtaining extensional translations to satisfy a view update request. An extensional translation can be understood as an exhaustive enumeration of the individual base fact updates to be performed.

We propose in this paper a new approach aimed at obtaining intensional translations for a view update request. Intuitively, our translations are intensional in the sense that they characterise multiple possible values for a set of base fact updates such that the request is satisfied when the updates are applied using these values. Each characterised set of updates constitutes an extensional translation. The following simple example illustrates the difference between extensional and intensional translations.

Consider a deductive database consisting of a single base predicate Sal(e,s) which indicates that employee e has salary s, a single view predicate Hsal(e) defining employees with a salary greater or equal than 700, and an integrity constraint which prevents salaries of employees to be greater than 1000:

\[
\begin{align*}
\text{Hsal}(e) & \leftarrow \text{Sal}(e,s) \land s \geq 700 \\
\text{Ic1} & \leftarrow \text{Sal}(e,s) \land s > 1000
\end{align*}
\]

Given the consistent view update request of inserting \text{Hsal(Joan)}, the extensional translations would be: \{insert \text{Sal(Joan,700)}\}, \{insert \text{Sal(Joan,701)}\}, \{insert \text{Sal(Joan,702)}\}, \ldots, \{insert \text{Sal(Joan,1000)}\}. That is, 301 different extensional translations exist. All these extensional translations can be characterised by the single intensional translation: \{insert \text{Sal(Joan,s)}\} such that \(s \geq 700 \land s \leq 1000\).
Intensional translations provide several advantages over the extensional ones. First, the intensional translations obtained are more meaningful to the users since they provide them with additional insight into the nature of the extensional ones. At the same time, since each intensional translation characterises multiple extensional ones, the user is able to understand all of them at once.

Second, the search space needed to generate the intensional translations is considerably reduced since the extensional translations characterised by a corresponding single intensional translation are processed at once. So, the translations are obtained in a more efficient way.

Third, intensional translations facilitate the treatment of infinite domains since in this case an intensional translation may characterise infinite extensional ones and, obviously, an infinite set of translations cannot be generated in finite time. For instance, if we do not consider integrity constraint C1 in the previous example infinite extensional translations exist. All these translations are characterised by the intensional translation: \{insert Sal(Joan,s) such that s ≥ 700\}.

In this paper, we propose the Intensional Events Method for obtaining intensional translations that satisfy a view update request. This method is an evolution of our previous extensional Events Method [TO95] that improves it according to the advantages outlined in the previous paragraphs.

As we have mentioned previously, as far as we know no method with these capabilities exists for dealing with consistent view updating in databases. However, as a related work, we must mention Kakas and Michael [KM95] who have taken a similar approach for integrating Abductive Logic Programming and Constraint Logic Programming and who have discussed the application of this framework to temporal reasoning and to scheduling. In addition to the contrasts due to the different field of concern, the main drawback of this proposal is that it is only applicable to restricted classes of logic programs.

The work reported here can be seen as parallel to the one of intensional query answering [CD86, Mot89, BJM93] which aims at obtaining intensional answers to a query that characterise a set of database values that satisfy that query. The main difference is that while these methods are concerned with the problems related to query processing, we deal with the different field of update processing.

This paper is organized as follows. Next section reviews basic concepts needed in the rest of the paper. Section 3 presents our method for obtaining intensional solutions that satisfy a view update request. Section 4 shows how this method can be applied to database schema validation and indicates the advantages of using an intensional method instead of an extensional one in this case. Finally, section 5 presents our conclusions and points out further work.

2. Base Concepts

In this section, we briefly review some definitions related to Deductive Databases [Lio87, Ul88]. We also survey the concept of the Augmented Database, as presented in [Oli91, UO92], which is needed to describe in section 3 the main features of the Intensional Events Method. Finally, we shortly describe the basic concepts of Constraint Logic Programming [JMSY92, JM94, Stu91], that we also use in section 3 for the procedural definition of our method, and we state the correspondence between them and deductive databases.
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2.1 Deductive Databases

Throughout the paper, we consider a first order language with a universe of constants, a set of variables, a set of predicate names and no function symbols. We will use names beginning with a capital letter for predicate symbols and constants (with the exception that constants are also permitted to be numbers) and names beginning with a lower case letter for variables.

A term is a variable symbol or a constant symbol. If P is an m-ary predicate symbol and t₁, ..., tₘ are terms, then P(t₁, ..., tₘ) is an atom. The atom is ground if every tᵢ (i = 1, ..., m) is a constant. A literal is defined as either an atom or a negated atom.

A fact is a formula of the form: P(t₁, ..., tₘ) ←. where P(t₁, ..., tₘ) is a ground atom.

A deductive rule is a formula of the form:

\[ P(t₁, ..., tₘ) ← L₁ ∧ ... ∧ Lₙ \] with \( m \geq 0, n \geq 1 \)

where P(t₁, ..., tₘ) is an atom denoting the conclusion and L₁, ..., Lₙ are literals representing conditions. P(t₁, ..., tₘ) is called the head and L₁ ∧ ... ∧ Lₙ the body of the deductive rule. Variables in the conclusion or in the conditions are assumed to be universally quantified over the whole formula. The definition of a predicate P is the set of all rules in the deductive database that have P in their head.

An integrity constraint is a formula that every state of the deductive database is required to satisfy. We deal with constraints in denial form:

\[ ← L₁ ∧ ... ∧ Lₙ \] with \( n \geq 1 \)

where the Lᵢ are literals and all variables are assumed to be universally quantified over the whole formula. More general constraints can be transformed into this form by first applying the range form transformation [Dec89] and then using the procedure described in [LT84].

For the sake of uniformity, we associate to each integrity constraint an inconsistency predicate Inc, with or without terms, and thus they have the same form as the deductive rules. We call them integrity rules. Then, we would rewrite the former denial as Inc ← L₁ ∧ ... ∧ Lₙ.

We also define an standard auxiliary predicate Inc with the following rules: Inc ← Inc₁, ..., Inc ← Incn. A fact Inc will indicate that there is an integrity constraint which is not satisfied.

A deductive database D is a triple \( D = (EDB, DR, IC) \) where EDB is a set of facts, DR a set of deductive rules, and IC a set of integrity constraints. The set EDB of facts is called the extensional part of the deductive database and the set DR of deductive rules is called the intensional part.

We also assume that deductive database predicates are partitioned into base and derived (view) predicates. A base predicate appears only in the extensional part and (eventually) in the body of deductive rules. A derived predicate appears only in the intensional part. Every deductive database can be defined in this form [BR86]. Furthermore, predicates in the body of deductive rules may be ordinary or evaluable ("built-in"). The former are base or derived predicates, while the latter are predicates such as the comparison or arithmetic predicates, that can be evaluated without accessing a database.

Example 2.1: The following example of deductive database will be used throughout the paper:

\[
\begin{align*}
Dpt(Sales) \\
Wst(Sales)
\end{align*}
\]
Lucky_emp(e) ← Wks(e,d) ∧ Hsal(e) ∧ ¬Wst(d)
Hsal(e) ← Sal(e,s) ∧ s ≥ 700
Ic1 ← Sal(e,s) ∧ s > 1000
Ic2 ← Wks(e,d) ∧ ¬Dpt(d)
Ic ← Ic1
Ic ← Ic2

There are 4 base predicates. Wks(e,d) indicates that employee e works at department d, Dpt(d) means that d is a department, Wst(d) states that d is the worst department and Sal(e,s) indicates that employee e has salary s. There are 2 view predicates. Hsal(e) defines employees with a salary greater than 700, and Lucky_emp(e) defines employees who work in a department which is not the worst and who have a high salary. Finally, integrity constraint Ic1 prevents salaries of employees to be greater than 1000 and integrity constraint Ic2 forbids an employee to work in a department that does not exist.

2.2 The Augmented Database

The Intensional Events Method is based on a set of rules that define the difference between two consecutive database states. This set of rules together with the original database form the Augmented Database, denoted by A(D), which explicitly defines the insertions and deletions induced by a transaction which consists of a set of updates of the extensional database. We refer the reader to [Oli91, UO92] for a further description of this concept.

The Augmented Database is strongly based on the concept of event. For each predicate P in the underlying language of a given deductive database D, a distinguished insertion event predicate tP and a distinguished deletion event predicate δP are used to define the precise difference of deducible facts of consecutive database states.

If P is a base predicate, tP and δP facts represent insertions and deletions of base facts, respectively. We call them base event facts. Moreover, we assume that a transaction T consists of a set of base event facts. If P is a derived predicate, tP and δP facts represent induced insertions and induced deletions, respectively. If P is an inconsistency predicate, tP represents a violation of the corresponding integrity constraint.

The definition of tP and δP depends on the definition of P in D, but is independent of any transaction T and of the extensional part of D. For each derived or inconsistency predicate P, the Augmented Database contains the rules about tP and δP, called event rules, which define exactly the insertions and deletions of facts about P that are induced by some transaction T:

\[ tP(x) ← P^n(x) ∧ ¬P(x) \]
\[ δP(x) ← P(x) ∧ ¬P^n(x) \]

where P refers to a predicate evaluated in the old state of the database, P^n refers to the predicate P evaluated in the new state of the database and x is a vector of variables.

The Augmented Database also contains a set of transition rules associated to each predicate P which define it in the new state of the database. These transition rules define the new state of predicate P (denoted by P^n) in terms of the old state of the database and the events that occur in the transition between the old and the new state of the database. We illustrate event and transition rules by means of an example.
Example 2.2: Consider the derived predicate Hsal from example 2.1 defined by the rule
Hsal(e) ← Sal(e,s) ∧ s ≥ 700. Event and transition rules associated to predicate Hsal are the
following:

\[ \begin{align*}
\text{tHsal(e) ← Hsal^{n}(e) \land \neg Hsal(e)} \\
\delta Hsal(e) ← Hsal(e) \land \neg Hsal^{n}(e) \\
Hsal^{n}(e) ← Sal(e,s) \land \neg \delta Sal(e,s) \land s ≥ 700 \\
Hsal^{n}(e) ← tSal(e,s) \land s ≥ 700
\end{align*} \]

Transition rules for Hsal^{n}(e) define all possible ways of having facts about Hsal(e) in the
new state. The first one corresponds to the case that a fact of Salary with S greater or equal than
700 was true in the old state and has not been deleted by the transaction, while the second one
refers to the case where a fact of Salary with S greater or equal than 700 has been inserted by
the transaction.

Given a deductive database D, the Augmented Database A(D) consists of D, its transition
rules and its event rules. Description and discussion of the procedure for automatically deriving
an Augmented Database from a database can be found in [Oli91, UO92]. These references also
describe several syntactical simplifications of transition and event rules.

The following example shows part of the Augmented Database for the database of example
2.1, after simplification.

Example 2.3:

\[ \begin{align*}
t\text{Hsal(e) ← tSal(e,s) \land s ≥ 700} \\
t\text{Lucky\_emp(e) ← tWks(e,d) \land tHsal(e) \land \neg Wst(d) \land \neg tWst(d)} \\
t\text{Lucky\_emp(e) ← tWks(e,d) \land tHsal(e) \land \delta Wst(d)} \\
t\text{lC1 ← tSal(e,s) \land s > 1000} \\
t\text{lC2 ← tWks(e,d) \land \neg Dpt(d) \land \neg tDpt(d)} \\
t\text{lC ← lC1} \\
t\text{lC ← lC2}
\end{align*} \]

2.3 Constraint Logic Programming

In the following, we shortly describe the basic concepts of Constraint Logic Programming
[JM94, Stu91] and we state the correspondence between them and deductive databases.

Roughly, Constraint Logic Programming can be said to involve the incorporation of
constraints and constraint "solving" methods in a logic-based language.

A Constraint Logic Programming language CLP(S), exists in the context of a particular
structure S which determines the meaning of the function and (constraint) relation symbols of
some language L. Constraints in the structure are relations upon terms of the structure. For
instance, s ≥ 700, is a basic constraint in the domain of integers.

Constraint logic programs differ from logic programs by allowing constraints in bodies of
rules and goals. A constraint logic program is, thus, a finite set of rules of the form:

\[ P ← A_1 \land \ldots \land A_n \land c \quad \text{with } n \geq 0 \]

where P and A_i are atoms and c is a constraint.
A goal takes the form:

\[ \leftarrow A_1 \land \ldots \land A_n \land c \text{ with } n \geq 1 \]

where \( c \) is the collected constraint formula and \( A_i \) are atoms. We shall understand the goal \( \leftarrow A_1 \land \ldots \land A_n \land c \) to represent the formula \( \leftarrow A_1 \land \ldots \land A_n \land c \).

Given a computation rule \( R \), CLP resolvents from a goal \( G \) of the form:

\[ \leftarrow A_1 \land \ldots \land A_i \land \ldots \land A_n \land c \]

in a derivation tree for \( G \) are given by the following. If \( A_i \) is selected by the computation rule then there is a CLP resolvent

\[ \leftarrow A_1 \land \ldots \land D_1 \land \ldots \land D_m \land \ldots \land A_n \land c'' \]

for each clause \( D \leftarrow D_1 \land \ldots \land D_m \land c' \) such that \( c'' = c \land \{A_i = D\} \land c' \) is satisfiable in \( S \), where \( \{A_i = D\} \) is a set of constraints equating the arguments of atoms in \( A_i \) and \( D \).

A derivation of \( G \) is a path on the derivation tree of \( G \). A derivation is successful if it is finite and its last goal contains no atoms i.e. it can be written as \( \leftarrow [] \land c \). A derivation is finitely failed if it is finite and not successful. The answer constraint of a successful derivation is the collected constraint \( c \) appearing in its last goal.

Constructive Negation for Constraint Logic Programming generalises this approach to handle negative literals in the body of the rules. It extends negation as failure to treat non-ground negative subgoals in a constructive manner. Roughly, it entails the following procedure: nodes of the subderivation for the non-ground negative subgoal are collected as a disjunction and negated giving a formula equivalent to the negative subgoal. See [Stu91] for further details on how to obtain Constructive Negation resolvents.

Deductive databases and their corresponding Augmented Databases, as defined in sections 2.1 and 2.2, fit in this framework. Deductive rules and integrity constraints can be seen as constraint logic program rules, where the constraint corresponds to the conjunction of evaluable literals in their body. Base facts are constraint logic program rules of the form: \( P \leftarrow \text{true} \), where \( P \) is a ground atom. For simplicity we will denote them by \( P \).

3. The Intensional Events Method

In this section we present the Intensional Events Method for performing consistent view updating. This method extends our previous work in the field: the Events Method [TO95], which is a sound and complete method for updating deductive databases while maintaining their consistency. The method we present in this paper improves the Events Method by obtaining intensional answers to a view update request, while the Events Method (as well as the rest of the methods proposed up to date) is only able to obtain extensional solutions.

The main contributions of this paper are related to the advantages of obtaining intensional translations over obtaining extensional ones. That is, to increase the meaningfulness of the translations to the users, to reduce the search space needed to obtain these translations and to facilitate the treatment of infinite domains. An extensive argumentation of these advantages has already been provided in the introduction of this paper.
3.1 Declarative Definition of the Method

Consistent view updating is concerned with determining how a request to update a view can be appropriately translated into a set of updates of the underlying base facts that satisfy both the requested update and the integrity constraints of the database. Integrity constraints are handled in a consistency-maintaining way, i.e., when a constraint is violated, database consistency is restored by considering additional updates of base facts.

In general, there exist several possible ways of satisfying a view update request. Our approach consists of generating minimal translations for a given request. A translation is minimal when it does not exist a subset of it which is also a translation. In general, several minimal translations may exist.

The following definition formalises the kind of update requests that the Intensional Events Method is able to handle.

**Definition 3.1:** Update Request.

An update request is described by means of a derived predicate $U$, defined by a rule of the form $U \leftarrow u \cup c_u$, where $u$ is a conjunction of event literals and $c_u$ is a constraint formula.

For example, the update request of inserting the fact that Mary is a lucky employee would correspond to: $U \leftarrow tLucky\_emp(e) \land e=Mary$. The update request of inserting the fact that Mary is a lucky employee and deleting the fact that Sales is the worst department without inserting the fact that John works in the Staff department would correspond to: $U \leftarrow tLucky\_emp(e) \land \delta Wst(d) \land \neg tWks(e',d') \land e=Mary \land d=Sales \land e'=John \land d'=Staff$. Finally, the update request of inserting a salary greater than 2000 to somebody would correspond to: $U \leftarrow tSal(e,s) \land s>2000$.

Intensional answers characterise possible values of a set of base facts to insert and/or to delete in order to satisfy the update request. Each of the characterised possible values of the insertions and/or deletions constitutes an extensional answer. In the following, we first define the concept of extensional translation and after that we generalise it to define an intensional translation.

**Definition 3.2:** Extensional Translation.

Let $A(D)$ be an Augmented Database and let $U$ be an update request. Then, an extensional translation of $U$ is a set $T$ of ground base events such that:

1. $A(D) \cup T \models U$
2. $A(D) \cup T \models \neg Ic$

The first condition states that the update request is a logical consequence of the database updated according to $T$, while the second condition states that the updated database will remain consistent since no insertion of $Ic$ will be induced. Note that, as usual, we assume that the database is consistent before the update.

**Definition 3.3:** Intensional Translation.

Let $A(D)$ be an Augmented Database and let $U$ be an update request. Then, an intensional translation of $U$ has the form $T \cup c_T$, where $T$ is a set of non-ground base event literals and $c_T$ is a constraint formula such that:
Its corresponding Augmented Database is the following:

\[ t\text{Hsal}(e) \leftarrow t\text{Sal}(e,s) \land s \geq 700 \]
\[ t\text{lc} \leftarrow t\text{Sal}(e,s) \land s > 1000 \]

In Figure 3.1 we show how we obtain the intensional translations that satisfy the update request \( U \leftarrow t\text{Hsal}(e) \mid e = \text{Joan} \). Circled labels appearing in the left of a derivation are references to the rules of the method defined in Section 3.3, while underlined literals in each goal correspond to the selected literals.

\[
\begin{array}{l}
\leftarrow U \land \neg t\text{lc} \\
A1 \quad 0 \\
\quad \leftarrow t\text{Hsal}(e) \land \neg t\text{lc} \mid e = \text{Joan} \\
A1 \quad 1 \\
\quad \leftarrow t\text{Sal}(e,s) \land \neg t\text{lc} \mid e = \text{Joan} \land s \geq 700 \\
A4 \quad 2 \\
\quad \leftarrow \neg t\text{lc} \mid e = \text{Joan} \land s \geq 700 \\
A5 \quad 3 \\
\quad \quad [ ] \mid e = \text{Joan} \land s \geq 700 \land s \leq 1000 \\
\end{array}
\]

\[
\begin{array}{l}
\leftarrow t\text{lc} \mid e = \text{Joan} \land s \geq 700 \\
B1 \quad 1 \\
\leftarrow t\text{lc} \mid e = \text{Joan} \land s \geq 700 \\
B1 \quad 2 \\
\leftarrow t\text{Sal}(e',s') \mid e = \text{Joan} \land s \geq 700 \land s' > 1000 \\
B3 \quad 3 \\
\quad \leftarrow [ ] \mid e = \text{Joan} \land s \geq 700 \land s' > 1000 \land e = e' \land s = s' \\
B5 \quad 4 \\
\quad \quad c\text{-ret} = (s \leq 1000) \\
\quad \quad \text{fails}
\end{array}
\]

**Figure 3.1**

Given our update request \( U \), the root goal is \( \leftarrow U \land \neg t\text{lc} \). Thus, we start from this goal in the tree at the upper left of the previous figure. Steps 0 and 1 of this tree are CLP resolution steps. At step 2, the selected literal is \( t\text{Sal}(e,s) \), which is a positive base event. To get a successful derivation, we must include it in the input set and use it as input clause. Therefore, it is included in the intensional translation set \( T \). At step 3 the selected literal is \( \neg t\text{lc} \). To get a successful derivation, this step requires finitely failure of the subsidiary tree rooted at \( \leftarrow t\text{lc} \mid e = \text{Joan} \land s \geq 700 \). This finitely failed tree ensures maintenance of integrity constraints \( \text{lc1} \) and it is shown in the bottom right of the previous figure.

Steps 1 and 2 of the subsidiary tree are CLP resolution steps. Step 3 is a CLP resolution step where \( T \) acts as input set. Moreover, to guarantee failure for this branch, \( t\text{Sal}(e',s') \) must fail for all possible values of \( e' \) and \( s' \) that satisfy the constraint formula. We use an auxiliary set \( C \), which we call condition set, in order to check that later on, during the derivation process, the goal \( \leftarrow t\text{Sal}(e',s') \mid e = \text{Joan} \land s \geq 700 \) does not cease to fail due to some inclusion in \( T \). Thus, in step 3, the current goal is included in \( C \).

In general, a condition set \( C \) is a set of goals that must fail during the derivation process. Since inclusions to \( T \) are the only way to make failed goals in \( C \) succeed, before including a base event in \( T \) we must ensure that all goals in \( C \) continue failing.

At step 4, failure of the branch is achieved by eliminating local variables from the constraint formula and negating the resulting expression. Usually this will result in a disjunction of several constraints. Each of these possibilities guarantees failure for the branch. We use an auxiliary constraint formula \( c\text{-ret} \) to keep trace of the chosen possibility. In the example,
s ≤ 1000 is included in c-ret which guarantees that the obtained translation will not induce a violation of integrity constraint I1.

Once the tree rooted at $\leftarrow \text{tIC} | e = \text{Joan} \land s \geq 700$ fails finitely, c-ret constraints are added to the constraints of step 3 of the initial derivation of Figure 3.1. Then, we get the empty clause in this initial derivation since the resulting constraint formula is solvable. Therefore, the process finishes and we obtain the intensional translation:

$$\{ t\text{Sal}(e,s) \} \quad I = \text{Joan} \land s \geq 700 \land s \leq 1000$$

which both satisfies the update request and maintains the integrity constraint. Note that this intensional translation coincides with the translation pointed out in the introduction.

**Example 3.2:** Consider now the database example defined in Section 2. We show in Figures 3.2 and 3.3 how the intensional translations that satisfy the update request $U \leftarrow t\text{Lucky_emp}(e) \land e = \text{Mary}$ are obtained by our procedure.

$$\leftarrow U \land \neg \text{tIC}$$  

$$\text{A1} \quad 0 \quad \leftarrow t\text{Lucky_emp}(e) \land \neg \text{tIC} \mid e = \text{Mary}$$  

$$\text{A2} \quad 1 \quad \leftarrow t\text{Wks}(e,d) \land t\text{Hsal}(e) \land \neg Wst(d) \land \neg t\text{Wst}(d) \land \neg \text{tIC} \mid e = \text{Mary}$$  

$$\text{A3} \quad 2 \quad T = \{ t\text{Wks}(e,d) \}$$  

$$\leftarrow t\text{Sal}(e,s) \land \neg Wst(d) \land \neg t\text{Wst}(d) \land \neg \text{tIC} \mid e = \text{Mary} \land s \geq 700$$  

$$\text{A4} \quad 3 \quad T = \{ t\text{Wks}(e,d), t\text{Sal}(e,s) \}$$  

$$\leftarrow \neg Wst(d) \land \neg t\text{Wst}(d) \land \neg \text{tIC} \mid e = \text{Mary} \land s \geq 700$$  

$$\text{A2} \quad 4 \quad T = \{ t\text{Wks}(e,d), t\text{Sal}(e,s) \}$$  

$$\leftarrow \neg t\text{Wst}(d) \land \neg \text{tIC} \mid e = \text{Mary} \land s \geq 700 \land d \neq \text{Sales}$$  

$$\text{A5} \quad 6 \quad C = \{ \leftarrow t\text{Wst}(d) \mid e = \text{Mary} \land s \geq 700 \land d \neq \text{Sales} \}$$  

$$\leftarrow \neg \text{tIC} \mid e = \text{Mary} \land s \geq 700 \land d \neq \text{Sales}$$  

$$\text{A5} \quad 7 \quad T = \{ t\text{Wks}(e,d), t\text{Sal}(e,s), t\text{Dpt}(d'') \}$$  

$$[ ] \mid e = \text{Mary} \land s \geq 700 \land d \neq \text{Sales} \land s \leq 1000 \land d = d''$$

**Figure 3.2**

Steps 0, 1 and 2 are CLP resolution steps. At step 3, the selected literal is $t\text{Wks}(e,d)$, which is a positive base event. To get a successful derivation, we must include it in the input set and use it as input clause. Therefore, it is added to the intensional translation set $T$. Step 4 is similar to step 3 and results in the inclusion of the base event $t\text{Sal}(e,s)$ to $T$. Step 5 is a Constructive Negation step which results in the addition of the conjunctand $d \neq \text{Sales}$ to the constraint formula.

At step 6, the selected literal is $\neg t\text{Wst}(d)$. To get success for this branch, $t\text{Wst}(d)$ must fail for all possible values of $d$ that satisfy the constraint formula. Thus, in this step the goal $\leftarrow t\text{Wst}(d) \mid e = \text{Mary} \land s \geq 700 \land d \neq \text{Sales}$ is included in $C$ to guarantee that subsequent inclusions in $T$ will not make it succeed.
At step 7 the selected literal is \( \neg tIC \). This step requires that the subsidiary tree rooted at \( \leftarrow tIC \mid e = Mary \land s \geq 700 \land d \neq \text{Sales} \) fails finitely. This finitely failed tree ensures maintenance of integrity constraints Ic1 and Ic2. Part of this subsidiary tree is shown in the following figure.

![Diagram](image)

**Figure 3.3**

Steps 1 and 2 in the left branch are CLP resolution steps. Step 3 is a CLP resolution step where T acts as input set. Moreover, the current goal is included in the condition set C to guarantee that subsequent inclusions in T will not make it succeed. At step 4, failure of this branch is achieved by eliminating local variables from the constraint formula and negating the resulting expression. In the example, \( s \leq 1000 \) is included in c-ret which guarantees that the obtained translation will not induce a violation of integrity constraint Ic1.

Steps 1, 2 and 3 in the right branch are similar to the same steps of the left branch. Step 4 is a Constructive Negation step. Finally, at step 5 the selected literal is \( \neg tDpt(d'') \). This right branch will fail if it is possible to make the subsidiary tree rooted at: \( \leftarrow tDpt(d'') \mid e = Mary \land s \geq 700 \land d \neq \text{Sales} \land s \leq 1000 \) succeed. This latter derivation (not shown here) results in the addition of \( tDpt(d'') \) to T and of additional constraints to c-ret. Note that this insertion is needed to guarantee that Ic2 is not violated by the intensional translation T.

Once the derivation of \( \leftarrow tIC \mid e = Mary \land s \geq 700 \land d \neq \text{Sales} \) fails finitely, c-ret constraints are added to the constraints of step 7 of the initial derivation of Figure 3.2. Then, we get the empty clause in this initial derivation since the resulting constraint formula is solvable. Therefore, the process finishes and we obtain the intensional translation:

\[
\{ tWks(e,d), tSal(e,s), tDpt(d'') \} \quad e = Mary \land s \geq 700 \land d \neq \text{Sales} \land s \leq 1000 \land d = d''
\]

which both satisfies the update request and maintains the integrity constraints.

Selecting at step 1 of Figure 3.2 the clause \( tLucky\_emp(e) \leftarrow tWks(e,d) \land tHsal(e) \land \delta Wst(d) \) instead of the selected clause, our method would obtain the intensional translation \( \{ tWks(e,d), tSal(e,s), \delta Wst(d) \} \mid e = Mary \land d = \text{Sales} \land s \geq 700 \land s \leq 1000 \), which satisfies also the update request \( U \leftarrow tLucky\_emp(e) \mid e = Mary \).
3.3 Formalisation of the Procedural Definition

As has been pointed out in the previous section, the Intensional Events Method is an interleaving of two activities: 1) satisfying an update request by including base events in the intensional translation set, and 2) ensuring that changes induced by these base events maintain the integrity constraints and are not contradictory with the requested update. These two activities are performed during constructive and consistency derivations, respectively, as defined below.

Let U be an update request. In our method, T | cT will be an intensional translation of U if there exists a constructive derivation from (←U ∧ ¬Tc ⊕ ∅) to ([T] cT T C). Constraint formula cT characterises possible values of the updates given by T that satisfy the update request without violating any integrity constraint. In order to obtain all possible translations that satisfy an update request U, we have to consider all possible constructive derivations.

Predicates appearing in A(D) may be (we include some examples from the previous section):
- old base predicates (from the old state of the database): Wks, Dpt, Wst
- old derived predicates (from the old state of the database): Hsal, Lucky_emp
- base events: δWks, tWks, δDpt, tWst
- derived events: δHsal, tLucky_emp

The rules applied in constructive and consistency derivations depend on the type of the selection. We summarize in figure 3.3 which rule is applied in each case:

<table>
<thead>
<tr>
<th>Constructive</th>
<th>Positive</th>
<th>Negative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Old base pred.</td>
<td>A1</td>
<td>A2</td>
</tr>
<tr>
<td>Old derived pred.</td>
<td>A3, A4</td>
<td>A5</td>
</tr>
<tr>
<td>Base event</td>
<td>A1</td>
<td>A5</td>
</tr>
<tr>
<td>Derived event</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Consistency</th>
<th>Positive</th>
<th>Negative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Old base pred.</td>
<td>B1</td>
<td>B2</td>
</tr>
<tr>
<td>Old derived pred.</td>
<td>B3</td>
<td>B4</td>
</tr>
<tr>
<td>Base event</td>
<td>B1</td>
<td>B4</td>
</tr>
<tr>
<td>Derived event</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Const. formula</td>
<td>B5</td>
<td></td>
</tr>
</tbody>
</table>

**Figure 3.3**

**Constructive Derivation**

A **constructive derivation** from (G1 T1 C1) to (Gn Tn Cn) via a computation rule R is a sequence:

\[(G1 T1 C1), (G2 T2 C2), \ldots, (Gn Tn Cn)\]

such that for each i ≥ 1, Gi has the form \(←L_{-1} ∧ \ldots ∧ L_k \mid c\), where c is a constraint formula, R(Gi) = Lj and (Gi+i T{i+1} C{i+1}) is obtained according to one of the following rules:

A1) If Lj is positive, it is not a base event, and S is a CLP resolvent of some clause in A(D) with Gi on the selected literal Lj, then Gi+i = S, Ti+i = Ti and Ci+i = Ci.
A2) If \( L_j \) is a base or derived predicate, negative and old, and \( S \) is a Constructive Negation\(^1\) resolvent of some clause in \( A(D) \) with \( G_i \) on the selected literal \( L_j \), then \( G_{i+1} = S, T_{i+1} = T_i \) and \( C_{i+1} = C_i \).

A3) If \( L_j \) is a positive base event, and \( S \) is a CLP resolvent of some clause in \( T_i \) with \( G_i \) on the selected literal \( L_j \), then \( G_{i+1} = S, T_{i+1} = T_i \) and \( C_{i+1} = C_i \).

A4) If \( L_j \) is a positive base event \( \neg P \) (resp. \( \delta P \)), \( \forall \mid c' \) is a Constructive Negation resolvent of some clause in \( T_i \) with the goal \( \neg L_j \mid c, \forall \mid c' \) is a Constructive Negation resolvent (resp. a CLP resolvent) of some clause in \( A(D) \) with the goal \( \neg P \mid c' \) (resp. \( P \mid c' \)), \( C_i \) is the condition set restricted\(^2\) by \( c'' \), there exists a consistency derivation from \( (C_i \cup \{ L_j \}, C_i \cap \emptyset) \) to \( (\{ T'' \}, C'' \) c-ret), and \( c'' \land c\)-ret is solvable, then \( G_{i+1} = \neg L_1 \land \ldots \land L_{j-1} \land L_{j+1} \land \ldots \land L_k \mid c'' \land c\)-ret, \( T_{i+1} = T'' \) and \( C_{i+1} = C'' \).

Note that if \( C_i = \emptyset \), then \( G_{i+1} = \neg L_1 \land \ldots \land L_{j-1} \land L_{j+1} \land \ldots \land L_k \mid c'', T_{i+1} = T_i \cup \{ L_j \} \) and \( C_{i+1} = C_i \).

A5) If \( L_j \) is a negative, new or event predicate and there exists a consistency derivation from \( (\{ \neg L_j \mid c \}, T_i, C_i \cap \emptyset) \) to \( (\{ T' \}, C' \) c-ret), and \( c \land c\)-ret is solvable, then \( G_{i+1} = \neg L_1 \land \ldots \land L_{j-1} \land L_{j+1} \land \ldots \land L_k \mid c \land c\)-ret, \( T_{i+1} = T' \) and \( C_{i+1} = C' \).

Rules A1) and A3) are CLP-resolution steps where \( A(D) \) or \( T \) act as input set, respectively. Rule A2) is a Constructive Negation step where \( A(D) \) acts as input set.

In rule A4) the selected base event is included in \( T_i \), after restricting the possible values for which the event is applicable according to the the events of the same type already contained in \( T \) and to the event definition, and provided that we can ensure that this will not violate the consistency of any condition in \( C_i \). Note that if \( C_i = \emptyset \), consistency derivations must not be performed because there is no condition to satisfy.

In rule A5), we get the next goal if we can ensure consistency for the selected literal.

**Consistency Derivation**

A *consistency derivation* from \((F_1, T_1, C_1, c_1\text{-ret})\) to \((F_n, T_n, C_n, c_n\text{-ret})\) via a computation rule \( R \) is a sequence:

\[(F_1, T_1, C_1, c_1\text{-ret}), (F_2, T_2, C_2, c_2\text{-ret}), \ldots, (F_n, T_n, C_n, c_n\text{-ret})\]

such that for each \( i \geq 1 \), \( F_i \) has the form \( H_i \cup F'_i \), where \( H_i = \neg L_1 \land \ldots \land L_k \mid c_i \), and, for some \( j=1\ldots k \) or \( c_i \), \((F_{i+1}, T_{i+1}, C_{i+1}, c_{i+1}\text{-ret})\) is obtained according to one of the following rules:

B1) If \( L_j \) is positive, it is not a base event, \( S \) is the set of all CLP resolvents of clauses in \( A(D) \) with \( H_i \) on the literal \( L_j \), then \( F_{i+1} = S \cup F'_i \), \( T_{i+1} = T_i \), \( C_{i+1} = C_i \), and \( c_{i+1}\text{-ret}=c_i\text{-ret} \).

\(^1\) Following [Stu91], we assume that the complete constraint formula \( c_i \) is passed to the negative subderivation and that the frontier considered by Constructive Negation is the empty clause.

\(^2\) By a condition set \( C \) restricted by a constraint formula \( c \) we mean that \( c \) is added to the constraint part of all conditions in \( C \).
B2) If $L_j$ is a base or derived predicate, negative and old, $S'$ is the set of all Constructive Negation resolvents of clauses in $A(D)$ with $H_i$ on the literal $L_j$, then $F_{i+1} = S' \cup F_i$, $T_{i+1} = T_i$, $C_{i+1} = C_i$ and $c_{i+1}\text{-ret}=c_{i}\text{-ret}$.

B3) If $L_j$ is a positive base event, $S'$ is the set of all CLP resolvents of clauses in $T_i$ with $H_i$ on the literal $L_j$, then $F_{i+1} = S' \cup F_i$, $T_{i+1} = T_i$, $C_{i+1} = C_i \cup \{H_i\}$ and $c_{i+1}\text{-ret}=c_{i}\text{-ret}$.

B4) If $L_j$ is negative, new or event predicate, and there exists a constructive derivation from $(\{\neg L_j \mid c_j\} T_j C_j)$ to $(\{c' \mid T' C'\})$ and $c_g$ is a constraint formula obtained by eliminating local variables\(^3\) from $c'$ and simplifying the resulting expression, then $F_{i+1} = F_i$, $T_{i+1} = T'$, $C_{i+1} = C'$ and $c_{i+1}\text{-ret}=c_{i}\text{-ret} \land c_g$.

B5) If $c_i$ is selected, $c_g$ is a constraint formula obtained by eliminating local variables from $c_i$ and simplifying the resulting expression. $\neg c_g \leftrightarrow c_{g1} \lor \ldots \lor c_{gk} \lor \ldots \lor c_{gm}$, then $F_{i+1} = F_i$, $T_{i+1} = T_i$, $C_{i+1} = C_i$ and $c_{i+1}\text{-ret}=c_{i}\text{-ret} \land c_{gk}$.

Rule B1) is a CLP-resolution step where $A(D)$ acts as input set. Rule B2) is a Constructive Negation step where $A(D)$ acts as input set.

In rule B3) the selected literal can be unified with one or more base events in $T_i$. We must then verify that each resulting branch fails and include the current goal in the condition set $C$ to guarantee that subsequent inclusions in $T$ will not make it succeed.

In rule B4) the current branch is dropped if there exists a constructive derivation for the negation of the selected literal. If this is the case, we must keep trace of the constraints that guarantee failure of the current branch (that is, those constraints for which the constructive derivation exists). These constraints are obtained by eliminating local variables from the constraint formula returned by the constructive derivation and simplifying the resulting expression and are stored in an auxiliary constraint formula $c\text{-ret}$.

In rule B5) failure of the current branch is achieved by selecting one of the disjunctands resulting of eliminating local variables from the constraint formula and simplifying the resulting expression. The chosen disjunctand must be added to $c\text{-ret}$ to guarantee that it will be returned to the original constructive derivation.

Consistency derivations do not rely on the particular order in which selection rule R selects literals or the constraint formula since, in general, all possible ways in which a conjunction "$\neg L_1 \land \ldots \land L_k \mid c$" can fail should be explored. Each one may lead to a different translation.

4. Applications of the Method

As we pointed out in [TU95] and in [DTU96], we believe that the improvements in the consistent view updating area can also be adopted to be applied in many different problems that can be formulated in terms of view updating like database schema validation, repairing of inconsistent databases or as a core of a planning system. In this sense, we show in this section how the Intensional Events Method can be applied to database schema validation and we point out the advantages of using an intensional method instead of an extensional one in this case.

---

\(^3\) Local variables in a constraint formula are those variables that do not appear in the original root derivation nor in any element of the translation set $T$. 
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4.1 Database Schema Validation

In [DTU96] we showed that any method for view updating can be used also for validating database schema specifications. In that work, we defined a set of desirable properties that a database schema should satisfy (satisfiability of the schema, liveliness of a predicate, non-redundancy of integrity constraints and reachability of partially specified states) and we showed how these properties could be validated by using view updating.

Roughly, the main idea of that paper is to define, for each property, a distinguished view predicate which describes declaratively the accomplishment of the property. An attempt to check a property can then be made by attempting to satisfy the request of inserting the predicate corresponding to that property.

Consider, for instance, the definition of the liveliness property [DTU96]: a predicate P is lively in a certain schema if there exists a state of that schema that satisfies all the integrity constraints and in which at least one fact about p is true. Assume that the view predicate Lively_P expresses declaratively this definition (see the example below for the precise definition). Then, a successful attempt to insert Lively_P shows that in the database schema on which the insert request has been executed, P is lively; a finitely failed attempt to insert Lively_P shows that the extension of predicate P will be empty in each sound state.

In [DTU96] we showed that this idea is independent of and applicable to any particular method for view updating, and we illustrated it by using the Events Method [TO95]. Although effectively any method could in fact be used for validating a database schema, we claim that the search space is significantly reduced if an intensional method is considered.

The intuition behind this claim is that when we have to prove that a certain property is not satisfied, we need to take into account all possible values of the domain of the variables. If we use an extensional method we will have a derivation for each possible solution, whereas if we use an intensional method we will have a derivation for each possible characterisation of the solutions. We will show it by means of a simple example of the liveliness property.

Example 4.1: Consider the following database schema with only one derived predicate and one integrity constraint:

\[ P(x) \leftarrow Q(x) \land R(x) \]
\[ \text{Ic} \leftarrow R(x) \]

Following [DTU96], the declarative definition of liveliness of predicate P is expressed as:

\[ \text{Lively}_P \leftarrow P(x) \land \neg \text{Ic} \]

and the corresponding request to check this property is \( \text{tLively}_P \).

In this example, predicate P is clearly not lively since the integrity constraint prevents any fact about P to be true. That is, the existence of a fact of P would require the existence of a fact of R, which is not possible due to the integrity constraint.

Relevant rules of the Augmented Database corresponding to this database schema are the following. Note that these rules are not as simplified as rules used in section 3 since when validating a database schema it is not possible to assume that the database is consistent before the update.

\[ \text{tP}(x) \leftarrow Q(x) \land \neg \delta Q(x) \land \text{tR}(x) \]
\[ \text{tP}(x) \leftarrow \text{tQ}(x) \land R(x) \land \neg \delta R(x) \]
tP(x) ← tQ(x) ∧ tR(x)
tIc ← tR(x) ∧ ¬Ic
δIc ← δR(x) ∧ ¬Ic_1 ∧ ¬Ic_2
Ic_1' ← tR(x)
Ic_2' ← R(x) ∧ ¬δR(x)
tLively_P ← P(x) ∧ ¬δP(x) ∧ δIc
tLively_P ← tP(x) ∧ ¬Ic ∧ ¬Ic
tLively_P ← tP(x) ∧ δIc

Figures 4.2 and 4.3 below show the search space of our procedure to determine that no solution that satisfies the update request U ← tLively_P exists. That is, the search space needed to determine that predicate P is not lively.

More concretely, figure 4.2 shows that it does not exist any constructive derivation for the update request U since all branches fail. In particular, notice that the central branch fails since the consistency derivation associated to the literal ¬Ic, showed in figure 4.3, returns the constraint false, which is obviously not solvable.

If we had used an extensional method we would have had a similar search space for each value of the domain of P. That is, we would have obtained the proposed translations \{tQ(a), tR(a)\}, \{tQ(b), tR(b)\}, \{tQ(c), tR(c)\}, ..., and each one of them would have failed since no consistency derivation would exist for the literal ¬Ic.

![Figure 4.1](image)

\(^2\) Note that in this example the top clause is just ← U instead of ← U ∧ ¬Ic. We can omit ¬Ic since following [DTU96] the maintenance of integrity constraints is ensured due to definition of Lively_P.
5. Conclusions and Further Work

In this paper we have presented a new method, the Intensional Events Method, for dealing with the problem of consistent view updating in deductive databases. The main contribution of this method is that of obtaining intensional translations that satisfy an update request instead of obtaining extensional translations, which has been the traditional approach followed by the up to date research in the field. An intensional translation characterises possible values of base fact updates that satisfy an update request; while each characterised set of updates constitutes an extensional translation.

We have shown that intensional translations provide several advantages over the extensional ones. First, intensional translations are more meaningful to the users since they provide them with additional insight into the nature of the extensional ones. Second, intensional translations are obtained in a more efficient way since the search space needed to generate them is considerably reduced. Finally, intensional translations facilitate the treatment of infinite domains since an intensional translation may characterise infinite extensional ones.

As we pointed out in [TU95] and in [DTU96], we believe that the improvements in the consistent view updating area can also be adopted to be applied in many different problems that can be formulated in terms of view updating like database schema validation, repairing of inconsistent databases or as a core of a planning system. In this sense, we have shown in this paper how the Intensional Events Method can be applied to database schema validation and we have pointed out the advantages of using an intensional method instead of an extensional one in this case.

We believe that the Intensional Events Method represents a first important step towards providing methods that obtain intensional answers. Nevertheless, we believe that more research is needed in this direction. In particular, an extension of the method able to handle rules such as P(x) ← x>1 ∧ x≤3 or P(x) ← x=2 ∨ x=3 would allow to obtain in some cases translations with a higher intensionality degree.
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