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Abstract
The appearance of the Neural Network paradigm has brought a new era to traditional pattern recognition techniques. This paper attempts to encapsulate the basic ideas of pattern recognition, the use of neural network systems to implement pattern recognition systems and the application of these systems in biomedical sciences. On the latter point, it provides a summary of the neural applications in that field and an extended example of a connectionist model used for medical data processing.

1 Introduction

Machine intelligence involves the ability to recognize patterns. Pattern Recognition (PR) techniques are quite often used in intelligent systems for both data preprocessing and decision-making tasks. PR science has been traditionally focused on statistical methods but in recent years, due to the research on machine learning, methods such as inductive learning have brought newer models of PR systems. Most recently, the arrival of Neural Network (NN) modeling has given rise to an attractive perspective of PR systems. This type of subsymbolic-level processing seems to be well-suited for accomplishing perception tasks in which PR tasks could be included and, according to some authors, even cognitive tasks.

The main purpose of this paper is to discuss the NN perspective of PR systems, extending its scope to explore the state of the art of connectionist PR approaches in biomedical applications. This paper is organized as follows: in the first section an general overview of concepts and approaches to PR systems is given. The second one emphasizes the NN approach to PR problems and includes a survey of NN systems in Biomedical Applications. The next section shows an experimental example of using a NN model applied to classify Breast Cancer patients and to predict the onset of diabetes. The results indicate a superior performance of neural PR approaches in comparison with other types of system. Finally, conclusions and references are included in the remaining sections.
2 Pattern Recognition Systems

PR systems are frequently used in a wide range of applications, which include: image preprocessing; segmentation and signal analysis; computer vision; face, character and speech recognition; medical diagnosis; biological classification, data compression, and so on.

As a research subject, PR science is related to other research areas, such as: Artificial Intelligence (AI), Signal Processing, Neural Modeling, Optimization/Estimation Theory, Automata Theory, Fuzzy Sets, Formal Languages.

This section begins with the basic concepts in PR science, followed by a description of two existing approaches: statistical models based on the Bayes’ theorem, and syntactic models based on a tree scheme.

2.1 Objectives and Basic Concepts

Pattern Recognition, Artificial Intelligence and Neural Networks have a common history from the 1950s and have a common purpose: building machines that perform "human" tasks. Thus, the concept of PR has different meanings to different people.

PR could be broadly defined as the science that concerns recognition of measurements, through an information reducing, information mapping or information labeling process (Schalkoff, 1992). For the proper performance of this process, learning is the central issue of all these concepts together with recognition, classification (or discrimination) and clustering.

A pattern is a set of measurements, often represented as a vector. Measurements are taken from the features of a particular data set. Features may be symbolic, numerical or both and they can be described by continuous, discrete or binary variables. In a real-world problem, these variables may contain noise or unknown data values. Thus, given a set of characteristics concerning a set of examples, the task of PR is to assign input data into prespecified classes, based on extraction of significant attributes. A typical PR system structure has four steps (Batchelor, 1978):

1. Transducing: translation of a pattern into a suitable form for computing;
2. Preprocessing: removal of irrelevant characteristics;
3. Pattern Description: representation of a pattern: vectors, graphs;

If intelligence is associated with recognition of patterns, for more complex cases, the knowledge to be represented may be acquired in different ways. Schemes to reach a successful PR system may be proposed according to the
nature of the feature values. In some instances, it is possible to find a quantitative statistical basis, denoting the PR model by probability theory. In other instances, structural information could be extracted from the pattern, based on relationships among features rather than their numerical values. Nevertheless, there could even be instances with no understandable structure and too extensive to be modeled using statistical functions. In such cases, a "black-box" system could be constructed so that after being trained with examples, it would be able to produce a correct response. Among others, the NN paradigm constitutes an actual implementation of a such system.

Both NN and Statistical PR schemes partition a multidimensional space of features into class labeled decision regions that indicate to which class an input belongs, the border of each region being a decision boundary. On the other hand, the syntactic approach to PR relates the pattern structure with the syntax of a formal language built on mathematical linguistic techniques, while other approaches are concerned with representations of attributed graphs or trees.

2.2 The Bayesian Approach

Bayes' theorem provides a fundamental principle for the statistical approach to Pattern Recognition. Considering a pattern described by an observation vector \( X_k \), the Bayesian relationship states:

\[
P(C_i|X_k) = \frac{P(X_k|C_i) P(C_i)}{P(X_k)},
\]

where, \( P(C_i) \) is the a priori probability that a pattern belongs to class \( C_i \), regardless of the identity of a pattern; \( P(X_k) \) is the probability that a pattern is \( X_k \) regardless of its class membership; \( P(X_k|C_i) \) is the class conditional probability that a pattern is \( X_k \), given that it belongs to class \( C_i \); and, finally, \( P(C_i|X_k) \) is the a posteriori conditional probability that a pattern’s class membership is \( C_i \), given that the pattern is \( X_k \).

Taking the case of a two-class problem, a Bayes’ decision rule determines that \( X_k \) belongs to class \( C_i \) or \( C_j \) if and only if \( P(C_i|X_k) > P(C_j|X_k) \), where \( i \) is different from \( j \). This relation could be expressed in terms of decision functions. Using the Bayes' formalism for each class:

\[
P(X_k|C_i) P(C_i) > P(X_k|C_j) P(C_j)
\]

\[
P(X_k/C_1) / P(X_k/C_2) > P(C_2) / P(C_1)
\]

\[
|X) = P(X_k/C_1) / P(X_k/C_2) > P(C_2) / P(C_1)
\]
The term \( l(X) \) is called the likelihood ratio and \( P(C_2)/P(C_1) \) is the threshold value of the likelihood ratio for the decision. Let \( h(X) = -\ln l(X) \) be the decision rule (Fukunaga, 1972). Given that the Bayes' decision rule has been transformed into the action of discriminant functions, subsequent classification consists in minimizing the associated Bayes' error. Bayes' error measures the class separability and determines the overlap among different class densities in the measurement space. Often, it is very hard to compute unless \( h(x) \) is a linear function and there are normal distributions and equal covariance matrices, characteristics present in the linear classifiers.

Linear classifiers can be implemented by many known techniques as correlations and Euclidean distances. In the latter case patterns can be classified only according to their similarities with nearest neighbors, using Euclidean distances to determine the class membership of input patterns. Linear classifiers are optimum only for normal distributions and equal covariance matrices. They are the most simple and common.

Linear classifiers work well in normal distributions, a condition that does not hold for most applications. When there are unequal covariance matrices and non-normal distributions, the design of classifiers has not been successful. Quadratic classifiers are used with covariance difference, but it is not known how to obtain the optimum. Other attempts are piecewise classifiers, which are used for a set of linear discriminant functions or multiclass problems (Fukunaga, 1993).

None of these classifiers is able to deal with the complexity of a non-linear mapping. Non-linear problems are common in many engineering areas, particularly in PR tasks, especially when the number of variables is large. There are some techniques that approximate solutions to treat non-linear mapping and to design most general classifiers (Fukunaga, 1972). However, these classifiers could be achieved only at the expense of time, excessive storage and growth in complexity.

### 2.3 A Syntactic Approach: ID3

The idea of a complex pattern could be described recursively in terms of simpler ones gave rise to syntactic approaches to PR problems. These approaches use a procedure similar to that used in the parsing of a text by dividing it into words.

While statistical PR handles a pattern description as an observation vector, syntactic approaches use symbolic data structures like strings, trees or graphs that represent and describe relations of pattern variables. Therefore, patterns characterized by a set of features whose interrelationships contain a structural information are better treated using syntactic PR.
In a syntactic PR algorithm, a new input pattern is compared by a symbolic match against an existing number of prototype models. Basic algorithms used to address syntactic PR include: string or graph matching, hidden Markov models, formal grammars, etc. (Bunke, 1993). For each one, there are numerous versions implemented. In this subsection a tree-like strategy will be cited: the ID3 algorithm introduced by (Quinlan, 1986).

Being a symbolic machine learning algorithm, ID3 treats knowledge in terms of matching rules, rather than in terms of pattern values; consequently, it is better suited for classifying patterns that have nonnumerical attributes. ID3 infers discriminants by creating a decision tree using labeled examples. At each level of the tree, the algorithm calculates an entropy value for each feature that indicates which is the feature with the most information, and depending on this value, invokes one of a set of subtrees. If it should be necessary to identify what type of information processing ID3 uses, it appears that ID3 uses sequential rather than parallel processing. ID3's steps should be stated as follows (Pao, 1989):

1. Calculate initial value of entropy.
2. Select a feature to serve as the root node of the decision tree.
3. Build the next level of the decision tree.
4. Repeat steps 1 through 3.

The principal advantage of this approach constitutes its simplicity which makes it easier to implement. It has also been proved that ID3 can discover a combination of relevant features to assign class membership. Obviously, it seems clear to infer that a decision tree is useful when only a few of the input variables are relevant to the classification. Alternatively, if all variables are relevant, a decision tree will attempt to create 2^n subtrees that might not represent important concepts, and it will become more complex. Moreover, ID3 does not provide any mechanism to allow a system to recover from errors or to improve itself by learning (Pao, 1989).

2.4 Comments and Discussion

The theoretical work elaborated in statistics gives a significant support to statistical PR. However, construction of systems of this kind is often difficult to implement in practice, especially when patterns have high dimensionality inputs, which is a general characteristic of many PR problems. Furthermore, the Bayesian approach is useful when there is no ambiguity in the patterns, which makes it impossible to include subjective measurements of belief, uncertainty or missing information.
On the other hand, the ID3 approach is easier to understand and to implement. Another advantage is the possibility of knowing the way the system has inferred discriminants, giving a medium to explain classification process, a characteristic desirable in many constructed intelligent systems. However, this approach performs a binary partition, which results in a large and more complex binary tree, efficient only for patterns with no numerical attributes.

One approach that is especially appropriate for dealing with uncertainty or missing information consists in using the fuzzy set theory in processing PR tasks. This gives a bridge between linguistic variables and quantitative variables, and uses the concept of fuzziness to represent the possibility that a pattern belongs to a determined class (Pao, 1989).

3 Neural Network Approach

General ideas of how the brain performs visual PR tasks have inspired the research of using NN for constructing PR systems. NN systems are characterized by their parallel distributed nature and high fault tolerance.

Because PR problems are often too diffuse to define in formal terms, the nature of a nonalgorithmic PR system inside a NN model offers an attractive strategy and an emerging paradigm for implementing PR systems. Many NN systems that have been developed underline the success of NN in PR applications. A list of real and potential applications of NN as PR systems is presented in (Miller & Walker, 1992).

The aim of this section is twofold. First, it provides a brief introduction to NN as pattern classifiers. Second, it gives pointers to the current literature concerning the use of NN models for biomedical tasks.

3.1 Neural Network Classifiers

As mentioned above, real problems in PR systems are characterized by a high dimensional space and complex interactions between variables. NN are presumed to be suitable for dealing with these problems. Providing there is a representative number of cases or patterns, the task of a neural classifier consists in learning a set of weight connection values so that patterns can be classified correctly.

By the way of introduction, the first approximation to a NN model known as Perceptron, was the precursor in classifying patterns using a parallel distributed processing. Despite its severe limitations, this model established the basis for
further studies. The later appearance of the Generalized Delta Rule (Rumelhart et al., 1986) opened up different approaches to neural learning discriminants, in contrast to the sequential processing present the syntactic PR.

Currently, there are various NN structures for PR research and practice. According to the functionality of network architectures and algorithms, three main areas can be identified in neural computing for traditional PR research: Unsupervised Learning, Supervised Learning and Associative Memory or Hopfield Networks.

NNs trained using an unsupervised learning algorithm construct a clustering process by self-organizing input patterns into classes or clusters based on some metric to measure the distance between two patterns. Algorithms that implement unsupervised learning are: ART algorithms, detailed in (Carpenter & Grossberg 1, 1987) and (Carpenter & Grossberg 2, 1987); and Kohonen networks, detailed in (Kohonen 1, 1988), (Kohonen 2, 1988) and (Kohonen, 1982). In contrast, supervised learning is an inductive process to find discriminant functions, which make pattern mapping by means of connection weights in the hidden units. Algorithms that implement supervised learning are: the well-known Backpropagation algorithm and the Boltzmann Machine with Simulated Annealing. Feedforward NN with backpropagation are mostly used in classification problems. Finally, algorithms in Associative Memory model a content-addressable memory, which is excellent for distorted patterns but it is inefficient in practical implementations, because Hopfield networks are fully connected networks.

Not all these approaches require a detailed knowledge of statistics or pattern structure, although some recent studies include the possibility of using semantic or other type of information to give meaning to the behavior of NN units. In the same way, many NN models use statistical techniques for selecting the optimal set of training examples.

A general procedure to design a NN classifier involves defining a network architecture, choosing a good training algorithm, training the network, testing its performance, and analyzing its behavior. The last point is optional and it is supposed to have the purpose of explaining NN's outcome. Training parameters are often problem-dependent and must be correctly selected: training by patterns or epochs, the use of momentum, sequential or random ordering of patterns, choosing a bias, initial range of weights, bias values, etc. Besides, since neural learning is an empirical learning system, the knowledge for supporting a classification task is acquired during the training phase, so that the success of a Neural PR is understood to be strongly influenced by the quantity and quality of the training data.
3.2 A Survey of Biomedical Applications

As stated in section two, PR is present in many real-world applications. An important application of PR systems is the biomedical area. This subsection attempts to present a compilation of papers that have been published recently and relate the use of NN models applied to medical data.

As a starting point for this study, it should be recalled that computer-aided diagnosis systems for medical areas have been developed using two popular methods: systems based on Bayes' theorem and Expert Systems. Systems based on Bayes' theorem require an impractical number of data and symptoms are assumed to be statistically independent, this leading to a poor performance in practice. Regarding the second methods, the first application of earlier expert systems was the medical field. These systems are based on rules attempting to emulate the reasoning of physicians. Often, these systems are criticized for this unfeasible procedure and for being designed in an *ad hoc* manner.

NN research has been working in the biomedical same field with promising results. Compiling the large number of articles published related with the use of NN systems in biomedical problems, it is easy to infer its success in three identifiable categories: prediction, classification, and imaging and analysis systems. The potentiality of NN systems for computer-aided diagnosis systems is mainly because of the subjectivity, imprecision, and incompleteness of medical data. These characteristics make this type of data very difficult to deal with using conventional methods (Jones, 1992). Informally, NN systems are seen as expert systems where there is no need to acquire either the specific knowledge in the form of production rules (DeClaris & Mu-Chun, 1993), or a specific programming (Alvager, 1994).

Searching in NN as prediction systems, prediction of outcomes in breast cancer patients is the most prominent. A large quantity of papers compare the performance obtained in connectionist models against the performance obtained with other kind of systems: on the one hand, statistical models such as Logistic Regression, Quadratic Discriminant, Cox Regression, etc.; and on the other one, the current Staging System (Burke et al., 1994; Fang, 1993; and Aston & Wilding, 1992). In these comparisons, NN models improve upon the accuracy obtained by other models, in prediction, diagnosis, or recognition of breast cancer patients. Beyond this, authors agree in that NN are potentially useful for these kind of problems, because these models can discover prognostic factors and their complex interactions (Burke et al., 1994) as well as the relevant inputs for the classification (Wilding et al., 1994).

Another interesting application under this category is the prediction of outcomes of biopsy from radiographic findings (Floy et al., 1994) in order to op-
timize patient’s therapy. To close the discussion of NNs as prediction systems, there are also models that predict the postoperative outcome of implantations of artificial heart valves (Katz et al., 1994) and liver transplantations (Doyle et al., 1994), with an acceptable accuracy. Additionally, other models predict patients who would have a prolonged Intensive Care Unit length of stay (Tu & Guerriere, 1993).

For the second category, there is a wide range of medical classification problems: classification of hepatocellular carcinoma (Thung et al., 1994), classification of autism (Cohen et al., 1993), chromosome classification (Jennings & Graham, 1993), etc.

To conclude with biomedical applications of neural PR systems, models pertaining to the third category facilitate pattern recognition in medical imaging and patient classifications, such as the analysis of electroencephalogram (EEG) and electrocardiogram (ECG) patterns (Heden et al., 1994; and Jando et al., 1993). The analysis of the results from both tests is usually very complicated due to the large amount and dispersion of data, and the interpretation requires sophisticated techniques of image analysis, such as multivariate approaches, which produce systems with poor performance. In contrast, a neural PR system appears as a simpler alternative to be implemented, and has showed better results.

3.3 Comments and Discussion

Attending to the large number of publications concerning the successful application of NN in PR problems its use is more and more extended. Neural PR systems are better when pattern features are numerical and they are in a parallel processing format. Hidden units in NN can capture nonlinear relationships between input and output vectors, learning discriminants through the generalized delta rule procedure. However, the question of how many hidden layers and units are necessary to achieve a good generalization lacks of a formal answer, as well as the neural network’s interpretation and explanation. Often, the former subject constitutes a common criticism due to the fact that designers must guess or imagine important parameters in a connectionist model by common sense and experimenting. In spite of that, many authors carry on with this research field and they are addressing such problems.

4 Experimental Example

Two domains of medical data were selected to test an experimental design of NN model based on multilayer perceptrons with a sinusoidal nonlinearity (Sopena & Monte, 1995). Breast Cancer and Diabetes data sets were taken from the UCI
Machine Learning Repository (Murphy & Aha, 1994). In both domains, the NN modeling seems to be suitable to achieve a better generalization in unseen patterns.

4.1 Breast Cancer Classification

The breast cancer data is characterized by a proliferation of factors, complex interactions between them and non-monotonicity, field in which neural networks have been shown to be as efficient as the best traditional methods (Burke, Goodman & Rosen, 1994). The Breast Cancer database was used to measure the accuracy of two types of learning: a statistical method called the Multisurface Method of Pattern Separation (Wolberg & Mangasarian, 1990) and Instance-Based Learning method (Zhang, 1992).

The data set contains information on clinical cases of breast cancer. The number of instances is 367, and some of these have missing attribute values. Each instance has 11 numeric attributes, attributes 2 through 10 are variable inputs. Each instance has one of two possible classes: benign or malignant.

The experimental design consists of a NN model using the sine function as the activation function. The neural network architecture has nine input units, 28 hidden units and two output units. The initial range of weight connections was 0.2 for all units. The network's parameters were adjusted to obtain the best performance: the learning rate was set to 0.001 and the momentum value was set to 0.8. The original Breast Cancer data were encoded to train BP* nets. Three random resampling percentages were selected: 67%-33%, 55%-45%, and 50%-50%. Seven randomly sampled data sets were created for each case. Results showed in Table 1 were obtained from an average of the respective runs.

4.2 Diabetes Classification

The Pima Indians Diabetes Database was used by an adaptive learning routine that generates and executes digital analogs of perceptron-like devices, called the ADAP algorithm (Smith et al., 1988).

The database contains 768 instances, with no missing attribute values. Each instance has 8 numeric attributes plus a binary attribute that indicates the class. This binary-valued variable diagnoses whether the patient shows signs of diabetes according to World Health Organization criteria.

The experimental design consists of a NN model using the sine function as the activation function. The neural network architecture has eight input units, 40 hidden units and one output unit. The initial range of weight connections was 1 for units 8 to 16, 2 for units 17 to 26, 5 for units 27 to 47, and 1 for
<table>
<thead>
<tr>
<th>Classification Method</th>
<th>Success Rate</th>
<th>Random Resampling</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multisurface Method</td>
<td>95.9%</td>
<td>67% - 33%</td>
</tr>
<tr>
<td></td>
<td>93.7%</td>
<td>55% - 45%</td>
</tr>
<tr>
<td>Instance-Based Learning</td>
<td>93.5%</td>
<td>50% - 50%</td>
</tr>
<tr>
<td>BP* Nets Modeling</td>
<td>95.9%</td>
<td>67% - 33%</td>
</tr>
<tr>
<td></td>
<td>96.4%</td>
<td>55% - 45%</td>
</tr>
<tr>
<td></td>
<td>95.1%</td>
<td>50% - 50%</td>
</tr>
</tbody>
</table>

Table 1: Classification Success Rates for Breast Cancer Data

unit 48. Network's parameters were adjusted to obtain the best performance: the learning rate was set to 0.01 and the momentum value was set to 0. The original Diabetes data were encoded to train BP* nets. One random resampling percentage was selected: 75%-25%. Seven randomly sampled data sets were created for each case. Table 2 shows the corresponding results obtained from an average of the respective runs.

<table>
<thead>
<tr>
<th>Random Resampling</th>
<th>ADAP Learning Alogithm</th>
<th>Modeling BP* Nets</th>
</tr>
</thead>
<tbody>
<tr>
<td>75% - 25%</td>
<td>76%</td>
<td>81.03%</td>
</tr>
</tbody>
</table>

Table 2: Prediction Success Rates for Diabetes Data
5 Conclusions

The principal issue in this paper has emphasized the use of NN in PR tasks, underlying its successful implementation in biomedical applications. To this end, a general overview of the principal PR approaches was presented in order to illustrate the differences between them and the connectionist approach. Lastly, an experimental design of a connectionist model has been introduced, which has been used in two types of medical data processing: classification and prediction tasks. The current diffusion and good outcomes in the application of neural computing encourage research on this active area of Artificial Intelligence.
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