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Abstract

Detecting the most probable next page a user is bound to visit inside a website has important practical consequences: it allows to suggest recommendations to the visitors as to which may be the pages of interest to them in a complex website; it is of help for website designers for deciding how to organize the site contents and it is also useful for pre-caching voluminous objects that the user will very probably need. In sum, it helps to customize web contents. In order to achieve that goal a classification, prediction an evaluation cycle has to be performed. Among the several possible alternative technologies we discuss a real use of Bayesian Network representations. The obtained results are commented, compared to other approaches and its applicability to other domains is also discussed.
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1 Introduction

One of the most effective ways for making a website valuable comes from its ability to adapt itself to its users. This is in tune with a more general trend that permeates several
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fields where information becomes valuable because it is adapted in content or in form to the user's needs and points of view [5]. The burgeoning area of knowledge-based Internet information retrieval agents is an example of these efforts to give the user what he or she is looking for in a way that is closer to its interests and vision. Searching agents do exist that take into account user's preferences when looking for addresses in the net, Webert and Syskill being two of the most notable achievements in this individualization of searching styles [1]. Several other techniques for adapting information and content from material existing on the net or in hypermedia form have been developed in other areas related to the Web, most notably in Intelligent Tutoring Systems [5, 6]. There, there exists a pressing need to adapt contents to user's level of knowledge and competence in a given subject by means of a user profile or user model. In both cases it is necessary to detect and represent the user's preferences and to make use of this knowledge in order to search for information tailored to this user profile as well as to adapt the way in which the information is made available to the user. We think that a similar approach can be followed but taking the initiative not from the point of view of the user, as searching agents [9] do, but from the side of where information lies: that is, the website.

We can consider a website as being just a collection of pages connected through links. What is interesting for a web site designer is to be able to fulfill user's requests for information. For our purposes, anything that accesses a web site and navigates through its pages is a user, it doesn't matter whether the detected page accesses are the effect of a user's behavior or are the actions of an automatic information searching or web crawling agent. What is important is to try to get a model of the behavior of such a web site visitor. Having a model helps in hypothesizing about the true interests revealed by the actions taken by the user. A model is a tool for further analysis and reasoning.

In modelling a user we have to make a choice as to which aspects should be put into the model in order to make it really useful, compact, efficient and related to the goals for which that model is created in the first place. These are the goals of research in user modelling that have also spawned several interesting ways of detecting commonalities among users, obtaining general descriptions from individual profiles.

We will comment in the following how website visitors could be modelled, which are the alternative formulations for a user model; how this is related to issuing recommendations and how we have developed a whole system that is able to obtain individual and generic user models from actual hits on the pages of a web site. We will show, too, how this can be used to issue simple recommendations to the user.

The paper is organized as follows. Section §2 deals with the problem of web visitor modelling and discusses why Bayesian Networks can be a useful modelling tool. Section §4 evaluates alternative ways of relating user models to web contents, thus identifying possible methods for creating recommendations. Section §3 presents several measures for identifying similar interests from user's behavior, introducing new ways for defining measuring similarity between actions. Section §4.1 defines a representation for similar groups of users. Section §5 describes the whole WebProfile system and shows some of the results obtained with it. Section §7 finally sums up the whole work, relates it to similar projects and comments on new extensions that are being developed and tested.
2 User models of web visitors

User models are of interest for many tasks but here we are only interested in models that are useful for issuing recommendations. So, the first thing to do is to clarify what a recommendation is.

The goal that we addressed is that of guiding a visitor through the pages of a complex website. A recommendation is meant to bring the attention of the user to a page or group of pages that bears some relationship to the ones that the user has already seen in a single visit or in several visits. A visit is a sequence of web page accesses that can be ascribed to an individual user. As such, it is composed of individual URLs that correspond to pages contained in the website. A visit has an initial time, and an initial URL or page and a final time and URL.

Given a visit \( v \) and with a time window \((t_1, t_2)\) with \( t_1 \leq t_2 \) a partial visit is any subsequence \( s_1 \) such that \( s_1 \subseteq v \), this implies that the corresponding time window of \( s_1 \) is also included in \((t_1, t_2)\).

Alternatively, we can also see a visit as a sequence of transitions, that is, a sequences of navigation steps from one URL to the following one, which usually is equivalent to following a link that connects directly two pages.

The problem of giving a recommendation can be expressed in the following terms.

**Definition 2.1**

**The recommendation problem**

Given:

1. A partial visit \( v \)
2. A set of pages \( p_1 \ldots p_n \)

**Construct:** A list of pages \( \lambda = r_1 \ldots r_n \) such that \( r_i \in p_1 \ldots p_n \) and \( \exists r_i \in \lambda | r_i \in v \) and for each \( r_i \in \lambda \) the relation \( \text{similar}(r_i, l_j, \epsilon) \) holds for any \( l_j \) in \( \lambda \), where \( \epsilon \geq 0 \)

Now, what does \( \text{similar}(r_i, l_j) \) mean? This is a predicate that establishes a degree of similarity between two objects. Similarity relationships are defined in many ways [10]. All of them have as a property, that its value reaches a maximum/minimum for identical objects and vice versa for completely incomparable objects. Usually the maximum value is 1 and the minimum is zero, with approximately indetical objects receiving a similarity value in \([0,1]\).

In our case, objects are web pages. So the recommendation problem amounts to constructing a list of pages that, given a previous set of pages (the ones appearing in a visit or set of visits) each page in the set has a similarity value that is higher than a preset threshold value, \( \epsilon \).

A similarity function can be defined so as to reflect our point of view of which pages are mutually related. Several alternatives are possible here. We will discuss them so as to show how the way the recommendation problem is formulated relates to the final form of the user model needed to give such a recommendation.
2.1 Similarity between pages

One possible way of establishing similarity between pages consists in using a series of common descriptors for describing the pages, tag each page with a descriptor vector indicating the level up to which the page reflects each one of the descriptors. Later bu, defining a measure in the space of descriptors, it is possible to assess the similarity between two pages as a measure of the proximity of their corresponding description vectors in the descriptors space. This is the typical approach of classification and clustering theory, see for example [11]. Values for the descriptors can be entered directly by the builder of the website or calculated by inspecting the pages contents or key descriptors (HTML Tags, for example). In the first case, the analysis of the texts appearing in web pages may give a hint as to which are the respective terms that appear with maximum frequency and so give a basis for detecting similar pages. Several ranking methods do exist that are borrowed from text analysis, natural language processing and information retrieval techniques [14, 26]. HTML tags [3] offer a similar basis for establishing similarity between pages.

However, descriptor-based methods seem to fail in one important aspect as is the fact that both of them understands similarity as an static property of pages (in general, of content) that is established once and for all at the moment of building the website and linking pages together. Note that in contrast to that, the way a user sees the same group of pages may change in time and it is very probable that, given the same group of pages, any two visitors, when requested to group them by their perceived similarity will propose a different way of grouping the pages. This is a well-known problem in classification that has thoroughly researched cognitive roots [25]. Similarity is a subjective measure, it is, so to speak, in the eye of the viewer, in this case, in the eye of the web visitor.

There are at least two reasons for looking for another way of defining similarity between pages. One is the just mentioned subjective view of similarity that is in accordance with the view of making website contents and recommendations individually tailored to each user. The other reason is of a practical nature. If a list of descriptors has to be defined by the web-designer, tagging of pages have to be mandatory for all pages in the website and be consistently maintained, which is not an easy task, although there is a strong trend towards standardizing web page description [15].

So, we will develop another view of similarity between pages. From our point of view, given that similarity must be referred to each individual user, it has to be defined in other terms. Again several alternatives are possible.

Let us suppose that we have identified a group of pages that are accessed over and over again by a given user. Then, an analysis on the descriptors or contents of the pages could be done and a similarity degree could be calculated. Again this poses the problem of which descriptors to set aside as the relevant ones for calculating similarity. We would like to use a definition of similarity that introduced the minimum commitment as to which descriptors to use in describing pages.

Let us return to the concept of a visit.

Each visitor in a web site leaves a trace that reflects each one of the visits he/she/it has paid to the site. Log files store such traces. Usually, information in a log file does not allow
precise individual identification of a user. However there are techniques to distinguish one user individual hit from another [24]. We say that pages are similar for a user if they are close in any visit the user paid to the site, that is if they are in close positions in a sequence. So, similarity becomes a relationship of proximity in a space of visits. This idea is based on an implicit use of tematic grouping as it is done for example in student modelling in intelligent tutoring systems. Closer pages contain also information that is very similar as to their corresponding subjects. Closer pages, then, are also tematically similar.

3 Sequence similarity criteria and detection

The sequence space is formed by all the possible sequences obtained by using the URLs of the pages in a web site. The first for solving the similarity problem will be to devise a set of criteria for identifying similar sequences. There is more than one alternative at that point. We will introduce some new concepts that will help us in defining that criteria.

Definition 3.1
Sequence base
A finite set of tokens, $b_1 \ldots b_m$ upon which a sequence can be built its call the base of the sequence

Given a sequence base $b$, of length $n$ the number of possible sequences to be built upon it is the number of combinations with repetition that is possible to built on it. Note that in a given website, this number will be usually lower than that theoretical maximum, due to navigation structure constraints.

Given two sequences $S_1$ and $S_2$ with respective bases $b_1$ and $b_2$ we say that they share a sequence base if $b_1 \subseteq b_2$ or viceversa.

We can start now to set conditions for sequence similarity.

In order for any two visits $V_1$ and $V_2$ to be similar they have to share their respective bases. Note that if respective bases for $V_1$ and $V_2$ are $b_1$ and $b_2$ if $b_1 \cap b_2 = \emptyset$ then we can ensure that $V_1$ and $V_2$ have no element in common and so, they cannot have but a similarity of 0. Remember that similarity is taken to be a graded relation with values lying in the interval $[0,1]$. Similarity reaches a minimum when $b_1 \cup b_2 = \emptyset$ and a maximum when $b_1 = b_2$ and all elements in the sequence appear in the same order. That is $V_1 = p_{5}p_{3}p_{4}p_{5}$ and $V_2 = p_{5}p_{3}p_{4}p_{5}$ should be assigned the maximum similarity value whereas $V_1 = p_{5}p_{3}p_{4}p_{5}$ and $V_1 = p_{5}p_{3}p_{4}p_{5}$ should be assigned the minimum value, zero. We want to be able to represent intermediate degrees of similarity between sequences. For example $p_{5}p_{3}p_{4}p_{5}$ is more similar to $p_{5}p_{3}p_{4}p_{100}$ than $p_{5}p_{2}p_{3}$. Let us review the possible criteria for similarity between sequences by taking into account several parameters.

3.1 Sequence similarity criteria

We put forth here some similarity criteria upon whith a similarity function can be built.
of these criteria. We note them $S_1, S_2, S_3$ and $S_4$. Each one of them tries to capture some of the possible ways of understanding similarity in an increasing complexity. Strict similarity would imply the same sequence base for any sequence to be measured.

**Definition 3.2**

**Similarity criterion $S_1$: strict similarity**

Given two visits $V_1$ and $V_2$ they are said to be similar with degree $\alpha$, noted $Sim_{S1}(V_1, V_2)$, if for each if $V_1$ and $V_2$ share the same sequence base and if $|V_1| = |V_2| = n$ then similarity between $V_1$ and $V_2$ is:

$$Sim_{S1}(V_1, V_2) = \frac{\sum_{i=1}^{n} f(v_{1i}, v_{2i})}{n} = \alpha$$

where $f(v_{1i}, v_{2i})$ is 1 if $v_{1i} = v_{2i}$, that is if both pages have the same URL and 0 otherwise.

Clearly similarity is maximum when pages in the same position in both sequences are the same. We can relax this very strict criterion by forgetting about some of the elements of the sequence. The following criterion says that from a given point in the sequence both sequences are equal.

**Definition 3.3**

**Similarity criterion $S_2$: sharing partial sequence order**

Given two visits $V_1$ and $V_2$ they are said to be similar with degree $\alpha$, noted $Sim_{S2}(V_1, V_2)$, if for each $v_{1i} \in V_1, v_{1i} \geq k, k > 1$ and there exists a $v_{2j}, 1 \leq j \leq n, v_{2j} \in V_2$ such that from $v_{2j}$ to the end of sequence $V_2, v_{2j} = v_{2j}$. If the number of visits in $V_1$ exhibiting such property is $m$ and the total number of elements in $V_1$ is $n$ then $Sim_{S2}(V_1, V_2) = \frac{m}{n} = \alpha$.

This criterion is useful to eliminate information that is not very relevant. For example, the first pages in a webpage are very general pages with non very specific information. We can relax even more this characteristic by allowing that from a given point of the first sequence the same pages appear in the same order in the second sequence but this time without worrying about the number of intermediate pages in between. For example, if $V_1$ is $p_1p_2p_3$ and $V_2$ is $p_1p_2p_3p_4p_5p_6p_7p_8p_9p_{10}$ then similarity between $V_1$ and $V_2$ should be higher then, for example, $V_1$ and $V_3, V_3$ being $V_3 = p_1p_2p_3p_4p_5p_6p_7p_8p_9p_{10}p_{11}p_{12}p_{13}$

**Definition 3.4**

**Similarity criterion $S_3$: approximate order**

Given two visits $V_1$ and $V_2$ they are said to be similar with degree $\alpha$, noted $Sim_{S3}(V_1, V_2)$, if for each $v_{1i}, v_{i+1} \in V_1$, if the number of intermediate pages in $V_2$ between pages $v_i$ and $v_{i+1}$ is $n(i, i+1)$ then

$$\alpha = \frac{\sum_{i=1}^{m_1-1} n(v_i, v_{i+1})}{m_2}$$

where $m_1 = |V_1|$ and $m_2 = |V_2|$.

This criterion is useful for comparing important pages in visits. It is interesting for grouping visits that go through these pages no matter which other pages they have to go in between. The last criterion is just a combination of the first and the third ones.
Definition 3.5
Similarity criterion $S_4$: Hybrid criterion

Given two visits $V_1$ and $V_2$ the degree of similarity $\alpha$, noted $Sim_{S_4}(V_1, V_2)$, is said to be:

$$Sim_{S_4}(V_1, V_2) = \frac{Sim_{S_1}(V_1, V_2) + Sim_{S_3}(V_1, V_2)}{2}$$

Now that we are able to establish a similarity among visits (sequences of pages) we have a tool for grouping together visits that refer to a similar subset of pages, that is we are able to group together types of users.

4 Identifying common traits in visitors

Clustering methods exist for, upon the definition of a distance or similarity measure, grouping together objects that share same characteristics. Our problem is to build aggregations of user visits. User visits have been formalized as sequences built on a set of possible pages, a visit’s sequence base.

As our goal is to identify, after some hits in a visit, which type of user accessing a website it is important to devise a methods that is able to cluster in the same class visitors that are interested in the same types of pages, i.e., clustering together visitors that access similar pages. We want to find a common description for users that access similar pages. Given several visits of the same user a common description of these visits will result in an individual user profile. By finding common traits of the visits of several users on a group of pages we will be able to describe a generic user profile for that group of pages.

In both cases it is important to aggregate similar objects into classes. Here similar objects are similar users and similarity is stablished by using information about visits.

In this type of clustering algorithms, it is important to devise a useful representation for each class. A class can be described simply by enumeration of all the objects that belong to it or by resorting to a simple representation that summarizes the common characteristics of the elements of the class.

We want to have a representation of a class that could be useful in two aspects: on one hand it has to help in deciding, during the clustering process to which class an object (i.e. visit) belong to and, more important, the information contained in the class representation should be of help for the two important operations not related directly to classification but to the practical use of this classification, namely prediction of the next page a visitor may access and recommendation of new pages that may be of interest to him.

Usually prototypes are represented as descriptor vectors [8, 2], probabilistic descriptor vectors [7], decision trees [13] or rules [11].

We propose another way of representing classes that retains the sequential nature of the clustered objects, that is, visits. Given a class of visits we need to represent the structure of the most common followed paths, that is subsequences of visits. It is important to see that, given the similarity criteria defined in the previous section, a prototype is an entity

\[\text{what is usually called a prototype and we have called a generic user profile}\]
that reflects trends in the sequences so, for similar reasons to the ones that advised the use of a probabilistic description of classes in other systems, as, for example AUTOCLASS, a probabilistic representation of sequences is also advisable here. In order to do so, we have introduced a new representation.

A previous definition will be of help here.

**Definition 4.1**

Access relationship

Given a set of sequences \( V^* \) on a sequence base \( V \), we can define the access relationship, \( A \) between elements of the sequence base as follows:

1. \( A \subseteq V \times V \times [0, \infty] \)

2. Given \( v_1, v_2 \in V, \alpha \in \mathcal{R}, (v_1, v_2, \alpha) \in A \) if \( (v_1, v_2) \in V^* \) and \( \alpha = \text{freq}(v_1, v_2) \) where freq\((v_1, v_2)\) is the normalized frequency of occurrence of transition \((v_1, v_2)\) in the set of sequences \( V \).

The frequency of occurrence of a transition \( \text{freq}(v_1, v_2) \) is the frequency of occurrence of \( v_2 \) given that the previous element in the same sequence is \( v_1 \). So \( \text{freq}(v_1, v_j) \) is an estimation of the conditional probability, \( P(v_j|v_i) \).

Now we can define the structure that reflects this relationship.

**Definition 4.2**

Trajectory tree

A trajectory tree for and accessibility relation \( A \) defined on a sequence base \( V \), \( T(V, \mathcal{R}) \) is a directed acyclic graph such that:

1. If \( v_i \in V \) then there exists a node \( v_i \in T(V, \mathcal{R}) \)

2. If \( v_1, v_2 \in V, \alpha \in \mathcal{R} \) and \((v_1, v_2, \alpha) \in \mathcal{R}, \) then there exists a directed link \((v_i, v_j)\) in \( T(V, \mathcal{R}) \).

Note that, as defined, a trajectory tree is nothing else but a Bayesian Network [12]. Bayesian Networks have very interesting properties that make them useful for prediction and diagnosis. Given such a representation we can answer queries of the type "Given that the user is in page345, which is the probability of him going to p45, "Given that the use is in page345, which is the probability that he visited previously p89?" and, more importantly, "Do a user that visits pages 345 and 346 usually go thorough p89 to reach pages 567 and 456?". This is a powerful representation in the sense that allows quite detailed and refined responses to complex queries.

There is a strong assumption here which is the one implied by this transformation: that the sequences can be represented by a regular grammar. See [24] for a discussion and also the comments in section §7.

Construction of a trajectory tree for a class of visits can be done by applying standard Bayesian Network construction algorithms. We use our own algorithm, POSSCAUSE, [20, 16, 19, 17, 22] that allows the efficient construction of several types of belief networks,
ensuring that the resulting network is the most constrained one \(^2\) and the most informative one \(^3\). See Chapters 5 and 6 in [16] for the details.

At this point, we have defined criteria for establishing similarity between sequences, so that we are able to group similar sequences together, and we have also put forth a representation that summarizes the prototypical sequence structure from a group of visits.

Note that a trajectory tree can be used as a very fine-grained user model at least in two different forms: as individual user model or as a description of a group of similar users. Note also that this user model is more powerful than a single belief vector description [4] in the sense that it allows performing powerful inferences on it, the same type of inferences a Bayesian Network allows. It is also important to remark that it can have the same reasoning power as a rule representation of classes but with a more compact representation.

Let us see first how a class can be built.

### 4.1 Building a classification based on sequences

The classification algorithm works with a previous transformation of information contained in the website logfiles. First of all a time window is used in order to identify possible accesses by the same user. Then, URLs are transformed into number sequences in such a way that the website root URL is assigned the first number and then the subsequent addresses are assigned successive numbers.

From the log files a set of visits \(V\) is extracted. Each one of the member of \(V\) is a visit \(V_i\) consisting in \(v_1 \ldots v_n\) accesses to URLs.

The process for building a classification is very similar to the nearest neighbour algorithm [8], the difference here is that each object is in fact an structured object, a visit.

Each time a new visit \(V_i\) is taken into consideration it has to be assigned a class. Let us suppose that at a given moment the existing classes are, \(C_1 \ldots C_m\). In order to include \(V_i\) into a class, a comparison of its similarity with the members of each class has to be performed. \(V_i\) will be included as a member of the class \(C_{max}\) that exhibited the highest similarity.

The idea is to start with a single class consisting in the first visit found. Note that when the similarity between the elements of existing classes and any new incoming visit \(V_j\) is too low, the newcomer should create its own class, having itself as the only member. The process repeats until all visits have been processed. There are many possible variations. For example, when introducing a new visit induces a recalculation of several classes because members of one class “fall in the orbit” of other class. Note also that presently a comparison with all the members of the class is done. It would also be possible to compare a single visit against the trajectory tree of each class. This is something we are aiming at.

Now that a set of classes is created it is possible to issue a recommendation.

---

\(^2\)the one with highest degree of association between variables

\(^3\)the one whose underlying joint uncertainty distribution is closest to the one implied by the data
Input: A similarity function $S$; 
a similarity threshold $\epsilon$; 
a set of user visits $V = V_1 \ldots V_k$

Output: A collection of classes $C = C_1 \ldots C_m$, each one of them represented by a trajectory tree $T_{c_m}$

Let $C = \emptyset$

for each visit $V_i$ in $V$ do
  if No $C_i \in C$ such that $S'(c_i, V_i) \geq \epsilon$ then
    $C = C \cup V_i$
  else
    $C_i = C_i \cup V_i$
  end if
end for

for each resulting class $C_i \in C$ do
  calculate its trajectory tree $T_{C_i}$
end for

Algorithm 1: The sequence classification algorithm

5 How BayesProfile works

We comment here very briefly the tasks that BayesProfile has to perform in order to issue a recommendation.

First we describe how a recommendation is constructed. Remember from §2.1 that a recommendation is a list of pages that are very similar to the ones appearing on another set. The idea is that by analysing the set of pages being visited by the user a selection of very probable classes is done from the set of classes $C$. Once a subset of probable classes is identified, let us call it $C'$ then the most probable next page in each $C_i \in C'$ is selected. This is done by finding the highest conditional probability in the trajectory tree corresponding to $C_i$, $T_{C_i}$, given that the user has last visited page was $p_k$. That is we indentify the link in each tree with the highest probability. In that way, a set of recommended pages is built, $R$.

So the tasks to be done are the following ones:

1. Track a user accessing the website, registering the URLs of the pages he/she/it visits
2. Identify the most probable class, given the pages he/she/it has visited
3. Output identify the pages that the user will visit next with the highest probability

Note that the user tracking tasks can be used also to update conditional probability tables for each of the classes that contain connections between the pages he/she/it is visiting.

The process followed for recommendation is the one corresponding to algorithm§refalgcrc.
Input: A list of visited pages \( \lambda \);
A list of classes \( C = C_1 \ldots C_n \) with trajectory trees, \( \mathcal{T}_{C_1} \ldots \mathcal{T}_{C_n} \).

Output: A recommendation \( \rho = \{p_1 \ldots p_n\} \) where each \( p_i \) is the highest probability page in \( C_i \) given that visited pages are the ones appearing in \( \lambda \).

Let \( \rho = \emptyset \)
Find \( C' \) the most probable classes given that visited pages are the ones in \( \lambda \)
for each \( C_i \) in \( C' \) do
    Find the page \( p_{ij} \) such that \( P(p_{ij} | \lambda) \) is maximum in \( \mathcal{T}_{C_i} \)
    Let \( \rho = \rho \cup p_{ij} \)
end for

Algorithm 2: Recommendation algorithm

The several tasks have been organized as a reduced subset of cooperating agents: one for user tracking, one for probability updating, one for class identification and one for recommendation construction. See details of their workings in [18].

6 Results

BayesProfile has been tested on a commercial web site containing approximately 45000 pages corresponding to 967 website entries (homepages) It has also been used in our Department site for comparison with WebProfile, a previous recommendation algorithm, WebProfile that used AUTOCLASS for clustering analogous webpages, see [23].

In Table §6 a comparison about the number of classes obtained on the departmental website by WebProfile and BayesProfile can be seen. Note that in this previous system, the clustering of users is done by using and unstructured information, that is, individual page accesses, unrelated to other accesses by the same user. The idea of a visit or a trajectory is missing in WebProfile.

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Number of classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Criterion 1</td>
<td>49</td>
</tr>
<tr>
<td>Criterion 2</td>
<td>43</td>
</tr>
<tr>
<td>Criterion 3</td>
<td>27</td>
</tr>
<tr>
<td>Criterion 4</td>
<td>33</td>
</tr>
<tr>
<td>WebProfile</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 1: Clustering behaviour: departamental website data

As it can be deduced from the table the previous system tends to produce less specific clusters of pages. We are now making measurements about the predicting ability of WebProfile in comparison to BayesProfile.

Results of applying BayesProfile on data coming from a commercial website are shown in table section commercial for several different similarity criteria. It can be seen that results
Table 2: BayesProfile behaviour: commercial website log data

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Number of classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Criterion 1</td>
<td>181</td>
</tr>
<tr>
<td>Criterion 2</td>
<td>133</td>
</tr>
<tr>
<td>Criterion 3</td>
<td>146</td>
</tr>
<tr>
<td>Criterion 4</td>
<td>96</td>
</tr>
<tr>
<td>WebProfile</td>
<td>1</td>
</tr>
</tbody>
</table>

vary widely depending on the strictness of the criteria. The more strict the criteria for similarity is, the greater the number of classes with fewer elements. In can be seen that with higher similarity thresholds, classes with only one member abound.

Table 3: Intra- and Interclass similarity: commercial website data

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Intraclass similarity</th>
<th>Interclass similarity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Criterion 1</td>
<td>0.66</td>
<td>0.20</td>
</tr>
<tr>
<td>Criterion 2</td>
<td>0.45</td>
<td>0.50</td>
</tr>
<tr>
<td>Criterion 3</td>
<td>0.87</td>
<td>0.15</td>
</tr>
<tr>
<td>Criterion 4</td>
<td>0.43</td>
<td>0.50</td>
</tr>
</tbody>
</table>

Intraclass and interclass similarity measures where also made by measuring the mean similarity between members of the same class and between prototypes of different classes. A good classification algorithm should show a high intraclass similarity and a low interclass similarity. In both measures the different similarity used seem to perform well.

7 Discussion and future work

The problem of issuing recommendations for helping website navigation has been cast in terms of the identification of the most probable page(s) a user may visit next given that he/she/it has visited a set of pages in the website, $\lambda$.

In order to identify this set of probable pages, similarity concepts have been introduced. Probable pages are those, that usually are visited in conjunction. So the notion of visit has been introduced in order to compare the sequential structure of several visits.

In order to avoid maintaining a separate user model for each user of the website, an aggregation method is used in order to create classes of similar users, or, generic user models. This has required the creation of several criterions for similarity between sequences.

The recommendation task amounts then to the identifying of the most probable generic user model(s) given that the user has visited a set of pages $\lambda$.

A generic use model is represented by means of a trajectory tree. So after identifying which are the more probable trees for a given visit, the next most probable pages for each
tree is identified.

Results of classifications seem to indicate that the four criteria give good classifications. We want to establish experiments in order to show that the BayesProfile procedure does in fact return more predictive models. Moreover, it seems that classification quality is better than the one obtained by using clustering algorithms based on individual accesses instead of structured user visits, as it happened in a previous system WebProfile.

Currently BayesProfile is being used in two test environments. It will be also used as an alternative user modelling method in an architecture for Intelligent Tutoring Systems that we are currently building [21].
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