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Abstract

This thesis is about the stabilization of the numerical solution of the Euler and Navier-Stokes equations of compressible flow. When simulating numerically the flow equations, if no stabilization is added, the solution presents non-physical (but numerical) oscillations. For this reason the stabilization of partial differential equations and of the fluid dynamics equations is of great importance. In the framework of the so-called variational multiscale stabilization, we present here a stabilization method for compressible flow. The method assessment is done first of all on a batch of academic examples for different Mach numbers, for viscous and inviscid, steady and transient flow. Afterwards the method is applied to atmospheric flow simulations. To this end we solve the Euler equations for dry and moist atmospheric flow. In the presence of moisture a set of transport equations for water species should be solved as well. This domain of application is a real challenge from the stabilization point of view because the correct amount of stabilization must be added in order to preserve the physical properties of the atmospheric flow. At this point, in order to even improve our method, we turn towards local preconditioning. Local preconditioning permits to reduce the stiffness problems that present the flow equations and cause a bad and slow convergence to the solution. With this purpose in mind we combine our stabilization method with local preconditioning and present a stabilization method for the preconditioned Navier-Stokes equations of compressible flow, that we call P-VMS. This method is tested over several examples at different Mach numbers and proves a significant improvement not only in the convergence to the solution but also in the accuracy and robustness of the method. Finally, the benefits of P-VMS are theoretically assessed using Fourier stability analysis. As a result of this analysis a modification on the computation of the time step is done even improving the convergence of the method.
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Chapter 1

Introduction

In this thesis we investigate on the stabilization of the Euler and Navier-Stokes equations of compressible fluid dynamics, which represents a crucial subject in the numerical solution of this set of equations and of partial differential equations in general. In particular we concentrate on the variational multiscale stabilization (VMS). We develop a particular stabilization technique that we apply to some selected fluid dynamics benchmarks and to a more realistic case of atmospheric flow simulation. In order to improve the stability and performance of the numerical method, we combine this stabilization technique with two other powerful tools: local preconditioning and Fourier stability analysis.

All the methods developed in this thesis are implemented in Alya, the in-house multiphysics parallel finite elements code, that runs in parallel and scales up to 100000 of processors Casoni et al. [2014], Gövert et al. [2015], Houzeaux et al. [2009, 2014], Puzyrev et al. [2013], Samaniego et al. [2015], Vázquez et al. [2015a]. Our motivation with Alya is to solve efficiently multi-physics problems in large supercomputers, covering a full range of fluid mechanics problems in complex geometries and unstructured meshes.

1.1 VMS for compressible flow

When convection dominates, as it is the case of the Euler and Navier-Stokes equations, the finite elements discretization (2.11) presents some instabilities that should be treated in order to avoid non-physical oscillations or blow-up of the solution Quarteroni and Valli [1994]. These instabilities can be treated by means of different stabilization procedures. The Streamline Upwind Petrov-Galerkin (SUPG) Hughes and Mallet [1986b], Hughes and Tezduyar [1984], Le Beau et al. [1993], Tezduyar and Senga [2006] and the Galerkin/Least-Squares (GLS) Shakib et al. [1991] are some of the most used stabilization...
techniques for finite elements for compressible flow. Due to its high efficiency, robustness, and validity at all Mach regimes, in this paper we focus on the variational multiscale approach pioneered by Hughes [1995], Hughes et al. [1998], and firstly introduced for the advection-diffusion equations. A review of residual-based stabilization methods for compressible flows can be found in Hughes et al. [2010]. A review of the most common stabilization techniques for Galerkin methods are described in a recent article Marras et al. [2015].

In the 90’s a group of researchers lead by Hughes proposed a theory to explain the reasons of instabilities and a new way to attack the problem. They state that the instabilities appear because the effect of the unresolved scales is not captured by the numerical method. The unresolved scales is the part of the solution that is under the resolution of the grid and consequently can not be solved by the numerical method. They conclude that the effects of the unresolved scales must be introduced in the formulation of the discrete problem, by modeling them in some way, using the information that we have at the grid scale level. Based on this idea they designed a new stabilization framework, the so-called variational multiscale stabilization method Hughes [1995], Hughes et al. [1998], and applied it to the advection-diffusion equations. This approach allows the development of new schemes but also the understanding of previous stabilization techniques as SUPG, GLS, etc. The VMS method relies on the splitting of the solution into a resolved, large scale component, $\Phi^h$, and a sub-grid scale, unresolved component, $\tilde{\Phi}$, to give $\Phi = \Phi^h + \tilde{\Phi}$. The large scale is the part of the unknown that is solved explicitly, while the subscale as well as its effect on the large scale problem are modeled by the VMS method.

VMS has been widely applied to advection-diffusion-reaction problems (e.g. Codina and Blasco [2002], Corsini et al. [2005], Houzeaux et al. [2009], Hughes [1995], Hughes et al. [1998]) as well as to the incompressible Navier-Stokes equations (e.g. Avila et al. [2014], Bazilevs et al. [2007], Codina [2002], Gravemeier [2003], Hughes et al. [2000]). Its application to compressible flow is more restricted. To our knowledge, VMS for compressible flows appears in Rispoli and Saavedra [2006], Rispoli et al. [2007], for computational fluid dynamics (CFD) simulations. A hybrid VMS for large eddy simulation of turbulent compressible flows can be found in Collis and Chang [2002], Farhat et al. [2006], Koobus and Charbel [2004], Levasseur et al. [2006], Ouvrard et al. [2010], and van der Bos et al. [2007], this represents a different approach of VMS.

A VMS method for the Euler and Navier-Stokes equations of compressible flow is developed in this thesis. This method, with all its different options, is tested through several test cases of viscous and inviscid, steady and transient flow at different Mach numbers.
1.2 Compressible VMS applied to low-Mach problems: atmospheric flows

After its assessment through academic benchmarks, the developed VMS method for compressible flow is applied into the particular domain of atmospheric flow. This work is done in collaboration with an expert in the meteorological field, Simone Marras. Taking profit of his expertise in the physics of the atmosphere, the contribution of the present thesis in this atmospheric flow simulation is on the stabilization and numerical treatment of the problem. The application of the finite elements method and VMS into the field of atmospheric simulations is of especial interest because of the reasons given below.

The past decade has seen an important growth in the development of faster and cheaper supercomputers for high-performance computing (HPC). This trend is such that many research groups can now enhance their models in terms of efficiency and accuracy through higher resolution, by limiting the time of computation. Among many fields of computational mechanics, this is even more so in the context of atmospheric simulations, where the wall-clock time is a discriminant metric in the selection of the underlying algorithm. It has been widely proved that, to effectively see an improvement in computation on these architectures, the numerical algorithm at hand should have certain characteristics. Of these, being local by construction, which implies the smallness of the communication foot-print, is maybe the most important.

The use of finite element schemes in atmospheric simulations began four decades ago with Holmstrom [1963] and Simons [1968] in the 60s. However, as far as we know, VMS for the finite element method is firstly applied to atmospheric flow in our work.

1.3 Compressible VMS and local preconditioning: P-VMS

Local preconditioning is considered in this thesis in order to overcome the stiffness problems that arise as consequence of the bad conditioning of the equations, for example, at very low speeds, as it is the case of the atmospheric simulations. To this end, local preconditioning is combined with the compressible VMS. The compressible VMS is adapted to solve the preconditioned system obtaining a method that we call P-VMS.

As it is well known, the characteristic propagation speeds of the Euler system of equations, \( \{cM, c(M + 1), c(M - 1)\} \), being \( c \) the speed of sound and \( M \) the Mach number, lead to highly disparate values especially when the Mach number approaches 0 or 1. This disparity is paired with a strong increase in the system’s stiffness and a consequent loss
in convergence speed. As this behavior precedes the discretization, it happens regardless of the numerical method that is used.

The goal of local preconditioning is the uniformization of the characteristic propagation speeds of the system. This entails a gain in the convergence speed to a steady state, or to the transient solution at a given time step when a pseudo-time technique Jameson [1991], Merkle and Athavale [1987] is used. Local preconditioning also gives accuracy to the solution as it is shown, for example, in Turkel and Vatsa [2005] for finite difference methods. Local preconditioning is applied to the set of equations before any discretization is done. The extra computational cost is minimal. It consists of transforming the original convective jacobians and diffusive matrices of the Navier-Stokes system into the preconditioned ones, in such a way that the non-preconditioned and the preconditioned equations share the same solution. In the case of steady flow problems, they will have different time evolutions but reach the same steady state.

Based on the idea of artificial compressibility of Chorin Chorin [1967], local preconditioning is first set up by Turkel [1987] for incompressible and low speed compressible flow. Other local preconditioners have been presented since then. Van Leer-Lee-Roe’s (VLR) preconditioner is introduced by Lee [1991], van Leer et al. [1991] for Euler steady flow covering a wide range of Mach numbers. It is extended to Navier-Stokes in Lee [1996, 1998a]. In Choi and Merkle [1993], Choi-Merkle’s (CM) preconditioner is presented for low Mach number steady flow, suitable for both the Euler and Navier-Stokes equations with a single parameter change. It is extended to transient flows in Nigro et al. [1998]. Weiss and Smith [1995] propose a preconditioner to solve incompressible and variable density transient flows in transonic and low-speed regimes. The diagonal preconditioner defined by Briley et al. [2003] is applicable to unsteady viscous flows, for Mach numbers ranging from essentially incompressible to supersonic. Local preconditioning is independent of the space discretization method; in all the references listed above the finite differences and finite volumes methods are used. In the context of the finite volume discretization, the Roe’s flux is adapted to the preconditioned equations, for example, in Darmofal and van Leer [1999], Godfrey et al. [1993] for the VLR preconditioner. For the central difference scheme, the artificial viscosity should be based on the preconditioned equations as well Turkel [1993]. As far as we know, there are two precedents in the use of FE and local preconditioners: Nigro et al. [1998] and López et al. [2012], where CM preconditioner is used for the solution of compressible viscous flow in steady and transient problems, respectively.
1.4 Fourier stability analysis of the compressible P-VMS

In order to theoretically analyze the stiffness reduction that completes the local preconditioning on the discretized system, a Fourier stability analysis of P-VMS is finally done, for the Euler equations of steady flow problems. After this analysis the method is even improved in terms of convergence by defining an alternative way of computing the time steps.

Fourier stability analysis Vichnevetsky and Bowles [1982] represents a basic tool to study the numerical solutions of partial differential equations and it is performed by introducing a discrete Fourier mode in the discretized equations. The purpose of Fourier analysis is to study the nature of the discrete operator, in particular the error propagation that arises during the numerical approximation. The precedents of Fourier stability analysis for the preconditioned Euler and Navier-Stokes equations are in the context of finite volumes and finite differences schemes. See for example Darmofal and van Leer [1998], Godfrey [1994], Lee [1996, 1998a,b, 1991], Lyyn and van Leer [1993], van Leer et al. [1991] for the VLR preconditioner, Choi and Merkle [1993] for the CM preconditioner, Allmaras [1993, 1995], Pierce and B. [1996] for the block-Jacobi preconditioner, and Sheng [2010], Wang [2005] for Briley’s (Briley et al. [2003]) preconditioner.

1.5 Contributions of this thesis

- A variational multiscale stabilization of the finite element solution of the Euler and Navier-Stokes equations of compressible flow is presented in this work and assessed on different problems for viscous and inviscid, steady and transient flow, for low Mach to supersonic regimes. This method is presented in Chapter 2 of this thesis and presented in different international conferences such as:

  M. Moragues, M. Vázquez, G. Houzeaux, and R. Aubry. Variational multiscale stabilization of compressible flows in parallel architectures. In Proceedings: Int. Conf. on Parallel CFD, Kaoshiung, Taiwan, 2010b

- The compressible VMS method is applied to the solution of the compressible Euler equations of dry and moist atmospheric flows, and assessed through several standard benchmarks. In the presence of moisture the Euler equations need to be coupled to a set of transport equations for water species. In this context, the finite element algorithm proposed here is, at our knowledge, the first continuous Galerkin method with VMS stabilization applied to stratified non-hydrostatic flows. This work is presented in Chapter 3 of this thesis and done in collaboration with Simone Marras, an expert in the physics of the atmosphere. The related publications are:


- P-VMS method is developed: compressible VMS is combined with local preconditioning, improving the convergence, accuracy and robustness of the method for all Mach regimes. Its performance is assessed for compressible flow problems including viscous and inviscid, transient and steady flow, for a wide range of Mach numbers. P-VMS is presented in Chapter 4 of this thesis and submitted for publication in:

- Fourier stability analysis of P-VMS for Euler steady flow is performed in order to study its behavior in terms of error propagation and convergence. As consequence a local Courant-Friedrichs-Lewy (CFL) number (computed using local parameters) is defined improving even more the convergence of P-VMS method. The benefits of the local CFL compared to the constant one are assessed through numerical examples covering a large range of Mach numbers. This analysis is presented in Chapter 5 of this thesis and accepted for publication in:
  M. Moragues, G. Bernardino, M. Vázquez, and G. Houzeaux. Fourier stability analysis and local Courant number of the preconditioned variational multiscale stabilization (P-VMS) for Euler compressible flow. Accepted for publication at Computer Methods in Applied Mechanics and Engineering, 2015
Chapter 2

VMS for compressible flow

In this chapter we present a variational multiscale stabilization for the finite element numerical solution of the Euler and Navier-Stokes equations of compressible flow. We propose two versions of variational multiscale stabilization. The first version is a straight adaptation of what is set in Codina [2002] in the context of the advection-diffusion equation. The second version, inspired by what is done in Codina and Blasco [2002], uses the Fourier transform in order to model the stabilization parameter, but without assuming the classical structure of $\tau$ times the residual. We compare these two versions of the numerical method through several benchmark cases of different complexity in viscous and inviscid flows, covering a wide range of Mach numbers.

2.1 Navier-Stokes equations

Let $d$ be the space dimension that we take to be two or three in this work. From the conservation principles of momentum, mass, and energy result the Navier-Stokes equations, which can be written in three dimensions in conservative form as follows:

$$\frac{\partial \Phi}{\partial t} + \frac{\partial F^i(\Phi)}{\partial x_i} = 0 ,$$  \hspace{1cm} (2.1)

for $i = 1, \ldots, d$ which labels the space dimension. We use the Einstein summation convention that implies summation over repeated indexes in the same term. We take in (2.1) the conservative set of unknowns or conservative variables that in three dimensions read:

$$\Phi = (U_1 \ U_2 \ U_3 \ \rho \ E)^T ,$$  \hspace{1cm} (2.2)
where $\mathbf{U} = (U_1, U_2, U_3)$ is the momentum, $\rho$ is the density, and $E$ is the total energy per unit volume, all of them are functions of space $x = (x_1, x_2, x_3)$ and time $t$. The superscript $\tau$ represents the transposed vector. For a comparative of different sets of variables for the solution of compressible and incompressible flow, refer to Hauke and Hughes [1998]. Other important physical variables are: the velocity $\mathbf{u} = \frac{\mathbf{U}}{\rho}$, the temperature $T = i/c_v = \frac{1}{\gamma c_v} (E - \frac{1}{2} \frac{\mathbf{U} \cdot \mathbf{U}}{\rho})$, the internal energy per unit mass $i = e - \frac{1}{2} \| \mathbf{u} \|^2$, the total energy per unit mass $e = \frac{E}{\rho}$, the Mach number $M = \| \mathbf{u} \| / c$, the speed of sound $c = \sqrt{\gamma \frac{\rho}{\rho}}$, the pressure $p = \rho RT = \frac{R}{c_v} (E - \frac{1}{2} \frac{\mathbf{U} \cdot \mathbf{U}}{\rho})$, the constant of perfect gases $R = c_p - c_v$, the specific heat ratio $\gamma = \frac{c_p}{c_v}$, and the coefficients of specific heat at constant pressure and volume, $c_p$ and $c_v$, respectively. In this work $\| \cdot \|$ represents the $L^2$ norm. Vectors $\mathbf{F}^i$ in (2.1) are the fluxes, which are the sum of a convective part $\mathbf{F}_{\text{conv},i}$ and a diffusive part $\mathbf{F}_{\text{diff},i}$, in three dimensions they write:

$$
\mathbf{F}_{\text{conv},1} = \begin{bmatrix}
\frac{U_1 U_1}{\rho} + p \\
\frac{U_2 U_1}{\rho} \\
\frac{U_3 U_1}{\rho} \\
\frac{U_1}{\rho} (E + p)
\end{bmatrix}, \quad \mathbf{F}_{\text{conv},2} = \begin{bmatrix}
\frac{U_1 U_2}{\rho} + p \\
\frac{U_2 U_2}{\rho} \\
\frac{U_3 U_2}{\rho} \\
\frac{U_2}{\rho} (E + p)
\end{bmatrix}, \quad \mathbf{F}_{\text{conv},3} = \begin{bmatrix}
\frac{U_1 U_3}{\rho} + p \\
\frac{U_2 U_3}{\rho} \\
\frac{U_3 U_3}{\rho} \\
\frac{U_3}{\rho} (E + p)
\end{bmatrix},
$$

and

$$
\mathbf{F}_{\text{diff},1} = \begin{bmatrix}
\tau_{11} \\
\tau_{21} \\
\tau_{31} \\
\frac{U_k \tau_{k1}}{\rho} - q_1
\end{bmatrix}, \quad \mathbf{F}_{\text{diff},2} = \begin{bmatrix}
\tau_{12} \\
\tau_{22} \\
\tau_{32} \\
0
\end{bmatrix}, \quad \mathbf{F}_{\text{diff},3} = \begin{bmatrix}
\tau_{13} \\
\tau_{23} \\
\tau_{33} \\
0
\end{bmatrix},
$$

where

$$
\tau_{ij} = \mu \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} - \delta_{ij} \frac{2}{3} \frac{\partial u_k}{\partial x_k} \right),
$$

$$
q_j = -\kappa \frac{\partial T}{\partial x_j} = -\kappa \left( \frac{u_k U_k}{\rho^2} - \frac{E}{\rho} \frac{\partial \rho}{\partial x_j} - \frac{U_k \partial U_k}{\rho} \right),
$$

where $i, j = 1, \ldots, 3$, $\mu$ is the viscosity, and $\kappa$ is the coefficient of heat conductivity. $\mu$ and $\kappa$ are supposed constant except where it is otherwise indicated. It is useful to define the Prandtl number $Pr = \frac{c_p \mu}{\kappa}$ and the Reynolds number $Re = \frac{\rho \| \mathbf{u} \| L}{\mu}$, where $L$ and $\mathbf{u}$ are, respectively, a characteristic length and velocity of the problem.
Chapter 2. VMS for compressible flow

The three-dimensional Navier-Stokes equations can be re-written in non-conservative form as follows:

\[
\frac{\partial \Phi}{\partial t} + A^i(\Phi) \frac{\partial \Phi}{\partial x_i} - \frac{\partial}{\partial x_i} \left( K^{ir}(\Phi) \frac{\partial \Phi}{\partial x_r} \right) = 0,
\]

(2.7)

where \( A^i(\Phi) = \frac{\partial F^i}{\partial \Phi} \) are the Euler jacobian matrices and \( K^{ir} \) are the diffusion matrices that verify \( F^{diss, i} = K^{ir} \frac{\partial \Phi}{\partial x_r} \). \( A^i \) and \( K^{ir} \) are \((d+2) \times (d+2)\) matrices whose explicit expressions in three dimensions can be found in Appendix A. Given a bounded domain \( \Omega \subset \mathbb{R}^3 \), and a time interval \((0, T), T \in \mathbb{R}, T > 0\), the problem is to find \( \Phi(x, t) \) verifying equation (2.7) with proper initial and boundary conditions, for all \((x, t) \in \Omega \times (0, T)\). Boundary and initial conditions depend on the problem under study.

### 2.2 Euler equations

The Euler equations are the inviscid equations of compressible flow. They are a particular case of the Navier-Stokes equations (2.7) for which the viscosity is assumed to be zero, that is \( \mu = 0 \). Thus the three-dimensional Euler equations can be written in non-conservative form as follows:

\[
\frac{\partial \Phi}{\partial t} + A^i(\Phi) \frac{\partial \Phi}{\partial x_i} = 0,
\]

(2.8)

where \( i = 1, \ldots, 3 \) labels the space dimension and \( \Phi \) is the vector of the unknowns in conservative variables (2.2). As analogously stated for the Navier-Stokes equations, the problem is to find \( \Phi(x, t) \) verifying equation (2.8) with proper initial and boundary conditions, for all \((x, t) \in \Omega \times (0, T)\). The Euler equations (2.8) are hyperbolic equations, which means that for any linear combination of the form \( A_k = k_i A^i \), with \( k_i \in \mathbb{R} \), \( A_k \) is diagonalizable with real eigenvalues.

### 2.3 Numerical formulation

#### 2.3.1 Variational form

Let \( L^2(\Omega) \) be the space of square-integrable real-valued functions over \( \Omega \). The variational or weak form of the Navier-Stokes equations (2.7) is obtained by projection of (2.7) by the \( L^2 \) scalar product on a chosen test or trial function space \( W \subset L^2(\Omega) \),

\[
\int_{\Omega} \psi \frac{\partial \Phi}{\partial t} d\Omega + \int_{\Omega} \psi A^i(\Phi) \frac{\partial \Phi}{\partial x_i} d\Omega - \int_{\Omega} \psi \frac{\partial}{\partial x_i} \left( K^{ir}(\Phi) \frac{\partial \Phi}{\partial x_r} \right) d\Omega = 0,
\]

(2.9)
for all $\psi \in W$. As we take the same test function $\psi$ for all the equations of our system (2.7), we write $\psi$ as a scalar function. In order to relax the derivation requirements of the unknown, $\Phi$, we can integrate by parts the diffusion term and obtain

$$\int_{\Omega} \psi \frac{\partial \Phi}{\partial t} \, d\Omega + \int_{\Omega} \psi \Lambda^i(\Phi) \frac{\partial \Phi}{\partial x_i} \, d\Omega + \int_{\Omega} \frac{\partial \psi}{\partial x_i} K^{ir}(\Phi) \frac{\partial \Phi}{\partial x_r} \, d\Omega - \int_{\Gamma} \psi K^{ir}(\Phi) \frac{\partial \Phi}{\partial x_r} n_i \, d\Gamma = 0 \quad (2.10)$$

The resulting boundary term is used to impose Neumann-like conditions on the fluxes, being $\Gamma = \partial \Omega$ the domain boundary and $n_r$ its exterior unit normal vector. In all this work we consider a zero Neumann boundary condition, i.e. $\int_{\Gamma} \psi K^{ir}(\Phi) \frac{\partial \Phi}{\partial x_r} n_i \, d\Gamma = 0$ in (2.10). The problem consists in finding $\Phi \in L^2(0, T; W)_{d+2}$ verifying (2.10) for all $\psi \in W$.

### 2.3.2 Finite element discretization

The finite element discretization is set up by choosing a suitable finite-dimensional function space, noted $W^h$, for the variational form of the problem (2.10). Let $\Omega^h$ be a polyhedral approximation of $\Omega$. We consider a partition $\mathcal{P}^h = \{K^m\}_{m=1,\ldots,N_{el}}$ of $\Omega^h$ in $N_{el}$ elements, $K^m \subset \Omega^h$, of characteristic length $h^m$. In this work, $h^m$ is defined as the shortest edge of the element. Let $\{x^p\}_{p=1,\ldots,N}$ be the $N$ nodes of the grid associated to $\mathcal{P}^h$ and $\psi^h_p$ the Lagrange polynomial corresponding to node $x^p$, for $p = 1, \ldots, N$. For a first order finite element discretization we consider $W^h$, the functions space generated by $\{\psi^h_p\}_{p=1,\ldots,N}$. The weak or variational finite elements form of the Navier-Stokes equations (2.7) is written as

$$\int_{\Omega^h} \psi^h \frac{\partial \Phi^h}{\partial t} \, d\Omega^h + \int_{\Omega^h} \psi^h \Lambda^i(\Phi^h) \frac{\partial \Phi^h}{\partial x_i} \, d\Omega^h + \int_{\Omega^h} \frac{\partial \psi^h}{\partial x_i} K^{ir}(\Phi^h) \frac{\partial \Phi^h}{\partial x_r} \, d\Omega^h = 0 \quad (2.11)$$

for all $\psi^h \in W^h$. The function $\Phi^h$ is defined as the projection of $\Phi$ onto $W^h$ and it can be expressed as

$$\Phi^h(\xi, t) = \sum_{p=1}^{N} \psi^h_p(\xi) \Phi^h_p(t) \quad (2.12)$$

where $\xi \in \Omega^h$ and $\Phi^h_p(t)$ is the value of $\Phi^h$ at nodes $x^p$ and time $t$. 
2.3.3 Variational multiscale stabilization

In Hughes [1995], Hughes et al. [1998] they propose a way to explain and remedy the numerical oscillations that appear when a straight finite elements discretization is applied to convection-dominated problems. They call variational multiscale the stabilization framework they propose, and firstly apply to the advection-diffusion equations. They state that the solution variable is the sum of two parts: the large scales and the subscales. The large scales can be solved by the numerical method but the subscales can not because they are small and under the resolution of the grid. They say that the instabilities appear because the effect of the subscales is not captured by the numerical method. They conclude that the effects of the subscales or unresolved scales must be introduced in the formulation of the discrete problem, by modeling them in some way, using the information that we have at the grid scale level. In the present work we will concentrate on the application of the variational multiscale stabilization (VMS) to the Euler and the Navier-Stokes equations.

Following the fundamental idea behind VMS, let $\tilde{W}$ be the space that completes $W^h$ inside the test function space $W$, that is, $W = W^h \oplus \tilde{W}$. In this way, $W$ is decomposed into the finite element space $W^h$, and the subscale space $\tilde{W}$ corresponding to the subscales. This translates into the decompositions $\Phi = \Phi^h + \tilde{\Phi}$ and $\psi = \psi^h + \tilde{\psi}$ that we plug into the variational form (2.9) and obtain

$$\int_{\Omega^h} \left( \psi^h + \tilde{\psi} \right) \frac{\partial (\Phi^h + \tilde{\Phi})}{\partial t} d\Omega^h + \int_{\Omega^h} \left( \psi^h + \tilde{\psi} \right) \mathbf{A}^i(\Phi) \frac{\partial (\Phi^h + \tilde{\Phi})}{\partial x_i} d\Omega^h$$

$$+ \int_{\Omega^h} \left( \psi^h + \tilde{\psi} \right) \frac{\partial}{\partial x_r} \left( \mathbf{K}^{ir}(\Phi) \frac{\partial (\Phi^h + \tilde{\Phi})}{\partial x_r} \right) d\Omega^h = 0, \quad (2.13)$$

for all $\psi = \psi^h + \tilde{\psi} \in W$. Because all $\psi$ in $W$ is written as the sum of its large scale, $\psi^h$, and sub-grid scale, $\tilde{\psi}$, components, equation (2.13) can be split in two equations as follows

$$\int_{\Omega^h} \psi^h \frac{\partial \Phi^h}{\partial t} d\Omega^h + \int_{\Omega^h} \psi^h \mathbf{A}^i(\Phi) \frac{\partial \Phi^h}{\partial x_i} d\Omega^h + \int_{\Omega^h} \psi^h \mathbf{K}^{ir}(\Phi) \frac{\partial \Phi^h}{\partial x_r} d\Omega^h$$

$$+ \sum_{K \in \mathcal{P}_h} \left( \int_K \psi^h \frac{\partial \tilde{\Phi}}{\partial t} dK + \int_K \psi^h \mathcal{L}(\Phi) \tilde{\Phi} dK \right) = 0, \quad \forall \psi^h \in W^h \quad (2.14a)$$

$$\sum_{K \in \mathcal{P}_h} \int_K \tilde{\psi} \left( \frac{\partial}{\partial t} + \mathcal{L}(\Phi) \right) \tilde{\Phi} dK$$

$$= - \sum_{K \in \mathcal{P}_h} \int_K \tilde{\psi} \left( \frac{\partial}{\partial t} + \mathcal{L}(\Phi) \right) \Phi^h dK, \quad \forall \tilde{\psi} \in \tilde{W} \quad (2.14b)$$
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where
\[ \mathcal{L}(\Phi) = A^i(\Phi) \frac{\partial}{\partial x_i} - \frac{\partial}{\partial x_i} \left( K^{ir}(\Phi) \frac{\partial}{\partial x_r} \right), \]

(2.15)
is the original space differential operator. We replaced \( \int_{\Omega^h} \) by \( \sum_{K \in P_h} \int_K \) in the subscale terms of (2.14) because the subscales are defined inside the elements but not necessarily on their boundaries. As it is done in Codina [2002], Codina and Blasco [2002], we chose \( \tilde{W} \) orthogonal to \( W^h \), thus \( \tilde{W} = W^{h-1} \cap W \).

The large scale equation (2.14a) is solved numerically to compute an approximate solution to our problem. The subscale equation (2.14b) is used to model the subscales, that is to find an expression for \( \tilde{\Phi} \) which will be plugged into the large scale equation. In what follows, we enumerate some simplifications of the large scale and the subscale equations.

Concerning the large scale equation (2.14a), we make the following assumptions that are tested in the literature:

1. Because we took \( \tilde{W} \) orthogonal to \( W^h \), then we have
\[ \int_K \psi^h \frac{\partial \tilde{\Phi}}{\partial t} dK = 0. \]

(2.16)

2. To avoid the space derivatives of the subscale, we integrate by parts the last term of (2.14a) and we suppose the arising boundary terms to be zero, that is
\[ \int_K \psi^h \mathcal{L}(\Phi) \tilde{\Phi} dK = \int_K \mathcal{L}^*(\Phi) \psi^h \tilde{\Phi} dK \]

(2.17)

where
\[ \mathcal{L}^*(\Phi) \psi^h = -\frac{\partial}{\partial x_i} \left( \psi^h A^i(\Phi) \right) - \frac{\partial}{\partial x_r} \left( \frac{\partial \psi^h}{\partial x_i} K^{ir}(\Phi) \right) \]
\[ = -\frac{\partial \psi^h}{\partial x_i} A^i(\Phi) - \psi^h \frac{\partial A^i(\Phi)}{\partial x_i} - \frac{\partial^2 \psi^h}{\partial x_r \partial x_i} K^{ir}(\Phi) - \frac{\partial \psi^h}{\partial x_i} \frac{\partial K^{ir}(\Phi)}{\partial x_r}. \]

(2.18)

3. For the sake of algorithmic simplicity, we make the approximations \( A^i(\Phi) \approx A^i(\Phi^h) \) and \( K^{ir}(\Phi) \approx K^{ir}(\Phi^h) \) (see, for example, Rispoli and Saavedra [2006]).

In the context of incompressible flow, the exact form is preserved in Codina [2002]; this requires the storage of the subscale at each iteration.

We observe that imposing equation (2.14a) to hold for all \( \psi^h \in W^h \) is equivalent to imposing it to hold for all \( \psi^h_p, p \in \{1, \ldots, N\} \), because the test functions space \( W^h \) is generated by \( \{\psi^h_p\}_{p=1,\ldots,N} \). This observation together with the last assumptions lead to
the reformulation of (2.14a) as

\[
\int_{\Omega^b} \psi_p^h \frac{\partial \Phi^h}{\partial t} \, d\Omega^b + \int_{\Omega^b} \psi_p^h \mathbf{A}^i(\Phi^h) \frac{\partial \Phi^h}{\partial x_i} \, d\Omega^b + \int_{\Omega^b} \psi_p^h K^{ir}(\Phi^h) \frac{\partial \Phi^h}{\partial x_r} \, d\Omega^b \\
+ \sum_{K \in \mathcal{P}_h} \int_K L^s(\Phi^h) \psi_p^h \Phi \, dK = 0 ,
\]

(2.19)

holding for all \( p \in \{1, \ldots, N\} \). The effect of the subscale on the large scale modeling is represented by the stabilization term, consisting of the last term in equation (2.19).

Concerning the subscale equation (2.14b), we make the approximation \( L(\Phi) \approx L(\Phi^h) \) (same as in the third point above). Because we took \( \tilde{\mathbf{W}} \) orthogonal to \( W^h \), we have \( \int_K \tilde{\psi} \frac{\partial \Phi^h}{\partial t} \, dK = 0 \). Thus (2.14b) becomes

\[
\sum_{K \in \mathcal{P}_h} \int_K \tilde{\psi} \left( \frac{\partial}{\partial t} + L(\Phi^h) \right) \Phi \, dK = - \sum_{K \in \mathcal{P}_h} \int_K \tilde{\psi} L(\Phi^h) \Phi \, dK ,
\]

(2.20)

for all \( \tilde{\psi} \in \tilde{\mathbf{W}} \). For the modeling of the subscale, we consider the subscale equation (2.20) in the strong form, and obtain for every \( K \in \mathcal{P}_h \),

\[
\left( \frac{\partial}{\partial t} + L(\Phi^h) \right) \Phi = r(\Phi^h) ,
\]

(2.21)

where

\[
\quad r(\Phi^h) = - L(\Phi^h) \Phi^h ,
\]

(2.22)

is the space residual of the large scales equation.

### 2.3.4 Modeling the VMS subscales

Here we present two options for the modeling of the subscale, which is a topic of active research still today John and Knobloch [2007].

#### 2.3.4.1 Diagonal \( \tau \) subscale

We consider now the hypotheses of quasi-static subscales (refer to Codina and Blasco [2002]), which means that \( \frac{\partial \Phi}{\partial t} \approx 0 \). This way we avoid the time tracking of the subscales. Then (2.21) becomes

\[
L(\Phi^h) \Phi = r(\Phi^h) .
\]

(2.23)

For a description of how the subscales can be tracked when solving the incompressible equations, refer to Codina [2002]. If we call \( \tau \) an approximation of \( (L(\Phi^h))^{-1} \), the
compressible flow subscales $\tilde{\Phi}$ can be approximated in every element $K \in \mathcal{P}^h$, as

$$\tilde{\Phi} = \tau \mathbf{r}(\Phi^h).$$  \hspace{1cm} (2.24)

Most of the models describe the subscale in the form of equation (2.24), i.e. as the product of a parameter $\tau$ times the residual of the equation. There exist, for compressible flow, many proposals for the definition of $\tau$ in the literature, some of them are found in Hughes and Tezduyar [1984], Le Beau et al. [1993], in the context of SUPG; in Shakib et al. [1991], in the context of GLS; and in Rispoli and Saavedra [2006], in the context of VMS. Following the line set for incompressible flow in Codina [2002], parameter $\tau$, is here defined as

$$\tau = \left( \frac{\|u\|}{h} + \frac{c}{\rho h^2} \right)^{-1}. \hspace{1cm} (2.25)$$

On the one hand we note that $\tau$ depends on the speed of sound, which is not the case of the incompressible flow formulation of Codina [2002]. However it is the case of other compressible flow formulations, for instance, in Hughes and Tezduyar [1984], Le Beau et al. [1993], Rispoli and Saavedra [2006]. On the other hand it is important to see the local nature of the subscales that are meant to exist only where residuals are important. This fact is illustrated in the numerical results of Chapter 3. Expression (2.24) is plugged into equation (2.19) to find an approximate solution of problem (2.7).

### 2.3.4.2 Fourier subscale

Here we propose a different method, which takes as a starting point the Fourier approach of Codina and Blasco [2002]. For every $K \in \mathcal{P}^h$ the time discretized subscale equation (2.20) can be written as

$$\left( \frac{1}{\Delta t} + \mathcal{L}(\Phi^n)(\mathbf{x}) \right) \Phi^{n+1}(\mathbf{x}) = \mathbf{d}^n(\mathbf{x}), \hspace{1cm} (2.26)$$

where superscripts $n$ and $n+1$ account for the last and the current time steps, respectively, and

$$\mathbf{d}^n = \frac{1}{\Delta t} \tilde{\Phi}^n + \mathbf{r}(\Phi^{h,n}). \hspace{1cm} (2.27)$$

Now we want to transform equation (2.26) into the Fourier space. Given an integrable function $f$ defined on each element $K$, its Fourier transform writes

$$\hat{f}(\omega) = \int_K f(\mathbf{x})e^{-i\omega_k x_k} d\mathbf{x}, \hspace{1cm} (2.28)$$
where \( i \) is the imaginary unit, \( \omega \) is the Fourier parameter, \( \theta_k = \frac{2\pi}{h_k} \), and \( h_k \) is the characteristic length for each space component. Its inverse transform writes

\[
f(x) = \int_{\mathbb{R}^d} \hat{f}(\omega) e^{i\theta_k \omega_k x_k} \, d\omega . \tag{2.29}
\]

The Fourier transform of its first and second degree partial derivatives write

\[
\begin{align*}
\frac{\partial \hat{f}}{\partial x_i}(\omega) &= i \theta_i \omega_i \hat{f}(\omega) + \int_{\Gamma} n_i e^{-i\theta_k \omega_k x_k} f(x) \, dx , \tag{2.30} \\
\frac{\partial^2 \hat{f}}{\partial x_i \partial x_r}(\omega) &= -\theta_i \theta_r \omega_i \omega_r \hat{f}(\omega) + \int_{\Gamma} n_i e^{-i\theta_k \omega_k x_k} \frac{\partial f}{\partial x_r}(x) \, dx \\
&\quad + \int_{\Gamma} n_r i \theta_i \omega_i e^{-i\theta_k \omega_k x_k} f(x) \, dx , \tag{2.31}
\end{align*}
\]

respectively, where \( \mathbf{n} \) is the exterior normal to \( K \). As it is done in Codina and Blasco [2002], we assume that

\[
\begin{align*}
\frac{\partial \hat{\Phi}}{\partial x_i} &\approx i \theta_i \omega_i \hat{\Phi} , \tag{2.32} \\
\frac{\partial^2 \hat{\Phi}}{\partial x_i \partial x_r} &\approx -\theta_i \theta_r \omega_i \omega_r \hat{\Phi} . \tag{2.33}
\end{align*}
\]

Thus the Fourier transform of the equation (2.26) writes

\[
\left( \frac{1}{\Delta t} + L(\omega) \right) \hat{\Phi}^{n+1}(\omega) = \hat{d}^n(\omega) , \tag{2.34}
\]

and we approximate the Fourier’s transform of \( \mathcal{L} \) as

\[
L(\omega) = i \theta_i \omega_i \hat{A}^i(\Phi^{h,n}) + \theta_i \theta_r \omega_i \omega_r \hat{K}^{ir}(\Phi^{h,n}) . \tag{2.35}
\]

Bars over \( \hat{A}^i \) and \( \hat{K}^{ir} \) notes their mean value on \( K \). We observe from (2.35) that the partial derivatives in \( \mathcal{L} \) disappear when transforming it to the Fourier space. From (2.34) we obtain an expression for the subscale transform

\[
\hat{\Phi}^{n+1}(\omega) = \mathcal{T}(\omega) \hat{d}^n(\omega) , \tag{2.36}
\]

where \( \mathcal{T}(\omega) = \left( \frac{1}{\Delta t} + L(\omega) \right)^{-1} \). Finally, to model the subscales, we transform back to the physical space, obtaining for all \( y \in K \)

\[
\hat{\Phi}^{n+1}(y) = \int_{\mathbb{R}^d} \int_{K} \tau(\omega, x, y) \, d^a(x) \, dx \, d\omega , \tag{2.37}
\]
\[ \tau(\omega, x, y) = \text{Re}(T(\omega)) \cos(\theta_k \omega_k (x_k - y_k)) + \text{Im}(T(\omega)) \sin(\theta_k \omega_k (x_k - y_k)). \] (2.38)

We observe that \( L(-\omega) = L(\omega) \), then \( T(-\omega) = T(\omega) \), \( \tau(-\omega, x, y) = \tau(\omega, x, y) \), and

\[ \tilde{\Phi}_{n+1}(y) = 2 \int_{(\mathbb{R}^d)^+} \int_K \tau(\omega, x, y) d^n(x) dx d\omega. \] (2.39)

We discretize the integral \( \int_{(\mathbb{R}^d)^+} (\cdot) d\omega \) and approximate it as the finite sum \( \sum_{\omega \in D} (\cdot) \), where \( D = D_1 \cap D_2 \subset \mathbb{Z}^d \) and

\[ D_1 = \mathbb{Z}^d \cap \{0\} \cup \{\omega_1 > 0\} \cup \{\omega_2 > 0, \, \omega_1 = 0\} \cup \cdots \cup \{\omega_d > 0, \, \omega_k = 0, \, \forall k = 1, \ldots, d-1\}, \] (2.40)

\[ D_2 = \{||\omega_k|| \leq M_{\text{freq}}\}. \] (2.41)

In the definition of \( D_2 \), \( M_{\text{freq}} \in \mathbb{Z} \) limits the extension of the set \( D \) to a finite number of Fourier frequencies. In the applications, \( M_{\text{freq}} \) typically takes the value of 0, 1, 2, or 3.

Finally we obtain

\[ \tilde{\Phi}_{n+1}(y) = \int_K \Delta t d^n(x) dx + 2 \sum_{\omega \in D \setminus \{0\}} \int_K \tau(\omega, x, y) d^n(x) dx. \] (2.42)

Observe that when \( M_{\text{freq}} = 0 \) we get for all \( y \in K \)

\[ \tilde{\Phi}_{n+1}(y) = \int_K \Delta t d^n(x) dx. \] (2.43)

In the examples we solved, we noticed that the Fourier subscale performs much better if we remove term \( \frac{1}{\Delta t} \Phi^n \) from (2.27). The explanation for this is not clear and more testing on that should be done.

### 2.3.5 Time discretization

The time discretization of (2.19) is here done by an explicit scheme, giving

\[
\int_{\Omega^h} \psi^h_p \Phi^{h,n+1} - \Phi^{h,n} \Delta t + \int_{\Omega^h} \psi^h_p \Lambda^i(\Phi^{h,n}) \frac{\partial \Phi^{h,n}}{\partial x_i} d\Omega^h \\
+ \int_{\Omega^h} \frac{\partial \psi^h_p}{\partial x_i} \mathbf{K}^{ir}(\Phi^{h,n}) \frac{\partial \Phi^{h,n}}{\partial x_r} d\Omega^h + \sum_{K \in \mathcal{P}_h} \int_K \mathcal{L}(\Phi^{h,n})^* \psi^h_p \Phi^{n+1} dK = 0, \] (2.44)

holding for all \( p \in \{1, \ldots, N\} \). The superscripts \( n+1 \) and \( n \) indicate the value at the current and the previous time step, respectively. The value of \( \Phi^{n+1} \) is computed from
the information of the previous time step \( n \). When the diagonal \( \tau \) subscale is used (2.24), the subscale at time step \( n + 1 \) reads

\[
\tilde{\Phi}^{n+1} = \tau^n r(\Phi^{h,n}) ,
\]

where the residual (2.22) at time \( n \) reads

\[
r(\Phi^{h,n}) = - L(\Phi^{h,n}) \Phi^{h,n} = - A^i(\Phi^{h,n}) \frac{\partial \Phi^{h,n}}{\partial x_i} + \frac{\partial}{\partial x_i} 
\left( K^{ir}(\Phi^{h,n}) \frac{\partial \Phi^{h,n}}{\partial x_r} \right) ,
\]

and \( \tau^n \) is the value of \( \tau \), explicitly defined in (2.25), at time \( n \). When the Fourier subscale is used, then \( \tilde{\Phi}^{n+1} \) is defined from (2.42).

In this work, both local and global time stepping are considered. From the CFL condition Courant et al. [1967] a time step inside each element is defined as

\[
\Delta t^{el} = C \left( \frac{\|u\| + c h}{h} + \frac{4 \mu}{\rho h^2} \right)^{-1} ,
\]

where \( C \in (0,1) \) is the CFL number and \( h \) is the smallest edge length of the element. The element time step (2.47) is interpolated on the nodes of the grid, obtaining the local time step \( \Delta t^p \), \( p = 1, \ldots, N \), at each node \( x^p \) of the grid. The global time step is computed as the minimum time step of the domain as

\[
\Delta t = \min_{p=1,\ldots,N} \{ \Delta t^p \} .
\]

Inserting equality (2.12) in (2.44), a linear system of \( N(d+2) \) equations is obtained:

\[
M \frac{\Phi^{h,n+1} - \Phi^{h,n}}{\Delta t} = G(\Phi^{h,n}) + S(\Phi^{h,n},\tilde{\Phi}^{n+1}) ,
\]

where

1. \( \Phi^h \) is here the nodal vector of unknowns of dimension \( N(d+2) \). It is made by assembly of the vectors \( \Phi^h_p \), for \( p = 1, \ldots, N \).

2. \( M \) is the global Mass matrix, it has dimension \( N(d+2) \times N(d+2) \). It is a block matrix composed of \( N^2 \) blocks \( M^{pq} \) of dimension \( (d+2) \times (d+2) \),

\[
M^{pq} = \int_{\Omega^h} \psi^h_p \psi^h_q \, d\Omega^h \, I_{d+2} ,
\]

where \( p, q = 1, \ldots, N \) and \( I_{d+2} \) is the identity matrix of dimension \( (d+2) \times (d+2) \).
3. \( \mathbf{G} \) and \( \mathbf{S} \) are the Galerkin and stabilization vector terms, respectively. They are constructed by assembly of the following \( N \) local vectors of dimension \( d+2 \):

\[
\mathbf{G}^p = -\int_{\Omega^h} \psi^h_p \mathbf{A}(\Phi^{h,n}) \frac{\partial \Phi^{h,n}}{\partial x_i} \, d\Omega^h - \int_{\Omega^h} \frac{\partial \psi^h_p}{\partial x_i} \mathbf{K}^{ir}(\Phi^{h,n}) \frac{\partial \Phi^{h,n}}{\partial x_r} \, d\Omega^h, \tag{2.51}
\]

\[
\mathbf{S}^p = -\sum_{K \in \mathcal{P}_h} \int_K \mathcal{L}(\Phi^{h,n})^* \psi^h_p \tilde{\Phi}^{n+1} \, dK, \tag{2.52}
\]

respectively, for \( p = 1, \ldots, N \).

All the integrals above are approximated by the Gaussian quadrature rule that, for a function \( f \), writes

\[
\int_{K^m} f(x) \, dK = \int_I f(\mathcal{H}^m(\xi)) |J^m(\xi)| \, d\xi \approx \sum_{p=1}^{N_{\text{Gauss}}} f(\mathcal{H}^m(\xi^p)) |J^m(\xi^p)| \omega^p, \tag{2.53}
\]

where \( I = [-1,1] \times [-1,1] \) is a reference element, \( \mathcal{H}^m \) a bijection from \( I \) to the element \( K^m \), \( J^m = \frac{d\mathcal{H}^m}{d\xi} \) the \( \mathcal{H}^m \) Jacobian matrix, \( |J^m| \) its determinant, \( N_{\text{Gauss}} \) is the number of integration Gauss points \( \xi^p \) inside the element \( K^m \), and \( \omega^p \) its weight.

\( \mathbf{M} \) is diagonalized by lumping techniques Hughes [2000] in order to avoid its inversion when open integration rules are used. From equation (2.49), the value of \( \Phi^{h,n+1} \) at each node of the computational grid is obtained as

\[
\Phi^{h,n+1} = \Phi^{h,n} + \Delta t \mathbf{M}^{-1} \left( \mathbf{G}(\Phi^{h,n}) + \mathbf{S}(\Phi^{h,n}, \tilde{\Phi}^{n+1}) \right), \tag{2.54}
\]

where \( \tilde{\Phi}^{n+1} \) is defined as explained in Subsection 2.3.4, from the values at the previous time step \( n \).

VMS stabilization term (2.52) with the diagonal \( \tau \) subscale (2.45), can be compared with the corresponding compressible SUPG (Hughes and Mallet [1986b], Hughes and Tezduyar [1984], Le Beau et al. [1993], Tezduyar and Senga [2006]), GLS (Shakib et al. [1991]), and Rispoli’s VMS (Rispoli and Saavedra [2006]) stabilization terms. When the diagonal \( \tau \) subscale (2.45) is used, our VMS stabilization term (2.52) reads

\[
\mathbf{S}^p = -\sum_{K \in \mathcal{P}_h} \int_K \left( -\frac{\partial \psi^h_p}{\partial x_i} \mathbf{A}(\Phi^{h,n}) - \psi^h_p \frac{\partial \mathbf{A}(\Phi^{h,n})}{\partial x_i} \right. \\
\left. - \frac{\partial^2 \psi^h_p}{\partial x_r \partial x_i} \mathbf{K}^{ir}(\Phi^{h,n}) - \frac{\partial \psi^h_p}{\partial x_i} \frac{\partial \mathbf{K}^{ir}(\Phi^{h,n})}{\partial x_r} \right) \tau^n \mathbf{r}(\Phi^{h,n}) \, dK. \tag{2.55}
\]
The corresponding SUPG stabilization term reads

$$S_{\text{SUPG}}^p = - \sum_{K \in \mathcal{P}_h} \int_K - \frac{\partial \psi^h_p}{\partial x_i} A^i(\Phi^{h,n}) \tau_{\text{SUPG}}^n \mathbf{r}_t(\Phi^{h,n}) \, dK ,$$  \hspace{1cm} (2.56)

the GLS stabilization term reads

$$S_{\text{GLS}}^p = - \sum_{K \in \mathcal{P}_h} \int_K \left( - \frac{\partial \psi^h_p}{\partial x_i} A^i(\Phi^{h,n}) + \frac{\partial \psi^h_p}{\partial x_r} \partial \mathbf{r}_t(\Phi^{h,n}) \right) \tau_{\text{GLS}}^n \mathbf{r}_t(\Phi^{h,n}) \, dK ,$$  \hspace{1cm} (2.57)

and Rispoli’s VMS stabilization term (when $\psi^h$ does not depend on the time variable $t$, as it is the case in our work) reads

$$S_{\text{Rispoli}}^p = - \sum_{K \in \mathcal{P}_h} \int_K \left( - \frac{\partial \psi^h_p}{\partial x_i} A^i(\Phi^{h,n}) - \frac{\partial \psi^h_p}{\partial x_r} \partial \mathbf{r}_t(\Phi^{h,n}) \right) \tau_{\text{Rispoli}}^n \mathbf{r}_t(\Phi^{h,n}) \, dK .$$  \hspace{1cm} (2.58)

The residual $\mathbf{r}(\Phi^{h,n})$ in (2.58) is defined by (2.46). Remark that, as we took orthogonal subscales, the time derivatives $\frac{\partial \Phi^h}{\partial t}$ do not appear in the residual, avoiding the storage of $\Phi^{h,n-1}$ at each time step. However for most of the stabilization formulations, their residual include the time derivative, that is:

$$\mathbf{r}_t(\Phi^h) = - \frac{\partial \Phi^h}{\partial t} - \mathcal{L}(\Phi^{h,n})\Phi^{h,n} .$$  \hspace{1cm} (2.59)

The stabilization parameter $\tau$ in (2.58) is defined by (2.25). However each formulation has his own parameter $\tau$. Note that $\frac{\partial^2 \psi^h}{\partial x_r \partial x_i} = 0$ when the test functions $\psi^h$ are linear functions, in this work that is when triangles or tetrahedra are used. When quadrilaterals are used, $\psi^h$ are bilinear functions and $\frac{\partial^2 \psi^h}{\partial x_r \partial x_i} \neq 0$. For the sake of completeness we expand our compressible VMS term (2.58) and write it here:

$$S^p = - \sum_{K \in \mathcal{P}_h} \int_K \left\{ \left( - \frac{\partial \psi^h_p}{\partial x_i} A^i(\Phi^{h,n}) - \psi^h_p \frac{\partial A^i(\Phi^{h,n})}{\partial x_i} \right) - \frac{\partial^2 \psi^h_p}{\partial x_r \partial x_i} \mathbf{K}^{ir}(\Phi^{h,n}) \frac{\partial}{\partial x_r} \frac{\partial}{\partial x_i} \right\} \left( \frac{\|\mathbf{u}\| + c h}{h} + \frac{4 \mu}{\rho h^2} \right)^{-1} \left( - A^i(\Phi^{h,n}) \frac{\partial \Phi^{h,n}}{\partial x_i} + \frac{\partial}{\partial x_i} \left( \mathbf{K}^{ir}(\Phi^{h,n}) \frac{\partial \Phi^{h,n}}{\partial x_r} \right) \right) \, dK .$$  \hspace{1cm} (2.60)
2.4 Numerical results

In this section we assess the proposed VMS method on a suite of benchmarks of viscous and inviscid, transient and steady flow, covering a large range of Mach numbers. Both the diagonal $\tau$ subscale and the Fourier subscale are tested and compared. We suppose a diatomic ideal gas then $\gamma = 1.4$ in all the following simulations. The problems that we solve are the following:

- Sod’s shock tube (Euler transient flow at different Mach numbers)
- Carter plate (viscous steady supersonic flow)
- Scramjet (Euler steady supersonic flow)

When shocks start to appear in the supersonic regions, some sort of discontinuity capturing technique could be needed in order to avoid spurious oscillations around the discontinuities. In some of the examples that we solve, the isotropic or anisotropic shock capturing from Codina [1993], Vázquez [1998], are used. The discontinuity capturing terms, added to the right hand side of equation (2.19) are:

$$
\sum_{K \in P_h} \int_K \left\{ \nu_{DC} \frac{\partial \psi_p^h}{\partial x_i} \delta_{ij} \frac{\partial \Phi^h}{\partial x_j} + (\nu_{sl} - \nu_{DC}) \frac{\partial \psi_p^h}{\partial x_i} \left( \frac{u_i u_j}{\|u\|^2} \right) \frac{\partial \Phi^h}{\partial x_j} \right\} dK ,
$$

where

$$
\nu_{DC} = \frac{1}{2} \alpha_{DC} h \| \mathbf{r}(\Phi^h) \| \left( \frac{\| \partial \Phi^h \|}{\| \partial x_j \|} \right)^{-1} ,
$$

$$
\alpha_{DC} = \max \left\{ 0 , c - \frac{2\mu}{h \| \mathbf{r}(\Phi^h) \| \| \partial \Phi^h \|} \right\} ,
$$

$c = 0.7$ for linear interpolations and $c = 0.35$ for quadratic ones, and

$$
\nu = \frac{1}{2} \frac{\Delta t}{2} \|u\|^2 .
$$

For isotropic shock capturing we have:

$$
\nu_{sl} = \nu_{DC} ,
$$

and for the anisotropic one we have:

$$
\nu_{sl} = \max \{ 0 , \nu_{DC} - \nu \} .
$$
It is worth to remark that the isotropic shock capturing adds a diffusion uniformly in all the directions, while the anisotropic one only adds it in the streamline direction. Depending on the problem one or the other is seen to perform better.

2.4.1 Sod’s shock tube

We solve the well known shock tube originally proposed by Sod [1978]. It is a transient case that has analytic solution. It consists of a one-dimensional tube that has a discontinuity in the initial data, the left and right sides of the tube present different density $\rho$ and total energy $E$. The left density is set to 1 and the right density to 0.125, the left total energy is set to 2.5 and the right total energy is set to 2. The fluid is initially at rest, that is, it has zero initial velocity. It starts to move because of the discontinuous initial condition of the left and right states which entails a shock wave that propagates to both left and right sides. This leads to a maximum Mach number of 0.828 approximately.

Our computational domain is a two-dimensional rectangular tube. This tube is partitioned in the horizontal direction with a mesh of 400 rectangles and 802 nodes, no partition is done in the vertical direction as shown in Fig. 2.1. The one-dimensionality of the original problem is assured by considering $u_2 = 0$ on the upper and lower walls, that is in all the nodes. The left and right boundaries are left free of boundary conditions. We use a CFL number of 0.8 in the computation of the time step and 4 integration Gauss points. No shock capturing is used for this case.

In Fig. 2.2 the exact analytical solution for the density is plotted and compared to the corresponding numerical solution, using the diagonal $\tau$ subscale as well as the Fourier subscale considering different frequencies (i.e. different values for $M_{freq}$). We see that the shock location is correctly predicted. In some of the cases the solution has small undershoots near the shock, these oscillations are, however, very localized and do not corrupt the solution away from the shock. When $M_{freq} = 2$ is used, the instabilities near the shocks disappear and the solution is more diffusive. In Fig. 2.3 we show the behavior of the solution when the number of Fourier frequencies and Gauss points are increased. As expected, the solution is smoother when $M_{freq}$ is increased, and slightly less diffusive when more Gauss points are used.

In order to show the operability of the scheme through a wide range of Mach numbers, the same problem with two different settings on the initial conditions has been solved as well, giving a supersonic case and a very subsonic case. The supersonic shock tube reaches a Mach number around 10 and is generated using a very large discontinuity in the initial data: the left density is set to 1 and the right density is set to $10^{-10}$, and the left total energy is set to 2.5 and the right total energy is set to 2. Comparative results of the
supersonic shock tube for the diagonal $\tau$ subscale and the Fourier subscale are displayed in Fig. 2.4. We observe that the results are very similar for both cases. Concerning the very subsonic tube, it reaches a maximum Mach number around $1.4 \times 10^{-6}$. The initial conditions are: the left density is set to 1 and the right density is set to 0.99998, and the left energy is set to 2.5 and the right energy is set to 2.49999. The results obtained for this subsonic case using the diagonal $\tau$ subscale and the Fourier subscale are almost identical. In Fig. 2.5 we show the results using the diagonal $\tau$ subscale. Both shock tube configurations are solved using a CFL number of 0.8 for the time step, 4 integration Gauss points, and $M_{freq} = 1$ for the Fourier subscale. No shock capturing is used in any of the configurations for this case.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure2_1.png}
\caption{Sod’s shock tube. Close-up of the computational mesh.}
\end{figure}
Figure 2.2: Sod’s shock tube. Comparison of the density analytical result (green line) and the corresponding solution of the simulation (red line) using the diagonal $\tau$ subscale and two different configurations of the Fourier subscale. We use 4 integration Gauss points. The solution is advanced to $t = 0.7$. 

(A) Diagonal $\tau$ subscale

(B) Fourier subscale, $M_{freq} = 0$

(c) Fourier subscale, $M_{freq} = 2$
(a) 4 Gauss points, $M_{ref} = 0$

(b) 9 Gauss points, $M_{ref} = 0$

(c) 4 Gauss points, $M_{ref} = 1$

(d) 9 Gauss points, $M_{ref} = 1$
Figure 2.3: Sod’s shock tube. Comparison of the solution of the density (blue line), pressure (yellow line), Mach number (red line), and velocity module (green line), using different number of frequencies and Gauss points for the Fourier subscale. The solution is advanced to $t \approx 1.5$. 

(e) 4 Gauss points, $M_{freq} = 2$

(f) 9 Gauss points, $M_{freq} = 2$

(g) 4 Gauss points, $M_{freq} = 3$

(h) 9 Gauss points, $M_{freq} = 3$
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(a) Diagonal $\tau$ subscale

(b) Fourier subscale

Figure 2.4: Sod’s shock tube. We compare the diagonal $\tau$ and the Fourier subscale results of the density (blue line), pressure (yellow line), Mach number (red line), and velocity module (green line), for a supersonic case of the shock tube that reaches a maximum Mach number of around 10. We use a CFL number of 0.8, 4 Gauss integration points, and the Fourier subscale uses $M_{\text{freq}} = 1$.

(a) Density and pressure

(b) Mach number and velocity module

Figure 2.5: Sod’s shock tube. Results for the diagonal $\tau$ subscale, of the density (blue line), pressure (yellow line), Mach number (red line), and velocity module (green line), for a very subsonic case of the shock tube that reaches a maximum Mach number of around $1.4 \times 10^{-6}$. We use a CFL number of 0.8 and 4 Gauss integration points. The corresponding results for the Fourier subscale using $M_{\text{freq}} = 1$, are not shown here because they are almost identical to the diagonal $\tau$ subscale ones.
2.4.2 Carter plate

We solve the flow over the Carter plate Shakib et al. [1991], Zienkiewicz et al. [1995] which is a two-dimensional supersonic viscous flow that enters a rectangular region from its left side at a Mach number of 3 and a Reynolds number of 1000. This problem reaches a steady state. The surface of the domain is divided in two parts, the first part from \( x_1 = -1 \) to \( x_1 = -0.8 \) is a slip wall and the rest of the surface from \( x_1 = -0.8 \) to \( x_1 = 1 \) is the so-called plate that is non-slip. The initial conditions are \( M = 3, \rho = 1, u = (1,0), T = 0.00028, \mu = 0.001, \) and \( Pr = 0.72 \). \( c_p, c_v, \) and \( \kappa \) are determined to obtain the desired Mach and Prandtl numbers. We use in this problem the Sutherland viscosity law:

\[
\frac{\mu}{\mu_{\text{ref}}} = \frac{T_{\text{ref}} + 110.3}{T + 110.3} \left( \frac{T}{T_{\text{ref}}} \right)^{3/2},
\]

where \( \mu_{\text{ref}} \) and \( T_{\text{ref}} \) are the inflow values of \( \mu \) and \( T \), respectively. We impose the following boundary conditions. The non-slip boundary condition on the plate consists of setting \( u = 0 \) and a stagnation temperature of \( T = 0.00078 \). A slip boundary condition is imposed on the first section of the surface as well as on the top wall, that is we impose \( u_2 = 0 \). Velocity \( u \), density \( \rho \), and temperature \( T \) are imposed on the inflow boundary at the same values as for the initial conditions and the outflow is left free of boundary conditions. We solve this problem using a structured mesh of 27000 rectangles and 27336 nodes. To avoid spurious oscillations around the shocks a discontinuity capturing diffusion is required. Isotropic shock capturing (2.61) is used in this problem. This case is solved using a CFL number of 0.6, 4 integration Gauss points, and \( M_{\text{freq}} = 2 \) for the Fourier subscale. We consider that convergence is achieved when the total residual is of the order of \( 10^{-4} \).

When the supersonic flow enters the region, a curved shock and a boundary layer are developed from the leading edge of the plate. The shock is formed due to the big inflow velocity and the changing boundary condition on the surface. This can be seen on the contours of the Mach number once the steady solution is reached, which are presented in Fig. 2.6. We observe that the diagonal \( \tau \) subscale and the Fourier subscale give very similar result. This fact is also seen from Fig. 2.7, where we compare the Mach number result over a vertical line passing by \( x_1 = 0 \), for the two subscale options. It is observed that our results are in good agreement with those presented in the literature: Rispoli and Saavedra [2006], Shakib et al. [1991], Vázquez [1998].
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Figure 2.6: Carter’s problem. Mach number contours corresponding to the diagonal $\tau$ subscale and the Fourier subscale. We use 4 Gauss points and the isotropic shock capturing for these simulations. The Fourier subscale uses $M_{freq} = 2$.

Figure 2.7: Carter’s problem. Comparison of the diagonal $\tau$ subscale (red line) and the Fourier subscale (green line) results for the Mach number over a vertical line of the domain passing by $x_1 = 0$. We use 4 Gauss points and the isotropic shock capturing for these simulations. The Fourier subscale uses $M_{freq} = 2$. 
2.4.3 Scramjet

We solve the two-dimensional inviscid flow past a supersonic scramjet inlet configuration having two struts Kumar [1981, 1982], Kumar and Tiwari [1982]. This problem reaches a steady state. The initial conditions are: the Mach number $M = 5$, the velocity $\mathbf{u} = (1, 0)$, the density $\rho = 1$, and the temperature $T = 1$. $c_p$ and $c_v$ are determined to obtain the desired Mach number. The boundary conditions consist of imposing the velocity, the density, and the temperature at the inflow and the outflow is set free. The normal velocity is imposed to be zero on the surface wall, the top wall, and the two struts boundaries. We use an unstructured mesh of 95103 triangles and 48535 nodal points. Anisotropic shock capturing (2.61) is required for this simulation, otherwise the solution blows-up. After numerical experiments, this case is solved using CFL numbers of 0.7 and 0.6 for the diagonal $\tau$ subscale and the Fourier subscale options, respectively, 3 integration Gauss points, and $M_{\text{freq}} = 2$ for the Fourier subscale. The Fourier subscale scheme needs a smaller CFL, which makes us think that it is less robust than the diagonal $\tau$ subscale for this particular problem. We consider that convergence is achieved when the total residual is of the order of $10^{-5}$.

In Fig. 2.8 we compare pressure and Mach number contours for the diagonal $\tau$ subscale and the Fourier subscale. We observe that the shocks are placed at the same location for both options, however the diagonal $\tau$ subscale option seems to better capture the shocks with less oscillations. In Fig. 2.9 we show for the diagonal $\tau$ subscale option the result of the Mach contours over two embedded meshes, the original one of 95103 elements and 48535 grid points, and a refined one having 380412 elements and 192200 grid points. We can appreciate that the shocks are sharper on the fine mesh but its placement is the same in both meshes. Compared with Kumar [1982] our results are less oscillatory and the shocks are more sharply captured.
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Figure 2.8: Scramjet problem. Scramjet contours for the pressure and the Mach number using anisotropic shock capturing and 3 Gauss points. The diagonal $\tau$ subscale and the Fourier subscale results are displayed for comparison. The Fourier subscale uses $M_{\text{freq}} = 2$.

Figure 2.9: Scramjet problem. Contours of the Mach number for the diagonal $\tau$ subscale using the original mesh of 95103 elements and a refined embedded mesh of 380412 elements.

2.5 Summary and conclusions

We introduced a variational multiscale stabilization method for compressible flows. Two different options are considered concerning the modeling of the subscales: 1) the diagonal
\(\tau\) subscale and 2) the Fourier subscale. Their results are compared on several test cases, for viscous and inviscid, steady and transient flows at different Mach numbers, from subsonic to supersonic regimes. The first option for the subscale presents a simpler structure, involves less computational cost, and gives similar or better results compared to the second option. For this reason, a variational multiscale stabilization based on the diagonal \(\tau\) subscale is used in the rest of this work.
Chapter 3

VMS for dry and moist atmospheric flow

The compressible variational multiscale stabilization presented in Chapter 2 is here applied to the solution of the Euler equations for dry and moist nonhydrostatic stratified flows. This work is meant to verify how the algorithm performs when solving problems in the framework of nonhydrostatic atmospheric dynamics. This effort is justified by the previously observed good performance of VMS and by the advantages that a compact Galerkin formulation offers on massively parallel architectures—a paradigm for both computational fluid dynamics (CFD) and numerical weather prediction (NWP) practitioners. We also propose a simple technique to construct a well-balanced approximation of the dominant hydrostatics that, if not properly discretized, may cause unacceptable vertical oscillations. This is a relevant problem in NWP, especially in the proximity of steep topography. To evaluate the performance of the method for dry stratified environments standard 2D and 3D test cases are selected.

In the presence of moisture, the fully compressible Euler equations are coupled to a system of three advection equations that model the transport of water quantities in the atmosphere. A Kessler-type parametrization of microphysical processes of warm rain is used Kessler [1969]. Because analytical solutions for this problem are not available, the model is assessed by comparison with similar simulations presented in the literature. The metrics for evaluation are the intensity and spatial distribution of the storm, its duration, the location of precipitation, and water accumulation at different grid resolutions.

This work is done in collaboration with an expert in the meteorological field, Simone Marras. Taking profit of his expertise in the physics of the atmosphere, the contribution of the present thesis in this atmospheric flow simulation is on the stabilization and numerical treatment of the problem.
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3.1 Equations of dry nonhydrostatic compressible flows

Let \( d = 3 \) be the space dimension. Given a bounded domain \( \Omega \subset \mathbb{R}^d \) and a time interval \((0, T), T \in \mathbb{R}^+\), we write the Euler equations of atmospheric flows Klemp et al. [2007] with no Coriolis effects as:

\[
\frac{\partial q}{\partial t} + \mathcal{L}(q) = f(q),
\]

(3.1)

where \( q \) is the vector of the unknowns, \( \mathcal{L} \) is the differential operator, and \( f \) is the source vector. We have:

\[
q = \begin{bmatrix} U \\ V \\ W \\ \rho \\ \theta \end{bmatrix}, \quad \mathcal{L}(q) = \begin{bmatrix} \nabla \cdot \left( \frac{U}{\rho} + p e_x \right) \\ \nabla \cdot \left( \frac{V}{\rho} + p e_y \right) \\ \nabla \cdot \left( \frac{W}{\rho} + p e_z \right) \\ \nabla \cdot U \\ \frac{U}{\rho} \cdot \nabla \theta \end{bmatrix}, \quad f(q) = \begin{bmatrix} 0 \\ 0 \\ 0 \\ -\rho g \\ 0 \end{bmatrix},
\]

where \( \nabla = \left( \frac{\partial}{\partial x}, \frac{\partial}{\partial y}, \frac{\partial}{\partial z} \right) \), and \( e_x = (1,0,0)^T, e_y = (0,1,0)^T, \) and \( e_z = (0,0,1)^T \) are the unitary vectors in the space directions \( x, y, \) and \( z \), respectively. Superscript \( T \) indicates the transpose operator. Density \( \rho \), momentum \( U = (U,V,W)^T \), and potential temperature \( \theta \) are functions of space \( x = (x,y,z) \) and time \( t \). We also define the velocity \( u = U/\rho = (u,v,w) \). The acceleration of gravity, of modulus \( g \), acts along the vertical direction. It is understood that in two dimensions, the \( y \)-direction disappears. System (3.1) is closed by the state law for pressure

\[
p = p_0 \left( \frac{R \rho \theta}{p_0} \right)^\gamma,
\]

(3.2)

where \( p_0 = 10^5 \) \( Pa \) is the surface pressure. The problem consists in finding \( q(x,t) \) such that equation (3.1) with proper boundary and initial conditions is verified \( \forall (x,t) \in \Omega \times (0,T) \).

Hydrostatic balance Dynamics in the atmosphere is characterized by small variations of the thermodynamic quantities with respect to some background reference state Klein [2000], Marchuk [1974]. This is expressed by the splitting \( \rho(x,t) = \rho'(x,t) + \bar{\rho}(z), \)

\( p(x,t) = p'(x,t) + \bar{p}(z), \)

and \( \theta(x,t) = \theta'(x,t) + \bar{\theta}(z), \) where the primed and barred quantities represent, respectively, the perturbation and the background state of \( \rho, p, \) and \( \theta \), and are such that \( \rho' \ll \bar{\rho}, p' \ll \bar{p} \) and \( \theta' \ll \bar{\theta} \). The barred quantities only depend on
the vertical direction \( z \). When vertical acceleration is zero, the third of equations (3.1) simplifies to the equation for hydrostatic balance

\[
\partial_z \bar{p} = -g \bar{\rho}.
\] (3.3)

Given the considerations above and the analysis of nearly-hydrostatic flows for well-balanced methods Botta et al. [2004], \( \mathcal{L} \) and \( f \) in (3.1) change to

\[
\mathcal{L}(q) = \begin{bmatrix}
\nabla \cdot \left( \frac{U}{\rho} + p' \mathbf{e}_x \right) \\
\nabla \cdot \left( \frac{U}{\rho} + p' \mathbf{e}_y \right) \\
\nabla \cdot \left( \frac{W}{\rho} + p' \mathbf{e}_z \right) \\
\n\nabla \cdot \mathbf{U} \\
\n\frac{U}{\rho} \cdot \nabla \theta
\end{bmatrix},
\]

\[
f(q) = \begin{bmatrix}
0 \\
0 \\
-\rho' g \\
0 \\
0
\end{bmatrix}.
\] (3.4)

System (3.1) with fluxes and source defined as (3.4) is used in this chapter.

3.2 Microphysics and definitions for moist atmospheres

Cloud microphysics includes all the thermo-physical processes at the scales of the particles that form the cloud. Examples are the phase change of water quantities or the agglomeration of particles into larger ones. The most common representation of cloud microphysics was designed by Kessler [1969]. Kessler’s model is a microphysical parametrization, meaning that it relies on the physical knowledge of certain processes without the need for a full computation of all the microscale processes that are involved. Kessler’s model only considers three forms of water: water vapor, cloud water, and rain water. Ice or drizzle for example, are not considered. Then water substances in the atmosphere are treated in terms of density of water vapor, \( \rho_v \), density of cloud water, \( \rho_c \), and density of rain, \( \rho_r \). The notation and the thermodynamics of water quantities is briefly introduced. The details of moist convection are found in Bannon [2002], Emanuel [1994], Iribarne and Godson [1981]. Given the density of dry air, \( \rho_d \), the mixing ratios of vapor, cloud, and rain are

\[
q_i = \frac{\rho_i}{\rho_d} \quad i = v, c, r.
\] (3.5)

Pressure of moist air, \( p \), is the sum of the partial pressure of dry air and the partial pressure of vapor, we have:

\[
p = \rho_d R_d T \left( 1 + \frac{q_v}{\varepsilon} \right),
\] (3.6)

where \( T \) indicates temperature, \( R_d = 287 \, J \, kg^{-1} \, K^{-1} \) is the gas constant of dry air, \( \varepsilon = R_d/R_v \), and \( R_v = 461 \, J \, kg^{-1} \, K^{-1} \) is the gas constant of water vapor. Density
temperature is defined as

\[ T_\rho = T \frac{1 + q_v/\varepsilon}{1 + q_t}, \tag{3.7} \]

where \( q_t = q_v + q_c + q_r \). From (3.7), density potential temperature is

\[ \theta_\rho = T_\rho \left( \frac{p_0}{p} \right)^{R_d/c_{pd}}, \tag{3.8} \]

where \( p_0 = 10^5 \text{ Pa} \) and \( c_{pd} = 1004 \text{ J kg}^{-1} \text{ K}^{-1} \) is the specific heat of dry air at constant pressure. In terms of \( \theta_\rho \), the equation of state becomes

\[ p = p_0 \left( \frac{R_d \rho_\rho \theta_\rho}{p_0} \right)^{c_{pd}/c_{vd}}, \tag{3.9} \]

where \( c_{vd} = 717 \text{ J kg}^{-1} \text{ K}^{-1} \) is the specific heat of dry air at constant volume.

### 3.3 Equations of moist nonhydrosotatic compressible flows

Moist dynamics can be modeled through the coupling of the Euler equations of non-viscous compressible flows (3.1) that are used to model the environmental motion, and three transport equations for water species being transported by the atmosphere. The Euler equations of atmospheric flows without rotation (3.1) with the presence of moisture can be expressed in two dimensions as

\[ \frac{\partial \mathbf{q}}{\partial t} + \mathcal{L}(\mathbf{q}) = \mathbf{f}(\mathbf{q}), \tag{3.10} \]

where

\[
\begin{bmatrix}
U \\
W \\
\rho_d \\
\theta_\rho
\end{bmatrix},
\mathcal{L}(\mathbf{q}) = \begin{bmatrix}
\nabla \cdot \left( \frac{UW_{\rho_d}}{\rho_d} + p'e_x \right) \\
\nabla \cdot \left( \frac{UW_{\rho_d}}{\rho_d} + p'e_z \right) \\
\nabla \cdot \mathbf{U} \\
\n\frac{U}{\rho_d} \cdot \nabla \theta_\rho
\end{bmatrix},
\mathbf{f}(\mathbf{q}) = \begin{bmatrix}
0 \\
0 \\
-\rho'_d g (1 + q'_v + q_c + q_r) \\
S_{\theta_\rho}
\end{bmatrix}.
\tag{3.11}
\]

We use the same notation as in section 3.1. Buoyancy of moist air in the momentum equation is due to the term \(-\rho'_d g (q'_v + q_c + q_r)\). The source or sink term \( S_{\theta_\rho} \) includes the latent heat release or gain that occurs during the phase changes of moisture variables.

In (3.11), \( q'_v, q_c, \) and \( q_r \) come from the solution of the following transport equation:

\[ \frac{\partial \varphi}{\partial t} + \mathcal{M}(\varphi) = \mathbf{m}(\varphi), \tag{3.12} \]
where
\[ \varphi = \begin{bmatrix} q_c \\ q_v \\ q_r \end{bmatrix}, \quad \mathcal{M}(\varphi) = \mathbf{u} \cdot \nabla \begin{bmatrix} q_c \\ q_v \\ q_r \end{bmatrix}, \quad \mathbf{m}(\varphi) = \begin{bmatrix} S_{q_v} \\ S_{q_c} \\ S_{q_r} \end{bmatrix}. \] (3.13)

The quantities \( S_{q_v}, S_{q_c}, S_{q_r} \) above, and \( S_{\theta} \) in the energy equation, include the microphysical processes of condensation, coalescence, and evaporation that are described in what follows. How the source terms of the previous equations are defined and how they affect the dynamics of the simulation is determined by these processes. The illustrations reported in this section are not exhaustive. The reader is referred to the literature for a more thorough analysis (e.g. see Houze [1993] and references therein).

Given the approximated Teten’s formula for saturation vapor pressure, suggested in Bolton [1980] as
\[ e^* = 611.2 \exp \left( \frac{17.67 T}{T + 243.5} \right), \]
the saturation mixing ratio is
\[ q_{vs} = \frac{\varepsilon e^*}{p - e^*}. \] (3.14)

From Klemp and Wilhelmson [1978], the \( S \)-terms in (3.13) are
\[ S_{\theta} = - \frac{L_v}{c_{pT}} (\dot{q}_{us} + E_r), \]
\[ S_{q_v} = \dot{q}_{vs} + E_r, \]
\[ S_{q_c} = - \dot{q}_{vs} - A_r - C_r, \]
\[ S_{q_r} = \frac{1}{\rho} \frac{\partial}{\partial z} (\rho V_r q_r) - E_r + A_r + C_r, \] (3.15)
where \( L_v = L_{v0} - (c_{pd} - c_{pv})(T - T_0) \) is the latent heat of vaporization with reference value \( L_{v0} = 2.5e + 6 \, J \, kg^{-1} \), \( c_{pd} \) and \( c_{pv} \) are the heat coefficients of liquid water and water vapor, respectively, at constant pressure, \( T_0 \) is a reference temperature, \( V_r \) is the terminal fall speed of raindrops (taken positive in the downward direction), and \( \dot{q}_{vs} \) is the rate of condensation or evaporation (the dot symbol indicates time derivative). \( A_r, C_r, \) and \( E_r \) are the rates of auto-conversion, collection, and evaporation, respectively, of rain. They are computed using the formulas:
\[ A_r = \text{MAX} \left( 0, k_1 (q_c - aT) \right), \] (3.16a)
\[ C_r = k_2 q_c^{0.875} q_r^{0.875}, \] (3.16b)
\[ E_r = -\frac{1}{\rho} \left( \frac{q_v}{q_{vs}} - 1 \right) k (\rho q_r)^{0.525} \left( 5.4 \times 10^5 + 2.55 \times 10^6 (p q_{vs}) \right), \] (3.16c)

where Kessler’s parameters are \( k_1 = 0.001 \text{s}^{-1} \), \( k_2 = 2.2 \text{s}^{-1} \), \( a_T = 0.001 \text{kg kg}^{-1} \), and \( k \) is the ventilation factor that is a function of the terminal fall speed.

**Method of solution**  At every time step, systems (3.10) and (3.12) are solved separately. Phase changes are applied using the saturation adjustment technique of Soong and Ogura [1973]. This consists in solving the problem in two steps. First, the equations are solved by the finite element method with an explicit time integration scheme and without considering phase change. The equations without the terms of phase change are:

\[ \frac{\partial q}{\partial t} + \mathcal{L}(q) = h(q), \] (3.17)

where

\[ h(q) = \begin{bmatrix} 0 \\ 0 \\ -\rho_d g (1 + q_v + q_c + q_r) \\ 0 \end{bmatrix}, \] (3.18)

and

\[ \frac{\partial \varphi}{\partial t} + \mathcal{M}(\varphi) = 0. \] (3.19)

Second, the solution variables are corrected using Kessler microphysics. See algorithm 1.

**Algorithm 1** Steps to add microphysical processes using saturation adjustment.

1. **Dry atmosphere and transport solution:**
   - Compute \( q^n \), the \( n \) solution of (3.17) using explicit FE.
   - Compute \( \varphi^n \), the \( n \) solution of (3.19) using explicit FE.

2. **Phase change variables:**
   - Compute \( S_{\theta_v} \) and \( m \) from Kessler microphysics.

3. **Moist solution:**
   - Update \( q^n \) and \( \varphi^n \) using \( S_{\theta_v} \) and \( m \).
3.4 Numerical formulation

We present in this section the discretization of the dry and moist atmospheric equations. The space discretization is done by finite elements stabilized by the variational multiscale method, while discretization in time is done by explicit finite differences. In the case of dry atmospheric flow we consider set (3.1) for discretization, and with the presence of moisture we discretize systems (3.17) and (3.19).

3.4.1 Compressible VMS for dry atmospheres

We proceed in analogous way to section 2.3 and do the same assumptions. In the framework of VMS we write

\[ q = q^h + \tilde{q}, \]  

and obtain the weak stabilized form of (3.1) as

\[ \int_{\Omega^h} \psi^h \frac{\partial q^h}{\partial t} d\Omega^h + \int_{\Omega^h} \psi^h \mathcal{L}(q^h) d\Omega^h - \int_{\Omega^h} \psi^h f(q^h) d\Omega^h \]

\[ + \int_{\Omega^h} \psi^h \mathcal{L}(q^h, \bar{q}) d\Omega^h - \int_{\Omega^h} \psi^h f(\bar{q}) d\Omega^h = 0 \quad \forall \psi^h \in W^h, \]

where the linearization for the \( \mathcal{L} \) operator is chosen as

\[
\mathcal{L}(q, \bar{q}) = \begin{bmatrix}
\nabla \cdot \bar{U} \\
\nabla \cdot \left( \frac{U_{\bar{U}}}{\rho} + \frac{c_0}{2} (\rho \theta)^{\gamma - 1} (\theta \bar{\rho} + \rho \bar{\theta}) e_z \right) \\
\nabla \cdot \left( \frac{U_{\bar{V}}}{\rho} + \frac{c_0}{2} (\rho \theta)^{\gamma - 1} (\theta \bar{\rho} + \rho \bar{\theta}) e_y \right) \\
\nabla \cdot \left( \frac{U_{\bar{W}}}{\rho} + \frac{c_0}{2} (\rho \theta)^{\gamma - 1} (\theta \bar{\rho} + \rho \bar{\theta}) e_z \right) \\
\ \frac{U}{\rho} \cdot \nabla \bar{\theta}
\end{bmatrix}
\]

where \( c_0 = p_0 (R/p_0)^{\gamma} \). To eliminate the \( \bar{q} \) derivatives in \( \mathcal{L}(q^h, \bar{q}) \), we integrate by parts the corresponding term in (3.21) and assume the resulting boundary term equal to zero, obtaining:

\[ \int_{\Omega^h} \psi^h \frac{\partial q^h}{\partial t} d\Omega^h + \left[ \int_{\Omega^h} \psi^h \mathcal{L}(q^h) d\Omega^h - \int_{\Omega^h} \psi^h f(q^h) d\Omega^h \right] \]

\[ - \int_{\Omega^h} s(\psi^h, q^h, \bar{q}) d\Omega^h - \int_{\Omega^h} \psi^h f(\bar{q}) d\Omega^h = 0, \]

where

\( s(\psi, q^h, \bar{q}) = \\
\int_{\Omega^h} \psi^h \left( \frac{U_{\bar{U}}}{\rho} + \frac{c_0}{2} (\rho \theta)^{\gamma - 1} (\theta \bar{\rho} + \rho \bar{\theta}) e_z \right) d\Omega^h \)

\( \cdot \nabla \cdot \left( \frac{U_{\bar{V}}}{\rho} + \frac{c_0}{2} (\rho \theta)^{\gamma - 1} (\theta \bar{\rho} + \rho \bar{\theta}) e_y \right) d\Omega^h \)

\( \cdot \left( \frac{U_{\bar{W}}}{\rho} + \frac{c_0}{2} (\rho \theta)^{\gamma - 1} (\theta \bar{\rho} + \rho \bar{\theta}) e_z \right) d\Omega^h \)

\( \cdot \frac{U}{\rho} \cdot \nabla \bar{\theta} d\Omega^h \)
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holding for all \( p \in \{1, \ldots , N\} \), where

\[
\mathbf{s}(\psi_p^h, \mathbf{q}^h, \tilde{\mathbf{q}}) = \nabla \psi_p^h \cdot \begin{bmatrix}
\tilde{\mathbf{U}} \\
\frac{\mathbf{U}_h \hat{U}}{\hat{\rho}_h} + \frac{\mu}{2} (\rho_h \theta_h)^{-1} (\theta_h \hat{\rho} + \rho_h \hat{\theta}) \hat{e}_x \\
\frac{\mathbf{U}_h \hat{V}}{\hat{\rho}_h} + \frac{\mu}{2} (\rho_h \theta_h)^{-1} (\theta_h \hat{\rho} + \rho_h \hat{\theta}) \hat{e}_y \\
\frac{\mathbf{U}_h \hat{W}}{\hat{\rho}_h} + \frac{\mu}{2} (\rho_h \theta_h)^{-1} (\theta_h \hat{\rho} + \rho_h \hat{\theta}) \hat{e}_z \\
\end{bmatrix}
+ \psi_p^h \begin{bmatrix}
0 \\
0 \\
0 \\
\frac{\nabla \cdot \left( \frac{\mathbf{U}_h}{\hat{\rho}_h} \right)}{\hat{\theta}}
\end{bmatrix}.
\]

Equation (3.26) is the weak stabilized form of equation (3.1).

The subscales are approximated in every element \( K \in \mathcal{P}_h \) as described in equation (2.24). We repeat this expression here for the sake of completeness:

\[
\tilde{\mathbf{q}} = \tau \mathbf{r}(\mathbf{q}^h),
\]

where

\[
\mathbf{r}(\mathbf{q}^h) = -\mathcal{L}(\mathbf{q}^h) + \mathbf{f}(\mathbf{q}^h)
\]

is the residual of the governing equation and \( \tau = \text{diag}(\tau_\rho, \tau_U, \tau_V, \tau_W, \tau_\theta) \) is the stabilization diagonal matrix. We define \( \tau \) element-wise as follows

\[
\tau_\rho = \tau_U = \tau_V = \tau_W = \frac{1}{4} \frac{h}{\|\mathbf{u}\| + c} \quad \text{and} \quad \tau_\theta = \frac{1}{4} \frac{h}{\|\mathbf{u}\|}.
\]

Above, \( h \) is the element characteristic length that, in this work, is taken as the shortest edge of the element. The expression for \( \tau_\rho, \tau_U, \tau_V, \tau_W \) meet expression (2.25) when \( \mu = 0 \), except for the factor \( \frac{1}{4} \) which is used in the Euler equations of atmospheric flows case because is seen to perform better for the examples that we solve, otherwise the results become too diffusive. We think that this is due to the fact that we are dealing with very low Mach problems. Concerning \( \tau_\theta \), we observe better stabilization if it does not depend on \( c \), because \( \|\mathbf{u}\| \) is the characteristic speed of the last equation of system (3.1). It is important to see the local nature of the sub-scales that are meant to exist only where residuals are important. This, with non-constant values, marks the major difference with respect to artificial diffusion. This fact is illustrated in Figs. 3.2 and 3.4, where the physical structure and the values of \( \tilde{\mathbf{q}} \) (normalized with respect to the corresponding maximum value of \( \mathbf{q} \)) are shown, for two of the benchmarks solved in Section 3.5.

VMS can not be seen as a physical viscosity. Considering equations (3.4.1) and (3.31), we see that the VMS stabilization is not only made of diffusion-like terms, but by terms that can not be classified as viscous contributions. VMS stabilization is a result of their interaction.
3.4.2 Compressible VMS for moist atmospheres

Compressible VMS is here applied to systems (3.17) and (3.19). We proceed as is subsection 3.4.1 and use the same notation. Then we obtain the stabilized weak form of the Euler equation (3.17) as

\[
\int_{\Omega_h} \psi_p \frac{\partial \rho^h}{\partial t} d\Omega^h + \int_{\Omega_h} \psi_p \mathcal{L}(q^h) d\Omega^h - \int_{\Omega_h} \psi_p h(q^h) d\Omega^h
\]

\[
\text{Galerkin term}
\]

\[
- \sum_{K \in \mathcal{P}_h} \int_K \left( s_E(\psi_p^h, q^h, \tilde{q}) - \psi_p^h h(\tilde{q}) \right) dK = 0 ,
\]

\[
\text{Stabilization term}
\]

holding for all \( p \in \{1, \ldots, N\} \), where

\[
s_E(\psi_p^h, q^h, \tilde{q}) = \nabla \psi_p^h \cdot \begin{bmatrix}
\mathbf{U} \\
\frac{U^h}{\rho^h} + \frac{c^2}{2} (\rho^h \theta^h - (\theta^h \rho^h + \rho^h \theta^h) e_x) \\
\frac{U^h}{\rho^h} + \frac{c^2}{2} (\rho^h \theta^h - (\theta^h \rho^h + \rho^h \theta^h) e_z) \\
\frac{U^h}{\rho^h} \tilde{\theta}_\rho \\
\nabla \cdot (\frac{U^h}{\rho^h} \tilde{\theta}_\rho)
\end{bmatrix} + \psi_p^h \left( \begin{array}{c} 0 \\
0 \\
0 \\
0 \\
\nabla \cdot (\frac{U^h}{\rho^h} \tilde{\theta}_\rho)
\end{array} \right),
\]

(3.26)

We note that the stabilization term of equation (3.26) is computed using the fluxes and source terms defined in (3.1) instead of (3.4).

With analogous reasoning, the splitting \( \varphi = \varphi^h + \tilde{\varphi} \) yields the stabilized weak form of equation the transport equation (3.19) as

\[
\int_{\Omega_h} \psi_p \frac{\partial \varphi^h}{\partial t} d\Omega^h + \int_{\Omega_h} \psi_p \mathcal{M}(\varphi^h) d\Omega^h - \sum_{K \in \mathcal{P}_h} \int_K s_T(\psi_p^h, \tilde{\varphi}) dK = 0 ,
\]

(3.28)

holding for all \( p \in \{1, \ldots, N\} \), where \( \mathcal{M}(\varphi^h) = \mathbf{u}^h \cdot \nabla \varphi^h \) and

\[
s_T(\psi_p^h, \tilde{\varphi}) = (\nabla \psi_p^h \cdot \mathbf{u}^h + \psi_p^h \nabla \cdot \mathbf{u}^h) \tilde{\varphi} .
\]

(3.29)

We define \( \varphi^h \) as the projection of \( \varphi \) onto \( W^h \) and expand it as

\[
\varphi^h(\mathbf{x}, t) = \sum_{p=1}^N \psi_p^h(\mathbf{x}) \varphi_p^h(t) ,
\]

(3.30)
where $\xi \in \Omega^h$ and $\varphi^h_p(t)$ is the value of $\varphi^h$ at node $x_p$ and time $t$.

The subgrid scales are approximated in every element $K \in P^h$ by the corresponding residual-based expressions

$$\begin{align*}
\tilde{q} &= \tau_E \mathbf{r}_E(q^h) \quad \text{and} \quad \tilde{\varphi} = \tau_T \mathbf{r}_T(\varphi^h),
\end{align*}$$

(3.31)

where $\tau_E$ and $\tau_T$ are the stabilization parameter matrices of the Euler and transport equations, respectively; and $\mathbf{r}_E(q^h) = -\mathcal{L}(q^h) + \mathbf{h}(q^h)$ and $\mathbf{r}_T(\varphi^h) = -\mathcal{M}(\varphi^h)$ are the residuals of equations (3.17) and (3.19), respectively. For the compressible Euler equations (3.17), the stabilization parameter $\tau_E$ is that of equation (3.25). Concerning the transport equations (3.19), we use the classical stabilization parameter of Hughes and Mallet [1986a]:

$$\tau_T = \frac{1}{2} \frac{h}{||u||}.$$  

(3.32)

Turbulent mixing is an important ingredient in the simulation of moist atmospheres. Because in this work turbulence is not accounted for, the limitations of the model that we present are obvious. In the absence of a proper turbulence closure scheme, many research codes represent subgrid-scale mixing with an artificial viscous term. The amount of diffusivity that VMS introduces is localized and limited to the regions of important gradients, as it will be seen in the numerical results of this chapter. In the current formulation, it cannot be considered as a type of turbulence model. Research is indeed being carried out in this direction and the reader is referred to, e.g., Bazilevs et al. [2007], Koobus and Charbel [2004], Wasberg et al. [2009], where a large eddy simulation (LES) system based on the ideas behind VMS is described. The main difference between VMS described in this article and VMS defined for LES, lies in the additional viscous stresses that are necessary for a proper turbulence modeling and that are considered in the three referenced articles. This topic represents an open field of research that, however, goes beyond the scope of this work.

### 3.4.3 Time discretization for dry atmospheres

Although we are fully aware of its limits when applied to atmospheric simulations, in this work we simply apply a linear explicit Euler time integration scheme. Time discretization
of (3.26) gives
\[
\int_{\Omega_h} \psi_p^h \frac{q^{h,n+1} - q^{h,n}}{\Delta t} \, d\Omega_h = - \int_{\Omega_h} \psi_p^h \mathcal{L}(q^{h,n}) \, d\Omega_h + \int_{\Omega_h} \psi_p^h f(q^{h,n}) \, d\Omega_h \\
+ \int_{\Omega_h} s(q_p^h, q^{h,n}, \tilde{q}^{n+1}) \, d\Omega_h + \int_{\Omega_h} \psi_p^h f(\tilde{q}^{n+1}) \, d\Omega_h.
\]
(3.33)

holding for all \( p \in \{1, \ldots, N\} \), where we define \( \tilde{q}^{n+1} = \tau r(q^{h,n}) \). As done in subsection 2.3.5, an elementary time step is defined as
\[
\Delta t_{el} = C \frac{1}{4 \|u\| + c},
\]
(3.34)

where \( C \in (0, 1) \) is the CFL number and \( h \) is the smallest edge length of the element. Expression (3.34) is recovered as well from (2.47) when the particular case of the Euler equations is considered. \( \Delta t_{el} \) is interpolated on the nodes of the grid, obtaining a local time step \( \Delta t_p, p = 1, \ldots, N \), at each node \( x_p \) of the grid. As it is expressed in (2.48), the global time step is computed as the minimum time step of the domain:
\[
\Delta t = \min_{p=1,\ldots,N} \{ \Delta t_p \}.
\]
(3.35)

As it is analogously done in subsection 2.3.5, the value of \( q^{h,n+1} \) at each node of the computational grid is
\[
q^{h,n+1} = q^{h,n} + \Delta t \, M^{-1} \left( G(q^{h,n}) + S(q^{h,n}, \tilde{q}^{n+1}) \right),
\]
(3.36)

In (3.38), \( M \) is the global mass matrix, defined in (2.50), which is diagonalized by lumping techniques Hughes [2000]. \( G \) and \( S \) are the Galerkin and stabilization vectors, respectively, which are constructed by assembly of
\[
G_p(q^{h,n}) = - \int_{\Omega_h} \psi_p^h \mathcal{L}(q^{h,n}) \, d\Omega_h + \int_{\Omega_h} \psi_p^h f(q^{h,n}) \, d\Omega_h
\]
\[
S_p(q^{h,n}, \tilde{q}^{n+1}) = \int_{\Omega_h} s(q_p^h, q^{h,n}, \tilde{q}^{n+1}) \, d\Omega_h + \int_{\Omega_h} \psi_p^h f(\tilde{q}^{n+1}) \, d\Omega_h,
\]
respectively, for \( p = 1, \ldots, N \). We define \( \tilde{q}^{n+1} = \tau r(q^{h,n}) \) and \( q^{h,n} \) is computed using equality (2.12). All the integrals above are approximated by Gauss quadrature (2.53).

**Well-balanced atmosphere and interpolation error** Numerical integration by the Gauss quadrature rule demands a linear interpolation of the integrand from the grid nodes to the Gauss points placed inside the element. In a problem where small perturbations from a reference state are the quantities of interest, if the interpolation step of the
reference state values is not done properly the hydrostatic balance can not be assured. This is because the error of interpolation of the reference state would be orders of magnitude larger than the approximated values of the perturbation variables. To maintain a balanced state up to machine precision, we opt for a simple technique that consists of explicitly computing the reference quantities at the Gauss points, while interpolating only the deviation variables. We test this equilibrium preserving methodology by the two-dimensional equilibrium test presented in Botta et al. [2004] and Gassmann [2010], a resting atmosphere over a steep mountain that must remain still at all times. We observe that equilibrium is indeed preserved with this simple technique; the same does not apply if the same exercise is solved without the explicit computation of the reference state at the Gauss nodes. For more detail on this test refer to Marras [2012], Marras et al. [2013a].

No special numerical treatment or special assumption on the governing equations are considered for the low Mach regime typical of atmospheric dynamics. Nevertheless, this algorithm can treat a widespread range of flow regimes including very low Mach number flows.

No dimensional splitting is used in that both the horizontal and vertical directions are not distinguished in the discretization process. In other words, the Euler equations are solved by the same numerical method in all space dimensions. The great advantage of this is that the code becomes totally free from the geometry of the grid. This approach is classical in CFD and was first applied in NWP by Bacon et al. [2000], Bonaventura [2000], Giraldo and Restelli [2008] using finite volumes, finite differences, and high order spectral elements, respectively.

### 3.4.4 Time discretization for moist atmospheres

As it is analogously presented in subsection 3.4.3, time discretization of (3.26) by a forward Euler method gives

\[
\int_{\Omega_h} \psi_p h q^{h,n+1} \Delta t - \int_{\Omega_h} \psi_p h \mathcal{L}(q^{h,n}) d\Omega_h + \int_{\Omega_h} \psi_p h(\tilde{q}^{n+1}) d\Omega_h
\]

\[
+ \sum_{K \in P_h} \int_K \left( s_E(\psi_p, q^{h,n}, \tilde{q}^{n+1}) + \psi_p h(\tilde{q}^{n+1}) \right) dK,
\]

holding for all \( p \in \{1, \ldots, N\} \). Then the value of \( q^{h,n+1} \) at each node of the computational grid is obtained as

\[
q^{h,n+1} = q^{h,n} + \Delta t M^{-1} \left( G_E(q^{h,n}) + S_E(q^{h,n}, \tilde{q}^{n+1}) \right),
\]
where $G$ and $S$ are the Galerkin and stabilization vectors, respectively, which are constructed by assembly of
\[ G_p^{E}(q^{h,n}) = - \int_{\Omega} \psi_p^h \mathcal{L}(q^{h,n}) d\Omega^h + \int_{\Omega} \psi_p^h f(q^{h,n}) d\Omega^h \]
\[ S_p^{E}(q^{h,n}, \tilde{q}^{n+1}) = \sum_{K \in P_h} \int_K (s_p^E(\psi_p^h, q^{h,n}, \tilde{q}^{n+1}) + \psi_p^h h(\tilde{q}^{n+1})) dK , \]
respectively, for $p = 1, \ldots, N$. We define $\tilde{q}^{n+1} = \tau_E r_E(q^{h,n})$ and $q^{h,n}$ is computed using equality (2.12).

For the transport equation (3.28) we proceed analogously and obtain the corresponding discretized expression
\[ \varphi^{h,n+1} = \varphi^{h,n} + \Delta t M^{-1} (G_T(\varphi^{h,n}) + S_T(\varphi^{h,n}, \tilde{\varphi}^{n+1})) , \quad (3.39) \]
where
\[ G_T^{p}(\varphi^{h,n}) = - \int_{\Omega} \psi_p^h M(\varphi^{h,n}) d\Omega^h \]
\[ S_T^{p}(\varphi^{h,n}, \tilde{\varphi}^{n+1}) = \sum_{K \in P_h} \int_K s_T(\psi_p^h, \tilde{\varphi}^{n+1}) dK , \]
for $p = 1, \ldots, N$.

In the presence of moisture, a safety factor $C = 0.5$ is used in the computation of the time step $\Delta t$ from (3.34)-(3.35) in all the solved examples. Once $q^{h,n+1}$ and $\varphi^{h,n+1}$ are computed from (3.38) and (3.39), we update their values using the microphysics constants from Kessler [1969].

### 3.5 Numerical results

In this section, the compressible VMS algorithm for atmospheric flow presented in Section 3.4 is tested against a suite of five standard tests in a low Mach environment. Four test cases in a dry atmosphere (three two-dimensional tests and a three-dimensional one) and one test case of moist atmospheric flow in two dimension. The first two tests are a rising thermal bubble and a density current, in Subsections 3.5.1 and 3.5.2, respectively. They are two-dimensional tests. The idea is that we perturb the background atmosphere with thermal anomalies that vary in definition and size. These tests do not have analytic solution and the metrics that we use are based on comparison with the literature using symmetry considerations, front velocity of the moving thermal perturbation, and the magnitude of extrema. In Subsection 3.5.3, we solve a two-dimensional mountain problem that have semi-analytic solution based on the linear theory of small perturbations. The last case in a dry atmosphere, in Subsection 3.5.4, is a three-dimensional rising thermal
bubble. Finally, in Subsection 3.5.5 we solve a two-dimensional convective storm and precipitation of warm rain. The numerical results presented in this section, have been included in Marras [2012], Marras et al. [2013a,b, 2015]. Here we concentrate on the numerical discussion of the problems which represents the major contribution of this thesis to this work.

In the two-dimensional mountain case and the two-dimensional storm problem, the top and lateral boundaries are treated with the Rayleigh-type non-reflecting boundary conditions described in Durran and Klemp [1983], Klemp and Lilly [1978], Marras [2012], Restelli [2007]. The use of a Rayleigh-type absorbing layer avoids reflection of internal gravity waves and high-frequency acoustic waves by damping of the solution inside the absorbing layer. It is worth to remark that within the absorbing layer the numerical method remains the same. In the area occupied by the absorbing layer, the solution variables $q$ are corrected as $q_{\text{corrected}} = q + D(q - q_b)$, where $q_b$ indicates the value of the unknown at the nodes on the physical boundary and $D \in [0,1]$ is the damping coefficient which depends on the distance from the base of the absorbing layer, in a way that $D = 0$ at the base of the absorbing layer and $D = 1$ at the physical boundary.

The upper boundary is more critical than the lateral boundaries and, following Restelli’s experience, we use different damping coefficients for the two cases (see Restelli [2007] for details). Refer for example to Marras [2012] for an explicit definition of $D$.

### 3.5.1 Warm bubble

A large bubble of radius $r_o = 50 m$ and centered in $(x_c, z_c) = (500, 260) m$ is initially at rest and used to perturb the atmosphere at uniform $\bar{\theta} = \theta_0 = 300 K$. The thermal perturbation is defined by a Gaussian as in the original problem of Robert [1993], where the domain extends within $[0, 1000] \times [0, 1500] m^2$. The thermal perturbation with amplitude $A = 0.5 K$ and $\sigma = 100 m$ is defined by the law:

$$
\theta' = \begin{cases} 
A & \text{if } R \leq r_o \\
Ae^{-(R-r_o)^2/\sigma^2} & \text{if } R > r_o
\end{cases}
\quad(3.40)
$$

where the perturbation boundary is $R = \sqrt{(x - x_c)^2 + (z - z_c)^2}$. Zero normal velocity is imposed at the four boundaries to impose no flux boundary conditions.

The background state is characterized by a neutral atmosphere with uniform potential temperature $\bar{\theta}$ and background pressure $\bar{p}$ in hydrostatic equilibrium satisfying equation
(3.3) such that
\[ \bar{p} = p_0 \left( 1 - \frac{g}{c_p \theta_0} z \right)^{c_p/R}, \]
where the surface potential temperature and surface pressure are \( \theta_0 = 300 \, K \) and \( p_0 = 10^5 \, Pa \). The equation of state (3.2) is used to derive \( \bar{\rho} \):
\[ \bar{\rho} = \frac{p_0^{R/c_p}}{R \theta_0} \bar{p}^{c_p/c_p}. \]

For comparison against Robert [1993], the final time is set to \( T = 1080 \, s \). The computational grid resolution is \( \Delta x = \Delta z = 2.5 \, m \). The plots of \( \theta' \), \( p' \), \( u \), and \( w \) are shown in Fig. 3.1. The solution presents rotating structures qualitatively comparable to the result of the reference. Fig. 3.2 shows the normalized values and distribution of the subscales \( \tilde{q} \) on the domain. As expected from equation (3.31), their values are more important where residuals are bigger. Table 3.1 shows \( \tilde{q} \) and \( q^h \) extrema.
Figure 3.1: Warm bubble. Solution at $T = 1080$ s for grid resolution $\Delta x = \Delta z = 2.5 \text{ m}$. Top row: $\theta'$ and $p'$ contours. Bottom row: $u$ and $w$ contours.
Figure 3.2: Warm bubble. Filled contours of the normalized subscales at $T = 1080\,\text{s}$ and $\Delta x = \Delta z = 2.5\,\text{m}$ resolution. Top row: $\tilde{\rho}/\rho_{\text{max}}$, $\tilde{\theta}/\theta_{\text{max}}$. Bottom row: $\tilde{U}/U_{\text{max}}$, $\tilde{W}/W_{\text{max}}$. 

\[ 
\text{SGS}(\text{rho}) \ (\text{kg}/\text{m}^3) \text{ at } 1020 \, \text{s} \quad \text{SGS}(\text{theta}) \ (\text{K}) \text{ at } 1020 \, \text{s} 
\]

\[ 
\text{SGS(U)} \ (\text{kg}/\text{m}^2/\text{s}) \text{ at } 1020 \, \text{s} \quad \text{SGS(W)} \ (\text{kg}/\text{m}^2/\text{s}) \text{ at } 1020 \, \text{s} 
\]
3.5.2 Density current

After its introduction in different numerical Carpenter et al. [1990] and experimental Droegemeier and Wilhelmson [1987] studies, Straka et al. [1993] documented in detail the density current problem as a standard benchmark in NWP. In this work, like in Ahmad and Lindeman [2007], Straka’s test is modified and run without the artificial diffusion with diffusivity constant $K = 75 \text{ m}^2 \text{s}^{-1}$. The initial base-state atmosphere is characterized by a uniform potential temperature $\bar{\theta} = \theta_0 = 300 \text{ K}$ within the domain $[-25600, 25600] \times [0, 6400] \text{ m}^2$. A perturbation of $\theta$ centered in $(x_c, z_c) = (0, 3000) \text{ m}$ and with radii $(r_x, r_z) = (4000, 2000) \text{ m}$ is given by the cosine distribution

\[
\theta' = \begin{cases} 
0 & \text{if } R > 1 \\
A \left[ \frac{1 + \cos(\pi R)}{2} \right] & \text{if } R \leq 1 
\end{cases} \tag{3.43}
\]

where $A = -15 \text{ K}$ is the perturbation amplitude, and $R$ the analytical definition of the perturbation that goes as

\[
R = \sqrt{\left( \frac{x - x_c}{r_x} \right)^2 + \left( \frac{z - z_c}{r_z} \right)^2}.
\]

The same background state from Subsection 3.5.1 is used here. The four boundaries are defined as no-flux permitting walls. The initial velocity is zero.

Fig. 3.3 shows the contours of $\theta'$ at $T = 900 \text{ s}$ for four different resolutions: 1) $\Delta x = \Delta z = 25 \text{ m}$, 2) $\Delta x = \Delta z = 50 \text{ m}$, 3) $\Delta x = \Delta z = 75 \text{ m}$, and 4) $\Delta x = \Delta z = 100 \text{ m}$. The cold perturbation introduces a heavier pool of air whose downward motion is responsible for the development of the propagating front. Inertia causes the top layers of the front to pull back giving rise to Kelvin-Helmholtz structures.

Being inviscid, the result should be comparable to that presented by Ahmad and Lindeman [2007], where the solution is computed on a grid of size $\Delta x = \Delta z = 50 \text{ m}$. At the same resolution, we observe the same number rotating structures (see Fig. 3.3) and measure a difference of the front position normalized by the domain half-length equal
to 0.0135. We consider the front position defined as the last node on the ground where $\theta' = -1K$. The front position is at 14629 m at 900 s for the 50 m resolution, giving a front speed of 16.25 m s$^{-1}$. The front is slower on a coarser grid as it is also observed in Fig. 5 of Straka et al. [1993]. Concerning $\theta'$, a peak appears close to the ground. On the finest grid, $\theta'_{\text{max}} = 7.81 K$ at $(x, z) = (11802, 0) m$ at 900 s. Through extensive numerical experiments we observed that the peak remains bounded and does not propagate in its neighborhood. However, this should be analyzed in detail in the future.

As the resolution is increased, the amount of structures that are resolved increases as well. The solution is inviscid, non-linear, and non-steady. Without viscosity that could homogenize the solution by diffusive effects, we do not expect to reach space-convergence to a common solution. Rather, we expect more and more structures to be resolved until the smallest refinement of the order of the subgrid scales is reached. This goes way beyond the resolutions of interest in NWP and its analysis falls out of the scope of this work. In Fig. 3.3, oscillations in potential temperature appear in the wake of the density current. They are a consequence of the large inertia of the falling pool that, once it has reached the ground, abruptly changes direction of motion. The oscillations are partially dragged by the wake of the flow and stand still in the proximity of the lower layers of the domain. The small numerical dissipation that is added by VMS is not enough to suppress them. A localized discontinuity capturing method may be a viable solution.

Fig. 3.4 shows the normalized values and distribution of the subscales on the domain. As expected from equation (3.31), their values are more important where residuals are bigger. Table 3.2 shows $\tilde{q}$ and $q^h$ extrema.
Figure 3.3: Density current. Contours of $\theta'$ at $T = 900 \text{s}$ for four different grid resolutions. Top row: $\Delta x = \Delta z = 25 \text{m}$ and $\Delta x = \Delta z = 50 \text{m}$ resolution. Bottom row: $\Delta x = \Delta z = 75 \text{m}$ and $\Delta x = \Delta z = 100 \text{m}$ resolution.

Figure 3.4: Density current. Filled contours of the normalized subscales at $T = 900 \text{s}$ and $\Delta x = \Delta z = 50 \text{m}$ resolution. Top row: $\tilde{\rho}/\rho_{\text{max}}, \tilde{\theta}/\theta_{\text{max}}$. Bottom row: $\tilde{U}/U_{\text{max}}, \tilde{W}/W_{\text{max}}$. 
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Table 3.2: Density current. $\tilde{q}$ and $q^h$ extrema at $T = 900s$ and $\Delta x = \Delta z = 50 m$

<table>
<thead>
<tr>
<th>$\rho^h$</th>
<th>$\tilde{\rho}$</th>
<th>$U^h$</th>
<th>$\tilde{U}$</th>
<th>$W^h$</th>
<th>$\tilde{W}$</th>
<th>$\theta^h$</th>
<th>$\tilde{\theta}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>max.</td>
<td>1.206</td>
<td>40.76</td>
<td>2.606e-2</td>
<td>18.60</td>
<td>2.448e-2</td>
<td>348.8</td>
<td>0.3</td>
</tr>
<tr>
<td>min.</td>
<td>0.6472</td>
<td>-40.76</td>
<td>-2.606e-2</td>
<td>-25.97</td>
<td>-4.748e-2</td>
<td>19.4</td>
<td>-0.5834</td>
</tr>
</tbody>
</table>

3.5.3 Linear hydrostatic mountain waves

We are solving the flow passing through a mountain Smith [1979]. The mountain is the Witch of Agnesi

$$h(x, z) = \frac{h_c}{1 + \left(\frac{x-x_c}{a_c}\right)^2},$$

(3.44)

with height $h_c = 1 m$, semi-width $a_c = 10000 m$ and center $x_c = 120000 m$ within the domain $[0, 240000] \times [0, 24000] m^2$ Durran and Klemp [1983], Smith [1979]. The initial flow has uniform velocity $(\bar{u}, \bar{w}) = (20, 0) m s^{-1}$. The Brunt–Väisälä frequency, defined as

$$N^2 = g \frac{\partial}{\partial z} \ln \tilde{\theta},$$

(3.45)

is $N = 0.0195 s^{-1}$ in this case. The described values of $N$, $h_c$, $a_c$ lead to a flow of strong stability over a wide mountain. These conditions are such that a gravity wave propagates only vertically, with negligible vertical accelerations. The steady state solution is expected at $T > 10 hrs$ approximately. The correct simulation of vertically propagating linear hydrostatic mountain waves is a classical test to verify a model’s robustness and efficiency.

We use a computational grid with $400 \times 200$ bilinear elements in $x$ and $z$, giving a resolution of $600 m$ in $x$ and $120 m$ in $z$. No-flux boundary conditions are used on the bottom boundary while the top and lateral boundaries are treated with the non-reflecting boundary conditions described in the begining of Section 3.5. The absorbing layer is built at $z \geq 12000 m$ and for $x \leq -80000 m$ and $x \geq 80000 m$.

By integration of (3.45) along $z$, we obtain the background potential temperature as

$$\tilde{\theta} = \theta_0 e^{\frac{N^2}{g} z},$$

(3.46)

where $\theta_0$ is the potential temperature measured at the surface. In the case of linear hydrostatic flows, an isothermal atmosphere with $\theta_0 = 250 K$ flows above a single-peaked mountain. Hydrostatic balance is verified for $\tilde{\rho}$. From equations (3.3) and (3.2) and under
the hypothesis of isothermal atmosphere, the background pressure is found as:

\[
\bar{p} = p_0 e^{-\frac{g}{R\theta_0} z}.
\]  

(3.47)

In Fig. 3.5 the numerical solution of \(u', w',\) and \(\theta'\) is plotted on top of the analytic solution. Convergence to the stationary condition is measured by the time variation of vertical momentum flux. The momentum flux for hydrostatic mountains is defined as

\[
m(z) = \bar{p}(z) \int_{-\infty}^{\infty} u'(x, z) w'(x, z) \, dx.
\]  

(3.48)

For analysis, \(m(z)\) is normalized by the analytic hydrostatic momentum flux \(m_{HS}(z) = -0.25\pi \rho_0 \bar{u} Nh_c^2\), where \(\rho_0\) is the density on the ground. From the normalized momentum flux, \(m(z)/m_{HS}(z)\), represented in Fig. 3.6 we deduce that the simulation has reached steady-state after \(T = 12\) hrs.

The deviation errors are quantified by the root-mean-square error (RMS) and normalized \(L_2\) norm given by

\[
\text{RMS} = \sqrt{\frac{1}{n_{\text{nodes}}} \sum_{k=1}^{n_{\text{nodes}}} (q_k^h - q_k^{\text{analytic}})^2 / n_{\text{nodes}}}
\]

and

\[
\|q^h - q^{\text{analytic}}\|_{L_2} = \sqrt{\frac{1}{\sum_{p=1}^{N_p} (q_p^h - q_p^{\text{analytic}})^2} / \sum_{p=1}^{N_p} (q_p^{\text{analytic}})^2},
\]

where \(q^{\text{analytic}}\) is the analytic solution, \(N\) is the number of nodes of the grid, and \(q_p\) is the value of \(q\) at node \(p\). RMS and the normalized \(L_2\)-norm of \(q^h - q^{\text{analytic}}\) are computed inside the portion of domain that is not affected by the Rayleigh-type boundary conditions and reported in Table 3.3. It emerges that the vertical perturbed velocity approximates the analytic solution best. This is expected from the hydrostatic regime of the problem, where vertical acceleration should be sufficiently small. The discrepancy of \(u'\) and \(\theta'\) with respect to the analytic solution appears within the acceptable values from previous studies using element-based methods (e.g., Giraldo and Restelli [2008]).
Figure 3.5: Linear hydrostatic mountain waves. From top left, in clockwise direction: $u'$, $w'$, and $\theta'$ contours at $T = 12$ hrs computed on a grid of $400 \times 200$ bilinear elements. The numerical and analytic solutions are black and red, respectively. The negative values are dashed. The contours are plotted as: $-0.025 \leq u' \leq 0.025$ with contour interval of 0.005; $-0.005 \leq w' \leq 0.005$ with contour interval of 0.0005; $-0.025 \leq \theta' \leq 0.025$ with contour interval of 0.00357.
Figure 3.6: Linear hydrostatic mountain waves. Normalized momentum flux at $T = 2\, \text{hrs}, 10\, \text{hrs}, 12\, \text{hrs}$.

Table 3.3: Linear hydrostatic mountain waves. $RMS$ and normalized $L_2$ norm of $q^h - q^{analytic}$ for 400 × 200 elements.

<table>
<thead>
<tr>
<th></th>
<th>$\theta'$</th>
<th>$u$</th>
<th>$w$</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMS</td>
<td>1.519e-3</td>
<td>2.294e-3</td>
<td>2.784e-4</td>
</tr>
<tr>
<td>$L_2$</td>
<td>1.972e-2</td>
<td>2.350e-2</td>
<td>1.127e-2</td>
</tr>
</tbody>
</table>

3.5.4 3D warm bubble

The problem of a 3D rising thermal bubble is taken from Ahmad [2008]. The domain is the volume $[0, 3200] \times [0, 3200] \times [0, 4000]$ m$^3$. The initial atmosphere is neutrally stratified with $\bar{\theta} = \theta_0 = 300$ K. Its perturbation, $\theta'$, is now spherical and is centered in $(x_c, y_c, z_c) = (1600, 1600, 500)$ m. It is a linear function of space and defined as

$$\theta' = A \left( 1 - \frac{R}{r_0} \right),$$

where $R = \sqrt{(x - x_c)^2 + (y - y_c)^2 + (z - z_c)^2}$, $r_0 = 250$ m, and $A = 2$ K. The initial velocity field is zero everywhere. Solid boundaries are prescribed.
As for two-dimensional advective thermals, the warm perturbation generates acceleration in the inner region of the bubble where temperature is higher, with subsequent downdrafts originating at the boundaries of the perturbation. A classical mushroom shape generates because of the faster, vertically moving, center of the thermal. The mesh resolution is uniform and set to 40 m using $80 \times 80 \times 100$ hexahedra. Symmetry considerations and direct comparison against Ahmad [2008] are used to evaluate the results.

Fig. 3.7 display the $xz$ and $yz$ cross-sections of $\theta'$ and $p'$ at $T = 480$ s. Due to the symmetric nature of the problem and the initial spherical shape of $\theta'$, the evolution of the perturbation of potential temperature is expected to remain axisymmetric at all times. The same consideration applies to the perturbation of density ($\rho'$, not shown), and hence pressure. By observing Fig. 3.7, this is indeed verified. At $T = 480$ s the front is at $z = 2400$ m approximately.
3.5.5 Storm-GGD12

We simulate the two-dimensional convective storm and precipitation of warm rain presented in Gaberšek et al. [2012]. A layer of unsaturated water vapor characterizes the lower troposphere. The amount of moisture decreases with height and the flow is forced by a vertical wind shear. Condensation starts in a volume that contains water vapor.
and is raised to regions of lower temperature and pressure. These conditions allow the expansion of the wet volume and hence vapor condensation. Buoyancy is excited by an elliptical warm bubble whose characteristics are described in equation (3.50) below. Once the rising air parcels reach the level of free convection, lifting continues as long as the parcels are less dense than the surroundings. At saturation, rain begins to form and precipitate.

An atmospheric sounding is a measurement of vertical distribution of physical properties of the atmospheric column. The vertical wind shear, as well as the initial background temperature, water vapor, and horizontal velocity come from the sounding of Gaberšek et al. [2012], Rotunno et al. [1988]. The domain extends along 240 km in the horizontal and 24 km in the vertical directions. The thermal perturbation of potential temperature $\theta'$ is centered at $(x_c, z_c) = (120, 2) \text{ km}$ and defined by

$$\theta' = \theta_c \cos^2 \frac{\pi r}{2} \text{ if } r \leq 1,$$

with amplitude $\theta_c = 5.0 \text{ K}$ and $r = \sqrt{(x - x_c)/x_c^2 + (z - z_c)/z_c^2}$. The radii of the ellipse are $(x_r, z_r) = (10, 1.5) \text{ km}$. The weak stability of the atmosphere changes from a Brunt-Väisälä frequency $N = 0.01 \text{ s}^{-1}$ below the tropopause (at approximately 12 km) to a more stable condition with $N = 0.02 \text{ s}^{-1}$ above 12 km.

The simulation is performed on a computational grid with horizontal resolution $\Delta x = 580 \text{ m}$ and vertical spacing $\Delta z = 290 \text{ m}$ (414 × 83 quadrilateral elements). The grid spacing is chosen to reproduce, as faithfully as possible, the nominal grid used by Gaberšek et al. [2012] with high-order spectral elements of unevenly spaced nodes.

The boundaries are modeled as follows. The top and bottom boundaries are rigid walls that allow free-slip. Given a domain sufficiently large compared to the extension of the cloud, periodic boundary conditions in the $x$ direction are a suitable choice. The formation of a lifting convective cloud is the cause of upward-propagating gravity-waves which reflect back to the computational domain. For this reason the absorbing layer condition described in the beginning of Section 3.5 is implemented on the top boundary. The Rayleigh layer is introduced at $z \geq 11.7 \text{ km}$. The effect of the absorbing layer is evident in the upper region of the domain where the contour lines of $\theta$ are oscillation-free. Reflecting gravity waves could affect the thermodynamic fields by unwanted oscillations that eventually could either quench or boost unphysically the development of the storm.

The storm evolution is presented in Figures 3.8 and 3.9. The cloud starts to form at approximately $t = 900 \text{ s}$ (not shown) with precipitating water reaching the ground at $t = 1800 \text{ s}$ (Fig. 3.8, bottom). The vertical motion of the cloud top stops at the tropopause, where the stability of the background state increases. The cold pool that
forms on the surface due to evaporation and consequent air cooling is visible in Fig. 3.9. Fig. 3.10 shows the velocity vector field of the developing storm. We observe the important vertical motion through the core of the developing cloud which splits left and right as the cloud top approaches the tropopause. The numerical values of the maxima are collected in Table 3.4. The results remain quantitatively and qualitatively comparable to those in Gaberšek et al. [2012].

In Fig. 3.11, the spatial distribution of the subscales is shown. We observe that the subscales are more important within the regions of highest convection, precipitation, and highest gradients of density potential temperature. The locality of VMS, and hence the value of the subscales, could be used as an error estimator if grid refinement were to be used.
Figure 3.8: Storm-GGD12. Storm evolution at 1800 s (bottom), 6000 s (middle), and 9000 s (top), solved on uniform grid with $\Delta x = 580$ m and $\Delta z = 290$ m ($414 \times 83$ quadrilaterals). The thick black contour represents the outline of the cloud where $q_c = 10^{-5} \text{kg kg}^{-1}$. Precipitating water $q_r \geq 10^{-4} \text{kg kg}^{-1}$ is plotted in solid red color.
Figure 3.9: Storm-GGD12. As in Fig. 3.8, but with filled contours of $\theta'$. At 1800 s (bottom), 6000 s (middle), and 9000 s (top). The color scales are left free to show the absolute extrema of $\theta'$. 
Figure 3.10: Storm-GGD12. Velocity vectors and cloud water contour ($q_c = 10^{-5} \text{kg kg}^{-1}$) for the storm simulation on the grid of $\Delta x = 580 \text{m}$ and $\Delta z = 290 \text{m}$ (414×83 quadrilaterals). At 1800 s (bottom), 6000 s (middle), and 9000 s (top).

Table 3.4: Storm-GGD12. Results of the extrema of $\theta'_\rho$, $q_c$, $q_r$, $w$. $t_{q_c}$ and $t_{q_r}$ indicate the time when $q_c$ and $q_r$ first form.

<table>
<thead>
<tr>
<th>$\theta'<em>\rho</em>{\text{min}}$</th>
<th>$\theta'<em>\rho</em>{\text{max}}$</th>
<th>$q_c_{\text{max}}$</th>
<th>$q_r_{\text{max}}$</th>
<th>$w_{\text{max}}$</th>
<th>$t_{q_c}$</th>
<th>$t_{q_r}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>-9.97</td>
<td>16.15</td>
<td>4.10</td>
<td>8.54</td>
<td>24.70</td>
<td>369</td>
<td>811</td>
</tr>
</tbody>
</table>
Figure 3.11: Storm-GGD12. Filled contours of the normalized subscales at 5000 s. Top row, from left: $\tilde{\rho}/\rho_{\text{max}}$, $\tilde{\theta}/\theta_{\text{max}}$. Bottom row, from left: $\tilde{U}/U_{\text{max}}$, and $\tilde{W}/W_{\text{max}}$. 
3.6 Summary and conclusions

In this chapter we proposed the use of Finite Elements with Variational Multiscale Stabilization for the solution of the compressible Euler equations for dry and moist stratified flows at low Mach numbers typical of atmospheric dynamics. The extension of VMS to compressible flows presented in Chapter 2 is adapted to the treatment of thermally perturbed stratified atmospheres modeled through the fully compressible Euler equations. With the presence of moisture, the Euler equations are coupled to a set of three transport equations that model advection of water tracers in the atmosphere. A Kessler microphysics parametrization is used to model phase changes during the formation and development of a convective storm.

Performance and accuracy are measured by means of standard benchmarks adopted by atmospheric modelers for dry and wet dynamics. In this respect, the algorithm proved to be successful. Two and three-dimensional tests are performed in the case of dry atmospheric flow and two-dimensional tests in the case of moist atmospheres. However the results are encouraging to suggest further analysis of the algorithm for fully three-dimensional moist simulations. In terms of stability, the compressible VMS technique introduced in this work stabilizes the solution of low-Mach number compressible flows. For moist dynamics, the solution of the two coupled systems of hyperbolic equations with phase change preserves stability during the long-lasting simulations. The main features of the storm such as spatial distribution, time evolution, and rain accumulation are in good agreement with those of other authors.

Because the algorithm and its implementation are fully unstructured, it can be extended for mesh adaptivity and for the treatment of complex topographies. In terms of algorithm complexity, the overhead that is added by VMS is minimal because the construction of the stabilizing operator is carried out within the same element and node loops already defined for the finite element computation of the original operators of the Euler equations.

We also introduced a simple methodology that limits the truncation errors introduced in the solution of the hydrostatic states that, otherwise, would cause the generation of unphysical vertical accelerations. With this strategy, only the deviations from the background state in hydrostatic balance are considered in the evaluation of the element integrals, while the background state is explicitly computed at the Gauss points.
Chapter 4

Local preconditioning and VMS for compressible flow: P-VMS

In this chapter we introduce a preconditioned variational multiscale stabilization (P-VMS) method for compressible flows. The compressible VMS method presented in Chapter 2 is here adapted to the preconditioned Navier-Stokes equations. Local preconditioning of both steady and transient flow is considered in this chapter. The Navier-Stokes equations are solved on fully unstructured grids and discretized using the finite element method. The P-VMS method can be decomposed in three parts. First, a local preconditioner is applied to the continuous equations to reduce the stiffness while covering a wide range of Mach numbers. Then, the resulting preconditioned system is discretized in space using finite elements and stabilized with a variational multiscale stabilization method adapted for the preconditioned equations. Finally, a certain finite differences time discretization is chosen, resulting in explicit or implicit schemes. In this chapter, the solution is advanced in time using a fully explicit time discretization, although P-VMS is general and can be applied to fully implicit solvers. The proposed method is assessed by comparing convergence and accuracy of the solutions between the non-preconditioned and preconditioned cases, in particular for van Leer-Lee-Roe's van Leer et al. [1991] and Choi-Merkle's Choi and Merkle [1993] preconditioners, in some selected examples for viscous and inviscid, transient and steady flow, covering a large range of Mach numbers.

4.1 Stiffness of the Euler equations

In this section we explain the stiffness problem present in the flow equations. Thus we concentrate here on the Euler equations (2.8). As a measure for the stiffness we define
the condition number.

4.1.1 One-dimensional case

In order to fully understand the effect of local preconditioning, let us first analyze the one-dimensional case. A system of the form

$$\frac{∂\Phi}{∂t} + A(\Phi) \frac{∂\Phi}{∂x} = 0,$$  \hfill (4.1)

is called hyperbolic if the matrix $A$ is diagonalizable with real eigenvalues. These eigenvalues are called the characteristic propagation speeds of the system. It is widely known that marching in time an hyperbolic system containing different propagation speeds presents some problems. By the CFL condition Courant et al. [1967] the time step should be

$$Δt \leq \frac{h}{|λ|_{\text{max}}},$$

where $h$ is a characteristic length of the grid and $|λ|_{\text{max}}$ the largest absolute value of the eigenvalues of the matrix $A$. A common time step for all the equations means that some eigenmodes would use a time step that is not the best not only in terms of accuracy but also in terms of efficiency; this is because the fast waves impose their small time steps to the slow ones. In the one-dimensional case, the propagation speeds are the eigenvalues of the convective jacobian:

$$λ(A) = \{|u| - c, \ |u| + c, \ |u|\} = c\{M - 1, \ M + 1, \ M\}.$$

When $M \to 0$ or $M \to 1$ a large disparity occurs between the eigenvalues, resulting in a non efficient time marching of the equations.

Although this happens regardless of the time-space discretization that is utilized, its effect is blatantly observed in the discretized form, because any discretization of the system would be more robust if all the modes traveled at the same speed. A system of hyperbolic equations is said to be stiff or ill-conditioned when it exists a big disparity between its eigenvalues or characterisc speeds. In that case, convergence problems arise regardless of the discretization method that is used. The stiffness of a system is measured by the so-called condition number or characteristic condition number, defined in the following.

Let us recall that the condition number of a matrix $A$ is defined as

$$κ(A) = \frac{|λ(A)|_{\text{max}}}{|λ(A)|_{\text{min}}},$$  \hfill (4.2)

where $|λ(A)|_{\text{max}}$ and $|λ(A)|_{\text{min}}$ are respectively the maximum and the minimum absolute values of the eigenvalues of $A$. In one dimension, the characteristic condition number, $κ$, of the Euler system of equations (4.1) corresponds to the condition number of its
jacobian matrix, $\kappa(A)$, that is

$$
\kappa = \begin{cases}
    \frac{M+1}{M} & M < \frac{1}{2} \\
    \frac{1}{2} & \frac{1}{2} \leq M \leq 1 \\
    \frac{M+1}{M-1} & 1 < M .
\end{cases}
$$

(4.3)

### 4.1.2 Multi-dimensional case

In the multi-dimensional case (2.8), there is one Jacobian $A^i$ for each space direction $i = 1, \ldots, d$. Therefore, the definition of the condition number is not as obvious as it is for the one dimensional case and wave analysis becomes a necessary mathematical tool to evaluate the stiffness of 2D and 3D hyperbolic equations as the Euler equations (2.8). Examples of its use can be found in Darmofal and van Leer [1998, 1999], Lee [1996, 1991], van Leer et al. [1991]. The idea is to compute the condition number by analyzing the wave propagation speed (or wave speed) of plane waves. The basic rationale is the following. A plane wave of the form $\Phi(n \cdot x - \lambda t)$ is plugged into (2.8), where $n$ is a unit vector defining the direction of propagation and $\lambda$ is the propagation speed of the plane wave. Thus the eigenvalue problem

$$
(A_n - \lambda \text{Id}) \Phi' = 0 ,
$$

(4.4)

where $A_n = \sum_{i=1}^{d} A^i n_i$, is found.

Then, the wave speeds in the propagation direction $n$ are the eigenvalues $\lambda_j(A_n)$, $j = 1, \ldots, d + 2$. As in the one-dimensional case, to respect the CFL condition the time step should be

$$
\Delta t \leq \frac{h}{|\lambda|_{\text{max}}} ,
$$

(4.5)

where $h$ is a characteristic length of the grid and

$$
|\lambda|_{\text{max}} = \max_{j,n} |\lambda_j(A_n)| ,
$$

(4.6)

is the maximum absolute value of the eigenvalues of the problem. The characteristic propagation speeds of the Euler equations in the reference coordinates are:

$$
\lambda_{1,\ldots,d} = u \cdot n \\
\lambda_{d+1,d+2} = u \cdot n \pm c .
$$

(4.7)
In streamline coordinates (in Appendix B.2) they write:

$$\lambda_{1,\ldots,d} = c M n_1$$
$$\lambda_{d+1,d+2} = c (M n_1 \pm 1) .$$

(4.8)

As we consider all the unit vectors $n$, the ensembles (4.7) and (4.8) turn to be the same. In fact, the reference coordinates and the streamline coordinates always give the same ensemble of eigenvalues. The largest absolute value of the eigenvalues is

$$|\lambda|_{\text{max}} = c (M + 1) ,$$

(4.9)

defining the time steps for the marching scheme. The goal of preconditioning is therefore to cluster the eigenvalues (4.8) as much as possible.

The natural extension of expression (4.2) to the multi-dimensional case is

$$\frac{\max_{i,n} |\lambda_i(A_n)|}{\min_{i,n} |\lambda_i(A_n)|}.$$  

(4.10)

However this is not a good measure of the problem stiffness. This is because the values $\lambda_{1,\ldots,d}(A_n)$ are zero when $n$ is orthogonal to the velocity $u$, so the denominator $\min_{i,n} |\lambda_i(A_n)|$ is always zero regardless of the local Mach number. The same problem is encountered when analyzing the preconditioned system. Therefore, the group velocity is instead used in preconditioning analysis Darmofal and van Leer [1998], Lee [1991] to define the condition number. The group velocity is the propagation speed of the envelope of a plane wave defined as

$$g_i(n) = \nabla_n (||n|| \lambda_i(n)) .$$  

(4.11)

In this work $|| \cdot ||$ represents the $L^2$ norm. For an equivalent way of computing the group velocity, refer to Appendix D. The condition number is defined as the ratio of the largest and the smallest magnitude of the group velocities

$$\kappa = \frac{\max_{i,n} ||g_i(n)||}{\min_{i,n} ||g_i(n)||} .$$  

(4.12)

Regardless of the space dimension, by plugging (4.8) into (4.11) (or equivalently, into equations (D.1)-(D.4) of Appendix D), the group velocities, $g(n)$, for the Euler system (2.8) are

$$g_{1,\ldots,d} = (cM, 0, \ldots, 0)^T$$
$$g_{d+1,d+2} = (M \pm n_1, n_2, \ldots, n_d)^T ,$$

(4.13)
and their magnitudes are
\[
\|g_1,\ldots,d\| = cM \\
\|g_{d+1, d+2}\| = c\sqrt{M^2 + 1 \pm 2Mn_1}.
\] (4.14)

Therefore the condition number of the multidimensional system (2.8) is (4.3), that is, we obtain the same condition number as in the one-dimensional case.

### 4.2 Local preconditioning

We firstly apply local preconditioning to the Euler equations (2.8) for steady problems. Afterwards, we consider the Navier-Stokes equations (2.7) as well as transient problems. In this work, van Leer-Lee-Roe’s (VLR) and Choi-Merkle’s (CM) preconditioners are used. In this section they are described and briefly analyzed. VLR preconditioner is here used for the Euler equations and steady flow problems, as originally introduced in Lee [1991], van Leer et al. [1991]. Its extension to steady Navier-Stokes flow can be found in Lee [1996]. No applications of the VLR preconditioner to transient problems are found in the literature. CM preconditioner is here used in its original form for the Euler and Navier-Stokes equations of steady flow Choi and Merkle [1993]. We use CM preconditioner for transient problems as well López et al. [2012].

#### 4.2.1 Euler equations

The three-dimensional preconditioned Euler equations in conservative variables and non-conservative form are written as follows:
\[
\frac{\partial \Phi}{\partial t} + PA^i(\Phi) \frac{\partial \Phi}{\partial x_i} = 0,
\] (4.15)

where \( P \) is the local preconditioner and \( i = 1, \ldots, 3 \) labels the space dimension. The unpreconditioned Euler equations (2.8) are found when \( P = \text{Id} \), where \( \text{Id} \) is the identity matrix. Given a bounded domain \( \Omega \subset \mathbb{R}^3 \), and a time interval \( (0, T) \), \( T \in \mathbb{R}, T > 0 \), the problem is to find \( \Phi(x, t) \) verifying equation (4.15) with proper initial and boundary conditions, for all \( (x, t) \in \Omega \times (0, T) \). As noted in Darmofal and van Leer [1998], Lee [1996], assuming that \( P \) has non-zero determinant and (4.15) converges to a steady state solution, the time derivatives go to zero and (2.8) and (4.15) will share the same steady solution.

A preconditioner is said to be optimal if it reduces the stiffness of the system to the minimum attainable. Optimality is, in fact, the main goal of preconditioning. However,
some essential considerations have to be taken into account Darmofal and van Leer [1998], Lee [1996]:

- Positivity. The preconditioner should not reverse the direction of the propagation speeds of the system. Otherwise incoming and outgoing waves would inverse roles and cause problems for the imposed boundary conditions. This requirement is satisfied if $P$ is a positive-definite matrix.

- Symmetrizability. In order to guarantee that the energy of the system remains bounded, the system of equations should remain symmetrizable after preconditioning. This means that it exists a symmetric, positive definite matrix $S$, such that $SPA^i$ is a symmetric matrix for all $i = 1, \ldots, d$.

- Continuity. The preconditioner should verify some continuity conditions through all Mach number regimes. This is especially sensitive at the sonic point (i.e.: when $M = 1$) where a smooth transition between the subsonic and the supersonic preconditioners is required.

Although the original equations (4.15) are expressed and solved with respect to the conservative variables, $\Phi = (U_1 U_2 U_3 \rho E)^T$, different sets are used in the literature to design and to introduce in a clearer way the preconditioners. These sets are the so-called symmetrizing, symmetrizing with streamline coordinates, and primitive sets of variables, which are described in the Appendices B.1, B.2, and C, respectively. For instance, the VLR preconditioner is constructed and usually expressed using the symmetrizing variables with streamline coordinates, $d\Phi_{ss} = (dq_1 dq_2 dq_3 \frac{dp}{\rho c} ds)^T$, defined in Appendix B.2. On the other hand, the CM preconditioner is constructed using the primitive variables, $\Phi_p = (u_1 u_2 u_3 p T)^T$, whose change of variables matrices with the conservative variables are defined in Appendix C.

As explained in Lee [1991], van Leer et al. [1991], in the one-dimensional case, the optimal condition number we can obtain when preconditioning is 1, in two dimensions it is 1 for supersonic flow and $\frac{1}{\sqrt{1-M^2}}$ for subsonic flow, and in three dimensions it is $\frac{1}{\sqrt{1-M^2}}$ for subsonic and $\frac{M}{\sqrt{M^2-1}}$ for supersonic flow. This is summarized in Table 4.1.

<table>
<thead>
<tr>
<th></th>
<th>No preco</th>
<th>1D</th>
<th>2D</th>
<th>3D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subsonic</td>
<td>$\frac{M+1}{\min(M,1-M)}$</td>
<td>1</td>
<td>$\frac{1}{\sqrt{1-M^2}}$</td>
<td>$\frac{1}{\sqrt{1-M^2}}$</td>
</tr>
<tr>
<td>Supersonic</td>
<td>$\frac{M+1}{M-1}$</td>
<td>1</td>
<td>1</td>
<td>$\frac{M}{\sqrt{M^2-1}}$</td>
</tr>
</tbody>
</table>

**Table 4.1:** Condition number of the non-preconditioned Euler equations and optimal condition number of the preconditioned Euler equations.
**Condition number** In the same way as it is done in Section 4.1 for the non-preconditioned Euler equations (2.8), wave analysis is used for the preconditioned case (4.15). The characteristic propagation speeds, group velocities, and condition number of (4.15) are defined in this paragraph, and its value for the VLR and CM preconditioners is computed in Subsections 4.2.4 and 4.2.5, respectively.

The characteristic propagation speeds or eigenvalues of system (4.15) are the propagation speeds of a plane wave solution of the system, which are the eigenvalues of \( P A_n = \sum_{i=1}^{d} P A^i n_i \), that is: \( \lambda_j(P A_n) \), \( j = 1, \ldots, d + 2 \), where \( n \) is a unit vector defining the direction of propagation of the plane wave. The largest eigenvalues absolute value of the preconditioned problem (4.15), defined by

\[
|\lambda|_{\text{max}} = \max_{j,n} |\lambda_j(P A_n)| , \tag{4.16}
\]

is the one expected to determine the time step for this problem. This subject is discussed in more detail in Subsection 3.4.4.

In an analogous fashion as it is defined in Subsection 4.1.2, the group velocities of the preconditioned Euler system (4.15) are defined by

\[
g_i(n) = \nabla_n(\|n\| \lambda_i(n)) , \tag{4.17}
\]

where \( \lambda_i(n) = \lambda_i(P A_n) \), for \( i = 1, \ldots, d \). An equivalent way to compute the group velocities is found in Appendix D. The condition number is defined by equation (4.12) that we repeat here for the sake of clarity:

\[
\kappa = \frac{\max_{i,n} \|g_i(n)\|}{\min_{i,n} \|g_i(n)\|} . \tag{4.18}
\]

In (4.18), the group velocities of the preconditioned Euler system (4.17) are used.

The expressions of the eigenvalues, the maximum absolute value of the eigenvalues, and the condition number for the three preconditioning options are summarized in Tables 4.2 and 4.3 for the two and three dimensional cases, respectively.

### 4.2.2 Navier-Stokes equations

As it is done in the previous section, the three-dimensional preconditioned Navier-Stokes equations in conservative variables and non-conservative form can be written as follows:

\[
\frac{\partial \Phi}{\partial t} + P A^i(\Phi) \frac{\partial \Phi}{\partial x_i} - \frac{\partial}{\partial x_i} \left( P K^{\kappa}(\Phi) \frac{\partial \Phi}{\partial x_{r}} \right) = 0 , \tag{4.19}
\]
We consider here that $\frac{\partial P}{\partial x_i}$ can be neglected. Under this assumption, if (4.19) converges to a steady solution, its time derivatives go to zero and (2.7) and (4.19) will share the same steady solution (as noted in Darmofal and van Leer [1998], Lee [1996]).

4.2.3 Transient problems

Local preconditioning modifies the transient evolution of the problem, and then it can only be directly applied to steady flow problems. For this reason, when transient problems are considered, a pseudo-time technique should be applied Jameson [1991], Merkle and Athavale [1987]. A pseudo-time derivative, $\frac{\partial \Phi}{\partial T}$, is added to the original equations (2.7). Then we have the physical time step and the pseudo-time step, and the local preconditioner is applied to the pseudo-time in order to accelerate its convergence to a pseudo steady state at each physical time-step. Thus the preconditioned Navier-Stokes equations for transient flow problems read

$$\frac{\partial \Phi}{\partial T} + P \frac{\partial \Phi}{\partial t} + PA^i(\Phi) \frac{\partial \Phi}{\partial x_i} - \frac{\partial}{\partial x_i} \left( PK^{ir}(\Phi) \frac{\partial \Phi}{\partial x_r} \right) = 0,$$

and at each physical time step we iterate in pseudo-time until a pseudo steady state is reached. In the context of time implicit solvers, this is called pseudo-transient continuation, see for example Knoll and Keyes [2004].

4.2.4 VLR preconditioner

The VLR preconditioner for the Euler equations Lee [1996, 1991] gives optimal condition number and applies to subsonic, transonic, and supersonic regimes. It is obtained by imposing a general preconditioning matrix that verifies a number of properties such as: optimality, accuracy, continuity at the sonic point, preservation of the decoupled entropy equation, positivity and symmetrizability. For the details of its derivation refer to Lee [1996, 1991]. The analysis of local preconditioning for the Euler equations is simplified when using the symmetrizing variables and streamline coordinates which are defined in Appendix B.2. The VLR preconditioner, originally expressed in these variables is given by

$$P_{VLR} = \begin{pmatrix}
\tau \frac{\beta^2}{\beta^2} + 1 & 0 & 0 & -\frac{\tau M}{\beta^2} & 0 \\
0 & \tau & 0 & 0 & 0 \\
0 & 0 & \tau & 0 & 0 \\
-\frac{\tau M}{\beta^2} & 0 & 0 & \frac{\tau M^2}{\beta^2} & 0 \\
0 & 0 & 0 & 0 & 1
\end{pmatrix},$$

(4.21)
where

\[
\tau = \min \left\{ \beta, \frac{\beta}{M} \right\} = \begin{cases} \beta & M < 1 \\ \frac{\beta}{M} & M \geq 1 \end{cases}
\] (4.22)

and \( \beta = \sqrt{|1 - M^2|} \). In order to avoid division by zero in (4.21), \( M^* \) is defined as

\[
M^* = \begin{cases} M & M \in (0, 1 - \epsilon) \cup (1 + \epsilon, +\infty) \\ 1 - \epsilon & M \in (1 - \epsilon, 1) \\ 1 + \epsilon & M \in [1, 1 + \epsilon) \end{cases}
\] (4.23)

where \( \epsilon = 0.01 \). For the cases tested so far, (4.23) has proven to be fine. However a more sophisticated way of avoiding the sonic-point discontinuity is found in Lynn [1995].

From (4.21)-(4.22), the VLR preconditioner in the subsonic regime reads

\[
P_{VLR,\text{sub}}^{ss} = \begin{pmatrix} 1 + \frac{1}{\beta} & 0 & 0 & \frac{-M}{\beta} & 0 \\ 0 & \beta & 0 & 0 & 0 \\ 0 & 0 & \beta & 0 & 0 \\ \frac{-M}{\beta} & 0 & 0 & M^2 & 0 \\ 0 & 0 & 0 & 0 & 1 \end{pmatrix},
\] (4.24)

whereas in the supersonic regime it reads

\[
P_{VLR,\text{super}}^{ss} = \begin{pmatrix} \frac{1 + \beta}{M \beta} & 0 & 0 & \frac{-1}{\beta} & 0 \\ 0 & \frac{\beta}{M} & 0 & 0 & 0 \\ 0 & 0 & \frac{\beta}{M} & 0 & 0 \\ \frac{-1}{\beta} & 0 & 0 & \frac{M}{\beta} & 0 \\ 0 & 0 & 0 & 0 & 1 \end{pmatrix},
\] (4.25)

We remark that (4.24) and (4.25) match continuously at the sonic point (i.e., when \( M = 1 \)). Other articles of reference for the VLR preconditioner are Darmofal and van Leer [1998, 1999], Godfrey et al. [1993], Lee [1996, 1998a]. The importance of the eigenvectors structure of the preconditioned system is explained in Darmofal and Schmid [1996]. An extension of the Euler VLR preconditioner to the Navier-Stokes equations is found in Lee [1996], Lee and van Leer [1993], Lee et al. [1997], Lee [1998b]. The VLR preconditioner in the conservative variables set is

\[
P_{VLR} = \frac{\partial \Phi}{\partial \Phi_{ss}} P_{VLR}^{ss} \frac{\partial \Phi_{ss}}{\partial \Phi},
\] (4.26)
that is,

\[
P_{\text{VLR}} = \begin{pmatrix}
    a u_1 u_1 + \tau & a u_1 u_2 & a u_1 u_3 & b u_1 & c u_1 \\
    a u_1 u_2 & a u_2 u_2 + \tau & a u_2 u_3 & b u_2 & c u_2 \\
    a u_3 u_1 & a u_3 u_2 & a u_3 u_3 + \tau & b u_3 & c u_3 \\
    d u_1 & d u_2 & d u_3 & e & f \\
    g u_1 & g u_2 & g u_3 & h & i
\end{pmatrix},
\]  \tag{4.27}

where

\[
a = \frac{1}{||u||^2} \left(1 + \frac{\tau}{\beta^2} - \tau\right) + \frac{1}{c_s^2} \left(\frac{R}{c_v} \frac{\tau(1-M^2)}{\beta^2} - \frac{\tau}{\beta^2} + \frac{R}{c_v}\right),
\]

\[
b = \frac{\tau(M^2-1)}{\beta^2} \left(1 + \frac{1}{2} \frac{R}{c_v} M^2\right) - \frac{1}{2} \frac{R}{c_v} M^2,
\]

\[
c = \frac{R}{c_v} \frac{1}{c_s^2} \left(\frac{\tau(M^2-1)}{\beta^2} - 1\right),
\]

\[
d = \frac{R}{c_v} \frac{1}{c_s^2} \left(1 - \frac{\tau M^2}{\beta^2}\right) - \frac{\tau}{c_s \beta^2},
\]

\[
e = 1 + \frac{\tau M^2}{\beta^2} + \frac{1}{2} \frac{R}{c_v} M^2 \left(\frac{\tau M^2}{\beta^2} - 1\right),
\]

\[
f = \frac{R}{c_v} \frac{1}{c_s^2} \left(\frac{\tau M^2}{\beta^2} - 1\right),
\]

\[
g = 1 + \left(1 - \frac{c_v}{R}\right) \frac{\tau}{\beta^2} + \left(\frac{c_v}{R} - \frac{3}{2}\right) \frac{\tau M^2}{\beta^2} + \frac{1}{2} \frac{R}{c_v} M^2 \left(1 - \frac{\tau M^2}{\beta^2}\right),
\]

\[
h = ||u||^2 \left[\left(\frac{c_v}{R} - 1 + M^2 \left(1 - \frac{1}{2} \frac{R}{c_v}\right)\right) \frac{\tau}{\beta^2} + \frac{1}{4} \frac{R}{c_v} M^2 \left(\frac{\tau M^2}{\beta^2} - 1\right) - \frac{1}{2}\right],
\]

\[
i = \left(1 - \frac{R}{c_v}\right) \frac{\tau M^2}{\beta^2} + \frac{1}{2} \frac{R}{c_v} M^2 \left(\frac{\tau M^2}{\beta^2} - 1\right),
\]

\[
\tau = \min \left\{\beta, \frac{\beta}{M}\right\} = \begin{cases}
\beta & M < 1 \\
\frac{\beta}{M} & M \geq 1
\end{cases},
\]

\[
\beta = \sqrt{|1-M^2|}.
\]

**2D condition number**  In two dimensions, the characteristic propagation speeds or eigenvalues for the VLR preconditioned system are

\[
\lambda_{1,2} = c M n_1
\]

\[
\lambda_{3,4} = \frac{1}{2} c M \tau \left[\left(1 + \frac{M^2-1}{\beta^2}\right)n_1 \pm \sqrt{\left(1 + \frac{M^2-1}{\beta^2}\right)^2 n_1^2 + \frac{4\left(1-M^2 n_1^2\right)}{\beta^2}}\right].
\]  \tag{4.29}

Using (4.29) in (4.17) (or equivalently, in equation (D.1) of Appendix D), the group velocities of the VLR preconditioned system are

\[
g_{1,2} = (c M, 0)^T
\]

\[
g_{3,4} = \begin{cases}
\pm \frac{c M}{\sqrt{1-M^2 n_1^2}} ((1-M^2)n_1, n_2)^T & M < 1 \\
c (\sqrt{M^2 - 1}, \pm 1)^T & M > 1
\end{cases}
\]  \tag{4.30}
and their norms are
\[
\|g_{1,2}\| = cM \\
\|g_{3,4}\| = \begin{cases} 
  cM \sqrt{\frac{1-M^2(2-M^2)n_1^2}{1-M^2n_1^2}} & M < 1 \\
  cM & M > 1 
\end{cases}
\] (4.31)

By equations (4.31) and (4.12) the condition number is
\[
\kappa = \begin{cases} 
  \frac{1}{\sqrt{1-M^2}} & M < 1 \\
  1 & M > 1 
\end{cases}
\] (4.32)

3D condition number  Using the same definitions and following the path of the two-dimensional case, we proceed here in three dimensions. The eigenvalues of the system are
\[
\lambda_{1,2} = cM n_1 \\
\lambda_3 = cM \tau n_1 \\
\lambda_{4,5} = \frac{1}{2} cM \tau \left[ (1 + \frac{M^2-1}{\beta^2})n_1 \pm \sqrt{(1 + \frac{M^2-1}{\beta^2})^2 n_1^2 + 4 \frac{1-M^2n_1^2}{\beta^2}} \right],
\] (4.33)

the group velocities \(g(n)\) are
\[
g_{1,2} = (cM, 0, 0)^T \\
g_3 = \begin{cases} 
  (cM \sqrt{1-M^2}, 0, 0)^T & M < 1 \\
  (c\sqrt{M^2-1}, 0, 0)^T & M > 1 
\end{cases}
\] (4.34)

\[
g_{4,5} = \begin{cases} 
  \pm \frac{cM}{\sqrt{1-M^2n_1^2}} ((1-M^2)n_1, n_2, n_3)^T & M < 1 \\
  (\sqrt{M^2-1}, \pm \frac{n_2}{\sqrt{1-n_1^2}}, \pm \frac{n_3}{\sqrt{1-n_1^2}})^T & M > 1
\end{cases}
\]

and their norms are
\[
\|g_{1,2}\| = cM \\
\|g_3\| = \begin{cases} 
  cM \sqrt{1-M^2} & M < 1 \\
  c\sqrt{M^2-1} & M > 1 
\end{cases}
\] (4.35)
\[
\|g_{4,5}\| = \begin{cases} 
  cM \sqrt{\frac{1-M^2(2-M^2)n_1^2}{1-M^2n_1^2}} & M < 1 \\
  cM & M > 1 
\end{cases}
\]
The condition number of the VLR preconditioned system is then

$$\kappa = \frac{1}{\sqrt{1 - \min\{M^2, M^{-2}\}}}.$$  \hfill (4.36)

For both the two and three-dimensional cases, the largest eigenvalues absolute value of the VLR preconditioned system in all regimes is

$$|\lambda|_{\text{max}} = cM = \|u\|.$$  \hfill (4.37)

### 4.2.5 CM preconditioner

The CM preconditioner is introduced in Choi and Merkle [1993] for steady Euler and Navier-Stokes flow. A simple parameter change permits to apply CM preconditioner to inviscid and viscous flow. CM steady preconditioner is easily adapted for transient problems in López et al. [2012], Vigneron et al. [2006]. CM preconditioner is not optimal as the VLR is, and its benefits only exist for low Mach numbers, however it has the advantage to be easily adapted for viscous and transient flows.

If we write the preconditioned Navier-Stokes equations as

$$\frac{\partial \Phi_p}{\partial t} + \Gamma^{-1} A_i \frac{\partial \Phi}{\partial x_i} - \frac{\partial}{\partial x_i} \left( \Gamma^{-1} K^i_{\text{ir}}(\Phi) \frac{\partial \Phi}{\partial x_r} \right) = 0,$$  \hfill (4.38)

the CM preconditioner (as presented in Choi and Merkle [1993]) reads

$$\Gamma^{-1} = \begin{pmatrix}
\frac{1}{\rho} & 0 & 0 & -\frac{u_1}{\rho} & 0 \\
0 & \frac{1}{\rho} & 0 & -\frac{u_2}{\rho} & 0 \\
0 & 0 & \frac{1}{\rho} & -\frac{u_3}{\rho} & 0 \\
0 & 0 & 0 & \beta M_r^2 & 0 \\
-\frac{u_1}{c_p \rho} & -\frac{u_2}{c_p \rho} & -\frac{u_3}{c_p \rho} & \frac{1}{c_p \rho} \left( \frac{1}{2} \|u\|^2 - c_p T + \beta M_r^2 \right) & \frac{1}{c_p \rho}
\end{pmatrix};$$  \hfill (4.39)

its inverse is

$$\Gamma = \begin{pmatrix}
\rho & 0 & 0 & \frac{u_1}{\beta M_r^2} & 0 \\
0 & \rho & 0 & \frac{u_2}{\beta M_r^2} & 0 \\
0 & 0 & \rho & \frac{u_3}{\beta M_r^2} & 0 \\
0 & 0 & 0 & \frac{1}{\beta M_r^2} & 0 \\
\rho u_1 & \rho u_2 & \rho u_3 & \frac{1}{\beta M_r^2} \frac{E + p}{\rho} & c_p \rho
\end{pmatrix},$$  \hfill (4.40)
where $\beta = k_\beta c^2$, with $k_\beta = 1$ for inviscid problems and $k_\beta = \max \left\{ 1, \frac{Re_h^{-1} (Re_h^{-1} - 1)}{M^2 (Re_h^{-1} - M^{-2})} \right\}$ for viscous problems, where $Re_h = \frac{||u|| h}{\mu}$ is the cell Reynolds number and $h$ the characteristic element length that is here taken as the minimum element length. In (4.39)-(4.40), the reference Mach number for steady problems is:

\[
M_r = \begin{cases} 
\epsilon & M < \epsilon \\
M & \epsilon < M < 1 \\
1 & 1 < M 
\end{cases},
\tag{4.41}
\]

with $\epsilon = 10^{-5}$, and, as computed by Vigneron et al. [2006], for transient problems it is:

\[
M_r = \begin{cases} 
\epsilon & M' < \epsilon \\
M' & \epsilon < M' < 1 \\
1 & 1 < M' 
\end{cases},
\tag{4.42}
\]

where $M' = \sqrt{M^2 + CFL_c^2}$, $CFL_c = \frac{c \Delta t}{h}$. In the $CFL_c$ definition, $\Delta t$ is the used time step, and $h$ the characteristic length used for its computation, which is the shortest element length in this work. In conservative variables, the CM preconditioner is $P_{CM} = \frac{\partial \Phi}{\partial \Phi^T} \Gamma^{-1}$, that is,

\[
P_{CM} = \begin{pmatrix}
1 + \frac{u_1 u_1}{c_p T} & \frac{u_1 u_2}{c_p T} & \frac{u_1 u_3}{c_p T} & a & -\frac{u_1}{c_p T} \\
\frac{u_2 u_1}{c_p T} & 1 + \frac{u_2 u_2}{c_p T} & \frac{u_2 u_3}{c_p T} & a & -\frac{u_2}{c_p T} \\
\frac{u_3 u_1}{c_p T} & \frac{u_3 u_2}{c_p T} & 1 + \frac{u_3 u_3}{c_p T} & a & -\frac{u_3}{c_p T} \\
u_1 b & u_2 b & u_3 b & a b & -\frac{1}{2} \frac{||u||^2}{c_p T}
\end{pmatrix},
\tag{4.43}
\]

where $a = \frac{c_v}{\mathcal{R}} \beta M^2 - \frac{1}{2} ||u||^2$ and $b = 1 + \frac{1}{2} \frac{||u||^2}{c_p T}$. The CM preconditioner in symmetrizing variables and streamline coordinates is $P_{CM}^S = \frac{\partial \Phi}{\partial \Phi^T} P_{CM} \frac{\partial \Phi}{\partial \Phi^S}$, which gives

\[
P_{CM}^S = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & \mathcal{E} & -\frac{\mathcal{E}}{2c_p T} \\
0 & 0 & 0 & 0 & 1
\end{pmatrix},
\tag{4.44}
\]

where $\mathcal{E} = \frac{\beta M^2}{c_p^2}$.

2D and 3D condition numbers We compute here the eigenvalues and condition number of the CM preconditioned Euler system for steady problems. Afterwards we
compute the eigenvalues for Euler transient problems. The eigenvalues for transient viscous flow are computed in López et al. [2012]. In the Euler steady case the eigenvalues are

\[
\begin{align*}
\lambda_{1, \ldots, d} &= c M n_1 \\
\lambda_{d+1, d+2} &= \frac{1}{2} c \left( M n_1 (1 + M^2) \pm \sqrt{M^2 n_1^2 (1 + M^2)^2 + 4 M^2 (1 - M^2 n_1^2)} \right),
\end{align*}
\] (4.45)

where \( \mathbf{n} \) is a unit vector defining the wave propagation direction. CM is a preconditioner for low Mach number regimes. When \( M > 1 \) we have \( M_r = 1 \) and we found the same eigenvalues as for the non-preconditioned case. As it is pointed out in Darmofal and van Leer [1998], above Mach numbers of approximately 0.4, the CM preconditioner has worse condition number than the unpreconditioned Euler equations and it could be switched off. The maximum eigenvalue in absolute value in all regimes is

\[
|\lambda|_{\text{max}} = \frac{1}{2} c \left( M (1 + M_r^2) + \sqrt{M^2 (1 + M_r^2)^2 + 4 M^2 (1 - M^2)} \right).
\] (4.46)

Taking definition (4.17) (or equivalently, expressions (D.1)-(D.4)) and using the values of (4.45), the group velocities of the Euler steady case are

\[
\mathbf{g}_{1, \ldots, d} = (c M, 0, \ldots, 0)^T
\]

\[
\begin{cases}
\frac{1}{2} c \left( M (1 + M_r^2) \pm n_1 \frac{M^2 (1-M_r^2)^2 + 4 M^2}{\sqrt{M^2 n_1^2 (1-M_r^2)^2 + 4 M_r^2}}, n_2 \frac{4 M^2}{\sqrt{M^2 n_1^2 (1-M_r^2)^2 + 4 M_r^2}}, \ldots, \\
\pm n_d \left( \frac{4 M^2}{\sqrt{M^2 n_1^2 (1-M_r^2)^2 + 4 M_r^2}} \right)^T, & M < 1 \\
(M \pm n_1, n_2, \ldots, n_d)^T, & M > 1 
\end{cases}
\] (4.47)

and their norms are

\[
\|\mathbf{g}_{1, \ldots, d}\| = c M
\]

\[
\begin{align*}
\|\mathbf{g}_{d+1, d+2}\| &= \left\{ \begin{array}{ll}
\frac{1}{2} c \left[ \left( M (1 + M_r^2) \pm \frac{(M^2 (1-M_r^2)^2 + 4 M^2 n_1)}{\sqrt{M^2 n_1^2 (1-M_r^2)^2 + 4 M_r^2}} \right)^2 + \\
\frac{4 M^2 (1-n_1^2)}{\sqrt{M^2 n_1^2 (1-M_r^2)^2 + 4 M_r^2}} \right] & M < 1 \\
\frac{1}{2} c \sqrt{M^2 + 1 \pm 2 M n_1} & M > 1 
\end{array} \right.
\] (4.48)
Then, from (4.48) and definition (4.12), the condition number of the CM preconditioned Euler system for steady flow is

\[
\kappa = \begin{cases} 
\frac{M(1+M^2)+\sqrt{M^2(1-M^2)^2+4M^2}}{|M(1+M^2)-\sqrt{M^2(1-M^2)^2+4M^2}|} & M < 1 \\
\frac{M+1}{M-1} & M > 1.
\end{cases}
\] (4.49)

In the CM preconditioned Euler transient case, a pseudo-time is added to the original equations, as explained in Subsection 4.2.3. In this case the eigenvalues become

\[
\lambda_{1,\ldots,d} = cM(1 - in_1CFL_u^{-1})
\]

\[
\lambda_{d+1,d+2} = \frac{1}{2}cM(1 - in_1CFL_u^{-1}) \left( 1 + M^2 \pm \sqrt{(1 - M^2)^2 - 4M_r(iM + CFL_{ec}^{-1})} \right),
\]

and the maximum eigenvalue in absolute value is

\[
|\lambda|_{\text{max}} = cM\sqrt{1 + CFL_u^{-2}},
\] (4.51)

where \(CFL_u = \frac{||u||\Delta t}{h}\). In the \(CFL_u\) definition, \(\Delta t\) is the used time step, and \(h\) the characteristic length used for its computation.

<table>
<thead>
<tr>
<th>Eigenvalues</th>
<th>NP</th>
<th>VLR</th>
<th>CM</th>
</tr>
</thead>
<tbody>
<tr>
<td>(M &lt; 1)</td>
<td>(cMn_1, cMn_1, \pm cM\sqrt{1 - M^2n_1^2})</td>
<td>(cMn_1, cMn_1, \pm cM\sqrt{1 - M^2n_1^2})</td>
<td>(cMn_1, cMn_1, \pm cM\sqrt{1 - M^2n_1^2})</td>
</tr>
<tr>
<td>(M &gt; 1)</td>
<td>(cMn_1, cMn_1, \pm cM\sqrt{1 - M^2n_1^2})</td>
<td>(cMn_1, cMn_1, \pm cM\sqrt{1 - M^2n_1^2})</td>
<td>(cMn_1, cMn_1, \pm cM\sqrt{1 - M^2n_1^2})</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Max. eigenvalue</th>
<th>NP</th>
<th>VLR</th>
<th>CM</th>
</tr>
</thead>
<tbody>
<tr>
<td>(c(M + 1))</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(cM)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(M &lt; 1)</td>
<td>(\frac{1}{2}c(M(1 + M^2) + \sqrt{M^2(1 + M^2)^2 + 4M(1 - M^2)\sqrt{1 - M^2n_1^2}})</td>
<td>(c(M + 1))</td>
<td>(c(M + 1))</td>
</tr>
<tr>
<td>(M &gt; 1)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Condition number</th>
<th>NP</th>
<th>VLR</th>
<th>CM</th>
</tr>
</thead>
<tbody>
<tr>
<td>(M &lt; 1)</td>
<td>(\frac{M+1}{\min{M,</td>
<td>M-1</td>
<td>}})</td>
</tr>
<tr>
<td>(M &gt; 1)</td>
<td>(\frac{M+1}{M-1})</td>
<td>(\frac{M+1}{M-1})</td>
<td>(\frac{M+1}{M-1})</td>
</tr>
</tbody>
</table>

Table 4.2: 2D eigenvalues, their maximum, and the condition number of the NP (non preconditioned), VLR, and CM preconditioning options, for the Euler equations and steady flow.
Table 4.3: 3D eigenvalues, its maximum and the condition number of the NP (non-preconditioned), VLR, and CM preconditioning options, for the Euler equations and steady flow.

### 4.3 Numerical formulation of P-VMS

In this section we set the bases for the P-VMS method to solve the compressible Navier-Stokes equations. The space discretization is done using finite elements with VMS stabilization, we proceed in analogous way as in Section 2.3. Time is discretized using a first order forward finite difference scheme.

The stabilized space discretized weak form of the preconditioned Navier-Stokes equations (4.19) is

\[
\int_{\Omega^h} \psi_h^i \frac{\partial \Phi^h}{\partial t} d\Omega^h + \int_{\Omega^h} \psi_h^i \mathbf{P} \mathbf{A}^i(\Phi^h) \frac{\partial \Phi^h}{\partial x_i} d\Omega^h + \int_{\Omega^h} \frac{\partial \psi_h^i}{\partial x_i} \mathbf{P K}^{ir}(\Phi^h) \frac{\partial \Phi^h}{\partial x_r} d\Omega^h \\
+ \sum_{K \in P^h} \int_K \mathcal{L}_p^h(\Phi^h) \psi_h^i \Phi^h dK = 0 , \tag{4.52}
\]

holding for all \( p \in \{1, \ldots, N\} \), where

\[
\mathcal{L}_p^h(\Phi) \psi = - \frac{\partial}{\partial x_i} \left( \psi \mathbf{P} \mathbf{A}^i(\Phi) \right) - \frac{\partial}{\partial x_r} \left( \frac{\partial \psi}{\partial x_i} \mathbf{P K}^{ir}(\Phi) \right) \\
= - \frac{\partial \psi}{\partial x_i} \mathbf{P} \mathbf{A}^i(\Phi) - \psi \frac{\partial (\mathbf{P} \mathbf{A}^i(\Phi))}{\partial x_i} - \frac{\partial^2 \psi}{\partial x_i \partial x_i} \mathbf{P K}^{ir}(\Phi) - \frac{\partial \psi}{\partial x_i} \frac{\partial \left( \mathbf{P K}^{ir}(\Phi) \right)}{\partial x_r} . \tag{4.53}
\]
The subscales $\tilde{\Phi}$ are approximated in every element $K \in \mathcal{P}^h$ as described in equation (2.24) from subsection 2.3.4.1, as the product of a parameter matrix $\tau$ by the residual of the governing equation. We repeat this expression here for the sake of completeness:

$$\tilde{\Phi} = \tau \, r(\Phi^h) \quad .$$

(4.54)

For the preconditioned Navier-Stokes equations (4.19), the residual reads

$$r(\Phi^h) = -PA^i(\Phi^h) \frac{\partial \Phi^h}{\partial x_i} + \frac{\partial}{\partial x_i} \left( PK^ir(\Phi^h) \frac{\partial \Phi^h}{\partial x_r} \right) \quad .$$

(4.55)

The stabilization parameter $\tau$ for the Euler preconditioned problem for steady flow is defined inside each element as

$$\tau = \frac{h}{|\lambda|_{\text{max}}} \quad ,$$

(4.56)

where $h$ is chosen as the smallest edge length of the element and $|\lambda|_{\text{max}}$ is the largest characteristic propagation speed of system (4.15), as defined in (4.16) (in (4.6) for the non-preconditioned case). Using expression (4.37) for the VLR case, (4.56) becomes

$$\tau = \frac{h}{\|u\|} \quad ,$$

(4.57)

where a lower bound is used when $u = 0$. The same parameter $\tau$ will be used for the CM preconditioned case, as it will be shown later to perform better than the one using its own $|\lambda|_{\text{max}}$ (in (4.46)). In (4.57), if $u = 0$ a lower bound is used. Using expression (4.9), in the unpreconditioned case (i.e. when $P = \text{Id}$) we get

$$\tau = \frac{h}{\|u\| + c} \quad ,$$

(4.58)

where $c$ is the speed of sound. Expression (4.58) for $\tau$ is also meet with expression (2.25), when we consider the particular case of the Euler equations. Now expression (4.54) is plugged into equation (4.52) to find an approximate solution of problem (4.15).

The stabilization parameter $\tau$ for the Navier-Stokes CM preconditioned problem for steady flow is

$$\tau = \left( \frac{\|u\|}{h} + \frac{4 \mu}{\rho h^2} \right)^{-1} \quad ,$$

(4.59)

and for the Navier-Stokes CM preconditioned problem for transient flow it is

$$\tau = \left( \frac{1}{2} \frac{\|u\| \sqrt{1 + CFL u^2}}{h} + \frac{4 \mu}{\rho h^2} \right)^{-1} \quad .$$

(4.60)
In (4.60) we used the maximum eigenvalue in absolute value (4.51). The stabilization parameter $\tau$ for the Navier-Stokes unpreconditioned case is defined by expression (2.25) that we reproduce here for the sake of clarity:

$$
\tau = \left(\frac{\|u\| + c}{h} + \frac{4\mu}{\rho h^2}\right)^{-1}.
$$

(4.61)

Equation (4.52) is discretized in time by a first order explicit scheme and obtain the full discretized weak form:

$$
\int_{\Omega^h} \psi_p^h \frac{\Phi^{h,n+1}_{\cdot} - \Phi^{h,n}_{\cdot}}{\Delta t} d\Omega^h + \int_{\Omega^h} \psi_p^h PA_i^i(\Phi^{h,n}_{\cdot}) \frac{\partial \Phi^{h,n}_{\cdot}}{\partial x_i} d\Omega^h
$$

$$
+ \int_{\Omega^h} \frac{\partial \psi_p^h}{\partial x_i} PK^i(\Phi^{h,n}_{\cdot}) \frac{\partial \Phi^{h,n}_{\cdot}}{\partial x_i} d\Omega^h + \sum_{K \in \mathcal{P}_h} \int_K L^\ast_p(\Phi^{h,n}_{\cdot}) \psi^p \Phi^{n+1}_{\cdot} dK = 0,
$$

(4.62)

holding for all $p \in \{1, \ldots, N\}$. The superscripts $n+1$ and $n$ indicate the current and the previous time steps, respectively. The value of $\Phi^{n+1}_{\cdot}$ is computed from the information of the previous time step, i.e. $\Phi^{n+1}_{\cdot} = \tau^n r(\Phi^{h,n}_{\cdot})$, and $\Phi^{h,n}_{\cdot}$ is computed using equality (2.12).

In this work, two ways of time stepping are considered: local and global time stepping. For the preconditioned Euler steady problem a time step inside each element is defined as

$$
\Delta t^{el} = C \frac{h}{|\lambda|_{\text{max}}},
$$

(4.63)

where $C \in (0, 1)$ is the CFL number, $h$ is the smallest edge length of the element, and $|\lambda|_{\text{max}}$ is the maximum eigenvalue in absolute value, defined in (4.16) (in (4.6) for the non-preconditioned case). As done in subsection 2.3.5, the elementary time step (4.63) is interpolated on the nodes of the grid, obtaining the local time step $\Delta t^p$, $p = 1, \ldots, N$, at each node $x^p$ of the grid. The global time step is computed as the minimum time step of the domain as it is expressed in (2.48). We repeat this expression here for the sake of completeness:

$$
\Delta t = \min_{p=1, \ldots, N} \{\Delta t^p\}.
$$

(4.64)

For the VLR preconditioner $|\lambda|_{\text{max}} = \|u\|$, so that the elementary time step becomes

$$
\Delta t^{el} = C \frac{h}{\|u\|}.
$$

(4.65)

As it is done for (4.57), we impose in (4.65) a lower bound on $u$ to avoid division by zero. The same time step is used for the CM preconditioned case, as it will be shown later to perform better than the one using its own $|\lambda|_{\text{max}}$. When no preconditioner is used, the
time step inside each element is computed as

$$\Delta t^{el} = C \frac{h}{\|u\| + c},$$  \hspace{1cm} (4.66)$$

and local and global time steps are defined from (4.66). Expression (4.66) is recovered as well from (2.47) when the particular case of the Euler equations is considered. From definitions (4.65) and (4.66), it can be observed that, especially in low-Mach regimes, the time step for the preconditioned case could be orders of magnitude larger than the non-preconditioned one. As it will be shown later, this entails a speed up of the convergence for the preconditioned system.

As it is done in the computation of the stabilization parameter $\tau$, for the CM preconditioned Navier-Stokes steady problem, the time step is

$$\Delta t^{el} = C \left( \frac{\|u\|}{h} + \frac{4\mu}{\rho h^2} \right)^{-1},$$  \hspace{1cm} (4.67)$$

and for the CM preconditioned Navier-Stokes equations of transient flow the pseudo-time step is

$$\Delta T^{el} = C_T \left( \frac{1}{2} \frac{\|u\| \sqrt{1 + \frac{CFLu^2}{h}}}{h} + \frac{4\mu}{\rho h^2} \right)^{-1},$$  \hspace{1cm} (4.68)$$

where $C_T \in (0,1)$ is a safety factor for the pseudo-time. The pseudo-time step for the Navier-Stokes unpreconditioned case is defined by expression (2.47), that is:

$$\Delta T^{el} = C_T \left( \frac{\|u\| + c}{h} + \frac{4\mu}{\rho h^2} \right)^{-1}.$$  \hspace{1cm} (4.69)$$

The physical time step for preconditioned transient problems is always computed as usually done, by expression (2.47), that we reproduce here for the sake of clarity:

$$\Delta t^{el} = C \left( \frac{\|u\| + c}{h} + \frac{4\mu}{\rho h^2} \right)^{-1}.$$  \hspace{1cm} (4.70)$$

As it is explained in subsection 2.3.5, the value of $\Phi^{h,n+1}$ is found at each node of the computational grid through equation (2.54), that we reproduced here for the sake of completeness:

$$\Phi^{h,n+1} = \Phi^{h,n} + \Delta t M^{-1} \left( G(\Phi^{h,n}) + S(\Phi^{h,n}, \Phi^{n+1}) \right).$$  \hspace{1cm} (4.71)$$

In (4.71), $M$ is the global Mass matrix, defined in (2.50), which is diagonalized by lumping techniques Hughes [2000]. $G$ and $S$ are the Galerkin and stabilization vectors,
respectively, which are constructed by assembly of

\[ G^p = -\int_{\Omega^h} \psi^h_p \, \mathbf{PA}^i(\Phi^{h,n}) \frac{\partial \Phi^{h,n}}{\partial x_i} \, d\Omega^h - \int_{\Omega^h} \psi^h_p \, \mathbf{PK}^{ir}(\Phi^{h,n}) \frac{\partial \Phi^{h,n}}{\partial x_r} \, d\Omega^h \]  

(4.72)

and

\[ S^p = -\sum_{K \in \mathcal{P}^h} \int_K \left( -\frac{\partial \psi^h_p}{\partial x_i} \, \mathbf{PA}^i(\Phi^{h,n}) - \psi^h_p \frac{\partial (\mathbf{PA}^i(\Phi^{h,n}))}{\partial x_i} 
- \frac{\partial^2 \psi^h_p}{\partial x_r \partial x_i} \, \mathbf{PK}^{ir}(\Phi^{h,n}) - \psi^h_p \frac{\partial (\mathbf{PK}^{ir}(\Phi^{h,n}))}{\partial x_r} \right) r^n \, r(\Phi^{h,n}) \, dK, \]  

(4.73)

respectively, for \( p = 1, \ldots, N \). In the current implementation of this method, terms \( \frac{\partial (\mathbf{PA}^i(\Phi^{h,n}))}{\partial x_i} \) and \( \frac{\partial (\mathbf{PK}^{ir}(\Phi^{h,n}))}{\partial x_r} \) are neglected, however they should be taken into account in the future. It is important to notice that local preconditioning comes before any discretization method is applied to the equations; once discretized, the resulting algebraic system could eventually present disparities in its eigenvalues, related for example to different element sizes on the mesh, different values of velocity, density, etc. over the domain. Therefore, local preconditioning convergence could even improve if additional algebraic preconditioners are applied as well.

### 4.4 Numerical results

P-VMS performance for Euler steady flow is assessed through two well-known benchmarks. The first example is the flow past a two dimensional NACA 0012 airfoil at zero angle of attack and different Mach numbers, from subsonic flows at very low Mach number, up to supersonic regimes. The second one is the three dimensional ONERA M6 wing test case at 3.06° angle of attack and a Mach number of 0.8395. In order to test P-VMS for viscous flow as well as transient problems, a viscous NACA 0012 at 0.0001 Mach number and 10000 Reynolds number and a shock tube at Mach 0.00184 are also solved. A first order explicit time integration scheme is used for the time integration.

In the Euler steady case, VLR and CM preconditioners are used and compared to the non preconditioned (NP) case. For these three preconditioning options (NP, VMS, and CM), both global and local time stepping are tested, giving the following options:

- No preconditioning with global time step (NP-globalTS)
- No preconditioning with local time step (NP-localTS)
- VLR preconditioning with global time step (VLR-globalTS)
• VLR preconditioning with local time step (VLR-localTS)
• CM preconditioning with global time step (CM-globalTS)
• CM preconditioning with local time step (CM-localTS)

In what follows, when we want to specify the time stepping that is used, we will refer to the different cases by using the above abbreviations in brackets. In the Navier-Stokes and transient cases, only CM preconditioner is used and compared to the unpreconditioned method.

At the continuous stage the unpreconditioned and the preconditioned equations, share the same solution. However, both systems are different and have different condition numbers, so that they can react differently to the numerical discretization. Consequently they can give slightly different solutions, or one of them can converge while the other diverges. As noted in Darmofal and van Leer [1998], local preconditioning "[...] has the benefit of increasing the accuracy of the discretization". This fact would be seen through the following test cases.

Convergence rates are here represented as the base ten logarithm of a normalized residual, $Res$, i.e. the residual $Res$ with logarithmic scale, on the vertical axis, over the iteration number on the horizontal axis, where

$$Res = \frac{\|\Delta U\|}{\|U\|} + \frac{\|\Delta \rho\|}{\|\rho\|} + \frac{\|\Delta E\|}{\|E\|},$$

$$\frac{\|\Delta U\|}{\|U\|} = \sqrt{\frac{\sum_{p=1}^{N} \sum_{i=1}^{d} (U_{i}^{n+1}(x_{p}) - U_{i}^{n}(x_{p}))^{2}}{\sum_{p=1}^{N} \sum_{i=1}^{d} (U_{i}^{n}(x_{p}))^{2}}},$$

$$\frac{\|\Delta \rho\|}{\|\rho\|} = \sqrt{\frac{\sum_{p=1}^{N} (\rho^{n+1}(x_{p}) - \rho^{n}(x_{p}))^{2}}{\sum_{p=1}^{N} (\rho^{n}(x_{p}))^{2}}},$$

$$\frac{\|\Delta E\|}{\|E\|} = \sqrt{\frac{\sum_{p=1}^{N} (E^{n+1}(x_{p}) - E^{n}(x_{p}))^{2}}{\sum_{p=1}^{N} (E^{n}(x_{p}))^{2}}}. \tag{4.74}$$

### 4.4.1 NACA 0012 airfoil

Inviscid flow past a two-dimensional NACA 0012 airfoil is solved at zero angle of attack and inflow Mach numbers: 0.001, 0.01, 0.1, 0.3, 0.5, 0.7, 0.9, 1.0, 1.2, 1.8, 2.0. The rest of the initial conditions being: $\rho = 1$, $u = (1, 0)$, $T = 1$, and $c_{p}$ and $c_{v}$ are determined.
to obtain the desired inflow Mach numbers. An unstructured grid of 4522 triangles and 2315 grid nodes is used. The CFL number values used for these simulations are in Table 4.5. It corresponds to the maximum CFL number that can be used for each simulation, obtained through numerical experiments. Slip boundary conditions are used on the airfoil and on the upper and lower walls of the domain. A constant velocity and temperature are prescribed at the inflow and a constant density at the outflow. A prudential distance is taken from the airfoil to the inflow and outflow boundaries in order to avoid the numerical instabilities of reflecting waves.

The same problem for a Mach number of 0.0001 is solved in the original paper by Choi and Merkle [1993] using central differencing in space. In van Leer et al. [1991], they solve it by finite volumes, using the VLR preconditioner and different Mach numbers ranging between 0.01 and 1.8.

Results of pressure contours for the different inflow Mach numbers are displayed in Figs. 4.1 to 4.11. They show the final steady state solution corresponding to the NP and VLR options using local time stepping. The results using the CM preconditioner are not shown here, they are very similar to the VLR ones for low Mach numbers ($M \leq 0.3$) and to the NP ones otherwise. CM is in fact a preconditioner for low Mach number regimes, otherwise it does not remove the stiffness of the non-preconditioned Euler equations. The CM preconditioned system is worse conditioned than the non-preconditioned case when $0.4 < M < 1$. When $M > 1$ the characteristic speeds of the CM preconditioned system are indeed the same of the NP case (see Subsection 4.2.5 for more detail). For all Mach numbers, VLR using global and local time stepping give identical steady result. NP-globalTS and NP-localTS options give very similar but not identical results, the same happens between CM-globalTS and CM-localTS options.

For Mach numbers 0.001, 0.01, and 0.1, the non-preconditioned VMS gives a very unstable result, shown in Figs. 4.1-4.3, while P-VMS using both VLR or CM converges rapidly to a smooth solution. This fact shows that the use of VLR or CM preconditioners gives enough stability to VMS to handle low Mach number flows accurately and robustly.

As expected, non-preconditioned VMS becomes more stable as the Mach number increases. When $M = 0.3$ the non-preconditioned VMS pressure contours still present some error at the surface of the airfoil (Fig. 4.4), which is not at all the case for the P-VMS in either VLR or CM. With a more refined grid the non-preconditioned VMS could give a good result, however the object of this study is to compare the convergence and stability properties of non-preconditioned and preconditioned options, under the same conditions. For Mach numbers 0.5 and 0.7 (Figs. 4.5 and 4.6) all the options give very similar results.
To better compare, no shock-capturing diffusion is used for the supersonic cases. Then the result presents some oscillations near the shocks in the supersonic regions. When $M = 0.9$ (Fig. 4.7) VLR option seems to capture the sharp shock that appears in the tail of the airfoil more accurately than NP and CM options. We observe in Fig. 4.9 that for $M = 1.2$ the results of NP and CM options are different from VLR one. The front shock is formed at $x = 0.5$ in VLR case and slightly before in NP and CM ones. The VLR pressure contours and position of the front shock compare better with the result from Arias et al. [2007] than the NP and CM ones. Similar discrepancy between NP/CM and VLR options concerning the front shock position appears for Mach numbers 1.8 and 2.0 (Figs. 4.10 and 4.11).

The maximum and minimum values of the Mach number of the steady solution for the different preconditioning and time stepping options are displayed in Table 4.4 for comparison. The minimum value of the Mach number is reached at the leading edge where $M$ should be zero. This value represents the main disagreement between NP, VLR and CM options. The NP and CM cases always have larger minimum values than the VLR option. In the CM case those values are at most one order of magnitude larger than the VLR case. However, in the NP case they are most of the times one or two orders of magnitude larger than in the VLR case. This shows the improved accuracy properties of the P-VMS, especially in the case of the VLR preconditioner, for which the Mach number at the leading edge approaches zero the most. When $M = 1.2$, the Mach number result for the NP-localTS option presents an overshoot on a point of the outflow boundary, which is reflected in Table 4.4 in the Mach number maximum value for this case. The use of local time stepping is not as robust for the unpreconditioned case as it is when preconditioning is used.

Even if the CFL number has to be reduced when local time stepping is used (see Table 4.5), local time stepping improves the convergence rate compared to global time stepping (not shown). This improvement is less significant when $M \to 0$, where both time stepping options give similar convergence, as well as for the CM option when $M \to 1$.

Results of convergence rates are displayed in Fig. 4.12. The benefits of VLR-localTS for all Mach numbers and CM-localTS for low Mach number regimes in terms of convergence acceleration and stability of the solution for the Euler equations is clearly demonstrated in these examples. VLR-localTS gives the best convergence rate in all cases. CM-localTS compared to NP-localTS performs better for low Mach numbers. However when $0.3 < M < 1$, it is seen to give similar convergence rates to the NP-localTS case, and worse convergence rates when $M > 1$. This is the expected behavior from what is said in Subsection 4.2.5.
When $M = 1.0$ at the inflow, the convergence obtained with the VLR preconditioner is very sensitive to the definition of the reference Mach number $M^*$ (equation (4.23)) around the sonic point. This definition depends on the value of the bound parameter $\epsilon$ that is set to 0.01 in this work. If $\epsilon$ is set to 0.1, the VLR-localTS convergence stalls at approximately $10^{-6}$ (not shown). If it is set to 0.001, the problem diverges.

**Figure 4.1:** NACA 0012 test case. Pressure contours for an inflow Mach number of 0.001 for the NP (left) and VLR (right) cases with local time step. Due to the very small change in pressure at this Mach number, the contours of $p - p_{ref}$, that is the change in pressure in relation to a reference, $p_{ref} = 714279$, are plotted.

**Figure 4.2:** NACA 0012 test case. Pressure contours for an inflow Mach number of 0.01 for the NP (left) and VLR (right) cases with local time step.
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Figure 4.3: NACA 0012 test case. Pressure contours for an inflow Mach number of 0.1 for the NP (left) and VLR (right) cases with local time step.

Figure 4.4: NACA 0012 test case. Pressure contours for an inflow Mach number of 0.3 for the NP (left) and VLR (right) cases with local time step.

Figure 4.5: NACA 0012 test case. Pressure contours for an inflow Mach number of 0.5 for the NP (left) and VLR (right) cases with local time step.
Figure 4.6: NACA 0012 test case. Pressure contours for an inflow Mach number of 0.7 for the NP (left) and VLR (right) cases with local time step.

Figure 4.7: NACA 0012 test case. Pressure contours for an inflow Mach number of 0.9 for the NP (left) and VLR (right) cases with local time step.

Figure 4.8: NACA 0012 test case. Pressure contours for an inflow Mach number of 1.0 for the NP (left) and VLR (right) cases with local time step.
Figure 4.9: NACA 0012 test case. Pressure contours for an inflow Mach number of 1.2 for the NP (left) and VLR (right) cases with local time step.

Figure 4.10: NACA 0012 test case. Pressure contours for an inflow Mach number of 1.8 for the NP (left) and VLR (right) cases with local time step.

Figure 4.11: NACA 0012 test case. Pressure contours for an inflow Mach number of 2.0 for the NP (left) and VLR (right) cases with local time step.
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Table 4.4: NACA 0012 test case. Comparative minimum/maximum Mach numbers over the domain once reached the steady state. The different preconditioning options using global and local time stepping are compared for the NACA0012 test case at different inflow Mach numbers. VLR-globalTS and VLR-localTS values are shown in the same column (VLR) as they give identical results. The dash symbol "-" indicates that the result didn’t converge.

<table>
<thead>
<tr>
<th>Mach</th>
<th>NP-globalTS</th>
<th>NP-localTS</th>
<th>VLR</th>
<th>CM-globalTS</th>
<th>CM-localTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.001</td>
<td>-</td>
<td>-</td>
<td>3.22 × 10⁻⁵/0.001182</td>
<td>1.36 × 10⁻⁵/0.001181</td>
<td>1.00 × 10⁻⁵/0.001182</td>
</tr>
<tr>
<td>0.01</td>
<td>-</td>
<td>-</td>
<td>3.22 × 10⁻⁵/0.001182</td>
<td>1.36 × 10⁻⁵/0.001181</td>
<td>1.02 × 10⁻⁴/0.01182</td>
</tr>
<tr>
<td>0.1</td>
<td>0.00397/0.1179</td>
<td>0.00375/0.1179</td>
<td>3.19 × 10⁻⁵/0.1183</td>
<td>0.001347/0.1182</td>
<td>0.001271/0.1183</td>
</tr>
<tr>
<td>0.3</td>
<td>0.0141/0.366</td>
<td>0.0141/0.366</td>
<td>8.90 × 10⁻⁴/0.359</td>
<td>0.00371/0.359</td>
<td>0.00374/0.359</td>
</tr>
<tr>
<td>0.5</td>
<td>0.0178/0.628</td>
<td>0.0178/0.628</td>
<td>0.00119/0.614</td>
<td>0.00511/0.615</td>
<td>0.00511/0.615</td>
</tr>
<tr>
<td>0.7</td>
<td>0.0174/0.945</td>
<td>0.0173/0.949</td>
<td>0.00109/0.927</td>
<td>0.00521/0.932</td>
<td>0.00519/0.933</td>
</tr>
<tr>
<td>0.9</td>
<td>0.0189/1.53</td>
<td>0.0189/1.53</td>
<td>0.001439/1.44</td>
<td>0.00719/1.50</td>
<td>0.00720/1.50</td>
</tr>
<tr>
<td>1.0</td>
<td>0.0146/1.79</td>
<td>0.0146/1.79</td>
<td>4.37 × 10⁻⁴/1.45</td>
<td>0.00219/1.80</td>
<td>0.00219/1.80</td>
</tr>
<tr>
<td>1.2</td>
<td>0.0214/1.53</td>
<td>0.0223/4.7</td>
<td>0.00726/1.49</td>
<td>0.00830/1.75</td>
<td>0.00835/1.92</td>
</tr>
<tr>
<td>1.8</td>
<td>0.0545/2.09</td>
<td>0.0545/2.09</td>
<td>0.0166/1.97</td>
<td>0.0378/2.53</td>
<td>0.0378/2.53</td>
</tr>
<tr>
<td>2.0</td>
<td>0.0233/2.40</td>
<td>0.0233/2.40</td>
<td>0.0476/2.20</td>
<td>0.0377/2.88</td>
<td>0.0377/2.88</td>
</tr>
</tbody>
</table>

Table 4.5: NACA 0012 test case. Comparison of the CFL numbers used for the different preconditioning options at different inflow Mach numbers.
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(A) $M = 0.001$

(B) $M = 0.01$

(C) $M = 0.1$

(D) $M = 0.3$

(E) $M = 0.5$

(F) $M = 0.7$
Figure 4.12: NACA 0012 test case. Residual-convergence rates over the time step using the three preconditioning options (NP, VLR, and CM) with local time at different inflow Mach numbers.

(g) $M = 0.9$

(h) $M = 1.0$

(i) $M = 1.2$

(j) $M = 1.8$

(k) $M = 2.0$
4.4.2 ONERA M6 wing

The ONERA M6 wing configuration details and experimental results are found in Schmitt and Charpin [1979]. The results presented here correspond to inviscid transonic flow at a Mach number of 0.8395 and an angle of attack of 3.06°. As in the NACA 0012 test case, the rest of the initial conditions are $\rho = 1$, $\|u\| = 1$, $T = 1$, and $c_p$ and $c_v$ are determined to obtain the desired inflow Mach numbers. An unstructured tetrahedral mesh is used on this simulation consisting of 472026 elements and 94481 grid points. VLR and NP options are tested for this case. The CM option improving only the performance for low Mach number regimes, is not considered in this problem. The NP-localTS option does not converge for this problem. A constant velocity and temperature are prescribed at the inflow and a constant density at the outflow. A prudential distance is taken from the airfoil to the inflow and outflow boundaries in order to avoid the numerical instabilities of reflecting waves. Slip boundary conditions are used on the rest of the walls of the domain as well as on the airfoil.

Convergence for the NP-globalTS and VLR-localTS cases are compared in Fig. 4.13. We observe that the VLR-localTS configuration considerably accelerates the convergence compared to the NP-globalTS one.

The pressure contours on the upper and lower surface of the wing for the VLR-localTS case with $CFL = 0.2$ are shown in Fig. 4.14. In the upper surface contours we can identify the complex sharp shock structure that is formed.

The pressure coefficient values of the VLR-localTS simulation at seven spanwise orthogonal sections of the wing are compared to the experimental results in Schmitt and Charpin [1979] in Fig. 4.15. The seven sections are at 20% ($y = 0.23926 m$), 44% ($y = 0.526372 m$), 65% ($y = 0.777595 m$), 80% ($y = 0.95704 m$), 90% ($y = 1.07667 m$), 95% ($y = 1.136485 m$), and 99% ($y = 1.184337 m$) of the semi-span that goes from $y = 0$ to $y = 1.1963 m$, where $y$ is the span-wise coordinate. We observe some differences of these results near the shock located at $x = 0.6$ on the horizontal axis and on the trailing edge for all cases, whether preconditioned or not. Considering that we are comparing the experimental results with an Euler solution, the obtained pressure coefficient values at the different sections are reasonable (see for instance Luo et al. [1998]).
Figure 4.13: ONERA M6 test case. Convergence rate comparison between the non preconditioned case using a global time stepping (red line) and the VLR preconditioned case using a local time stepping (green line).

Figure 4.14: ONERA M6 test case. Pressure contours on the upper (left figure) and lower (right figure) surfaces for the VLR preconditioned case with local time step.
(A) 20% of the semi-span

(B) 44% of the semi-span

(C) 65% of the semi-span

(D) 80% of the semi-span

(E) 90% of the semi-span

(F) 95% of the semi-span
Chapter 4. Local preconditioning and VMS for compressible flow: P-VMS

4.4.3 Viscous NACA 0012 airfoil

Viscous flow past a two-dimensional NACA 0012 airfoil is solved at zero angle of attack, inflow Mach number 0.0001 and Reynolds number 10000. The rest of the initial conditions are $\rho = 1$, $u = (1, 0)$, $T = 1$, $\mu = 0.0001$, and $Pr = 0.8$. $c_p$, $c_v$, and $\kappa$ are determined to obtain the desired Mach and Prandtl numbers. This problem reaches a steady state. We impose the following boundary conditions. Non-slip boundary conditions are set over the airfoil, it consists of setting $u = 0$. Slip boundary conditions are imposed on the top and bottom walls, that is, we impose $u_2 = 0$. Velocity $u$ and temperature $T$ are imposed at the inflow boundary, and density $\rho$ is imposed at the outflow boundary. The unstructured grid of 6042 elements (rectangles and triangles) and 4317 grid nodes shown in Fig. 4.16 is used for this simulation. For both the NP and CM preconditioned cases, we use a global time step with a CFL number of $C = 1.0$. The local time stepping seems to be more sensitive to the reflecting waves. The non-preconditioned case with local time step does not converge. The CM preconditioned case with local time step, with a CFL number of $C = 0.1$, seems to converge during the first 10000 steps, reaching a residual of around $10^{-6}$, however it ends up to diverge. Results of the Mach number contours for the NP and the CM preconditioned cases are displayed in Fig. 4.17 after 90000 time steps. We observe that the CM preconditioned case presents a better result than the NP case with smoother contours, especially in the boundary layer. Also the convergence is significantly improved when using CM preconditioner as it is shown in Fig. 4.18. The NP case seems to converge after 90000 simulation steps, however we observe that the solution is not stable and it ends-up to diverge if we continue the simulation. This fact shows once more time that the preconditioned problem is more robust than the non-preconditioned one. We notice that the residual convergence of the CM preconditioned case stalls at around $10^{-8}$. We find
a similar behaviour in the CM preconditioned convergence of the inviscid NACA 0012 at low Mach numbers (see Figs. 4.12a and 4.12b in Subsection 4.4.1). We think that this could be due to the threshold $\epsilon = 10^{-5}$ that is present in the definition of the CM preconditioner, in the reference Mach number (4.41) and (4.42).

Figure 4.16: Viscous NACA 00012 test case. Plot of the computational grid.

(A) Unpreconditioned case

(B) CM preconditioned case

Figure 4.17: Viscous NACA 00012 test case. Mach number contours after 90000 time steps, for the unpreconditioned and the CM preconditioned cases, for an inflow Mach number of 0.0001 and a Reynolds number of 10000. A global time stepping is used for both simulations with CFL number of $C = 1.0$. 
4.4.4 Shock tube

Here we assess the performance of P-VMS for a transient problem. The Sod’s shock tube originally proposed by Sod [1978] and already solved in Subsection 2.4.1, is here solved with a different initial setting which gives a maximum Mach number of 0.00184 approximately. The problem description, mesh configuration, and boundary conditions for this problem can be found in Subsection 2.4.1. The difference here is that the initial conditions are: the left density is set to 1 and the right density is set to 0.999, the left total energy is set to 2.5 and the right total energy is set to 2.499, and the initial velocity is set to 0.002. Global physical time and pseudo-time steps are used for both the NP and CM cases. The physical time is fixed and prescribed to $\Delta t = 0.006 \text{s}$. The pseudo-time uses a safety factor $C_T = 1.0$ and six pseudo-time iterations are performed at each physical time step, for both the NP and the CM preconditioned cases.

The goal of local preconditioning is the uniformization of the characteristic propagation speeds of the system which entails a gain in convergence speed. The preconditioner is here applied to accelerate the convergence of the pseudo-time to a pseudo steady state at each physical time-step. This is shown in Fig. 4.19a where the convergences in pseudo-time of the NP and the CM preconditioned cases are compared. The agreement between the NP and the CM preconditioned cases with pseudo-time, and the NP case with no pseudo-time is shown in Fig. 4.19b representing the convergence in physical time. Density and pressure results corresponding to the CM preconditioned case with pseudo-time are given in Fig. 4.20.
The classical Sod’s shock tube, whose configuration is described in Subsection 2.4.1, is also solved here to analyse the effect of the pseudo-time iterations on this problem. The pseudo-time uses a safety factor $C_T = 0.9$ and four pseudo-time iterations are performed at each physical time step, for both the NP and the CM preconditioned cases. As it is shown in Fig. 4.21b, when a straight compressible VMS is used, numerical oscillations appear near the shocks. We observe from Fig. 4.21a that this oscillations are considerably reduced with the use of pseudo-time iterations. We conclude that pseudo-time iterations involve a gain in accuracy and robustness to the numerical method. The solution of the CM preconditioned case, in Fig. 4.21c, is very similar to the solution of the NP case, both of them using a pseudo-time stepping.

(A) Pseudo-time convergence

(B) Physical time convergence

Figure 4.19: Shock tube test case reaching a Mach number of 0.00184 approximately.

(A) Convergence history within pseudo-time of the NP (red color) and the CM preconditioned (green color) cases, both using 6 iterations of pseudo-time. (B) Convergence history within physical time of the NP case with six pseudo-time iterations (red color), the CM preconditioned case with six pseudo-time iterations (green color), and the NP case without pseudo-time iterations (blue color), showing the agreement of the solution on the three cases.
Figure 4.20: Shock tube test case reaching a Mach number of 0.00184 approximately. Density and pressure results at 0.66 seconds for the CM preconditioned case using six pseudo-time iterations.
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(a) NP, pseudo-time

(b) NP

(c) CM, pseudo-time

Figure 4.21: Shock tube classical test case reaching a Mach number of 0.828 approximately. Density and pressure results at 0.74 seconds for the NP case (A) with and (B) without pseudo-time, and (C) the CM preconditioned case with pseudo-time. We are using four pseudo-time iterations.

4.5 Summary and conclusions

In this chapter a variational multiscale stabilization for the locally preconditioned Navier-Stokes equations is introduced. Both steady and transient flows are considered. This stabilization method, that we call P-VMS, is applied to the finite element discretization of compressible flows. Time discretization is approached by a linear explicit scheme in
order to present and assess P-VMS in the most simple and direct way possible. The local
and global time stepping are compared.

Due to the effect of local preconditioning on the equations, the preconditioned system
is better suited for the computation of the VMS for a wide-range of Mach numbers.
The combined action of local preconditioning and VMS results in a robust and precise
numerical method. As local preconditioning is applied before any discretization is done, it
does not necessarily add extra computational cost compared to the non-preconditioned
option. Indeed, the products $PA^i$ and $PK^{ir}$ can be computed analytically and the
corresponding expressions introduced into the code.

VLR and CM preconditioners are tested over two and a three-dimensional benchmarks
for viscous and inviscid, transient and steady flow, comprising an ample range of Mach
numbers. We observed that preconditioning gives improvement in terms of convergence
acceleration, stability, and smoothness of the solution even for very low Mach numbers.
The use of a local time stepping compared to a global one, accelerates the convergence
to the steady solution as well. In the Euler steady case, VLR preconditioning gives
better improvement than CM one on the convergence rate and applies from subsonic to
supersonic regimes. CM preconditioning improves the convergence for low Mach number
flows, but it can be easily applied to viscous flow and transient problems.
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Fourier stability analysis and local Courant number for P-VMS

In this chapter we present the results of a Fourier stability analysis of the preconditioned variational multiscale stabilization (P-VMS) method introduced in Chapter 4. P-VMS combines a variational multiscale stabilized finite elements discretization together with local preconditioning. We consider P-VMS using van Leer-Lee-Roe’s van Leer et al. [1991] and Choi-Merkle’s Choi and Merkle [1993] local preconditioners for the Euler equations of compressible steady flow. VLR preconditioner applies for low Mach, transonic and supersonic regimes, while CM preconditioner only gives improvement at low Mach. In this chapter we concentrate on explicit time integration schemes. The stability analysis is performed on a two dimensional simplified problem with a structured mesh and its conclusions are applied to two and three dimensional general problems with unstructured meshes. As a result of this analysis a local Courant-Friedrichs-Lewy number is defined for the computation of the time step. Its performance in convergence rate is evaluated by comparison with the traditional constant Courant-Friedrichs-Lewy number, in some test cases including a large range of Mach numbers.

5.1 Fourier analysis

The motivation of the Fourier analysis Vichnevetsky and Bowles [1982] is to analyze the behavior of the numerical scheme in terms of error propagation and damping of all the Fourier modes. On the one hand, the Fourier footprint (FFP) technique analyzes the configuration of the eigenvalues of the discrete spatial operator for all the Fourier modes, in particular it allows to verify the eigenvalues clustering after a space discretization is
done. On the other hand, the von Neumann analysis studies the convergence behavior of the full (space and time) discretized scheme.

Here we enumerate some examples of the use of Fourier analysis to evaluate the smoothing properties of local preconditioning in the context of the Euler and Navier-Stokes equations. In Godfrey [1994], Lee [1996, 1998a,b, 1991], Lynn and van Leer [1993], van Leer et al. [1991] the FFP is computed for the Euler and Navier-Stokes equations using VLR preconditioning for steady flow and a first-order finite volumes upwind discretization in space. In Lee [1996, 1991], Lynn and van Leer [1993], van Leer et al. [1991] a von Neumann stability analysis for a multi-stage explicit time-marching method is additionally done. In Darmofal and van Leer [1998] a complete stability analysis is done for the Euler equations using VLR and block-Jacobi preconditioners for steady flow, an upwind finite differences discretization in space, and an optimal two-stage explicit discretization in time. In Choi and Merkle [1993] the von Neumann stability analysis for the Navier-Stokes equations of steady flow is done using CM preconditioning, introduced in the same article. Euler implicit discretization in time and central differencing in space is used. In Allmaras [1993, 1995] the FFP is computed for the block-Jacobi preconditioned case. In Pierce and B. [1996] a full stability analysis is performed for the Euler and Navier-Stokes equations using a block-Jacobi preconditioner for steady flow, a finite volume discretization in space, and a 5-stage Runge-Kutta time stepping scheme. In Sheng [2010], Wang [2005] the FFP is analyzed for the finite volume upwind discrete operator of the unsteady Navier-Stokes equations using Briley et al. preconditioning Briley et al. [2003]. As it is the case of the precedent examples, Fourier stability analysis for the preconditioned Euler and Navier-Stokes equations has been done since now in the context of finite volumes and finite differences schemes.

In the following subsections we perform a Fourier stability analysis of the P-VMS method and compare it to the unpreconditioned VMS. To this purpose the preconditioned system (4.15) is discretized in space using P-VMS and, in time, using a first order forward finite differences scheme (see Subsection 4.3). In this chapter, a local time stepping is considered (see Subsection 2.3.5). VLR and CM preconditioners are considered in the P-VMS scheme when computing the FFP in Subsection 5.1.1. After performing the von Neumann analysis in Subsection 5.1.2, unexpected improvement of the numerical scheme has come as well, which is explained in Subsection 5.1.3.
5.1.1 Fourier footprint

The FFP is the locus of the discrete spatial operator’s eigenvalues in the complex plane. We expect the preconditioner to reduce the spread of these eigenvalues as well as rearrange its disposition in the complex plane in such a way that the stability condition defined in Subsection 5.1.2 is more easily verified.

The FFP is computed as follows. As an analytical expression for the eigenvalues of fifth (or higher) order matrices does not exist [Stewart 1994], the FFP of the three-dimensional problem cannot be analytically formulated. The FFP is computed from the discretized spatial operator for a simplified two-dimensional case and the consequences of its analysis will be considered on general two and three-dimensional cases. We consider a two-dimensional structured mesh with identical rectangles of dimension $\Delta x_1 \times \Delta x_2$. We apply the variational multiscale stabilized finite element space discretization and obtain equation (4.52). We note $\Phi_{kl}$ the value of $\Phi$ at node $x^{kl}$ and suppose that the jacobians $A^i$, $i = 1, 2$, are constant in a neighborhood of $\Phi_{kl}$, for each node $x^{kl}$ of the grid. We use equality (2.12) in the Euler version of equation (4.52) and compute the integrals by a nodal integration rule, that for a function $f$ writes

$$\int_K f(x) \, dK \approx \sum_{p=1}^N f(x^p) \omega^p ,$$

where $K$ is an element of the grid, $N$ is the number of nodes $x^p$ of the element $K$, and $\omega^p$ its weight that is $\frac{1}{N} |K|$. In this case $N = 4$ and $\omega^p = \frac{1}{4} \Delta x_1 \Delta x_2$. Then we obtain

$$\frac{\partial \Phi_{k,l}}{\partial t} = R(\Phi) ,$$

where

$$R(\Phi) = - \left\{ \frac{1}{2 \Delta x_1} A^1 (\Phi_{k+1,l} - \Phi_{k-1,l}) + \frac{1}{2 \Delta x_2} A^2 (\Phi_{k,l+1} - \Phi_{k,l-1}) + \frac{1}{\Delta x_1 \Delta x_2} A^1 A^1 (-\Phi_{k+1,l} + 2 \Phi_{k,l} - \Phi_{k-1,l}) + \frac{1}{\Delta x_2 \Delta x_2} A^2 A^2 (-\Phi_{k,l+1} + 2 \Phi_{k,l} - \Phi_{k,l-1}) + \frac{1}{4 \Delta x_1 \Delta x_2} (A^1 A^2 + A^2 A^1) (\Phi_{k-1,l+1} - \Phi_{k+1,l+1} + \Phi_{k+1,l-1} - \Phi_{k-1,l-1}) \right\} .$$

We introduce in (5.2) a discrete Fourier mode

$$\Phi_{k,l} = \Phi(\omega) e^{i(k\omega_1 + l\omega_2)} ,$$

for $\omega \in [-\pi, \pi] \times [-\pi, \pi]$ and obtain

$$\frac{\partial \Phi_{k,l}}{\partial t} = \hat{F}(\omega) \Phi_{k,l} ,$$

where
where

\[
\hat{F}(\omega) = -\left\{ \frac{i\sin\omega_1}{\Delta x_1} \mathbf{A}^1 + \frac{i\sin\omega_2}{\Delta x_2} \mathbf{A}^2 + \frac{2(1-\cos\omega_1)}{\Delta x_1 \Delta x_1} \mathbf{A}^1 \tau \mathbf{A}^1 + \frac{2(1-\cos\omega_2)}{\Delta x_2 \Delta x_2} \mathbf{A}^2 \tau \mathbf{A}^2 \\
+ \frac{\sin\omega_1 \sin\omega_2}{\Delta x_1 \Delta x_2} \left( \mathbf{A}^1 \tau \mathbf{A}^2 + \mathbf{A}^2 \tau \mathbf{A}^1 \right) \right\}
\]

(5.6)

is the Fourier symbol. The ensemble of its eigenvalues, \( \{\lambda_i(\hat{F}(\omega))\}_i, \omega \), for \( i = 1, \ldots, 4 \) and \( \omega \in [-\pi, \pi] \times [-\pi, \pi] \), define the FFP, simply noted here as \( \lambda(\hat{F}) \). The ensemble of the four eigenvalues generated by each frequency combination, \( \omega = (\omega_1, \omega_2) \), is noted as \( \lambda(\hat{F}(\omega)) \). The FFP does not depend on the system of unknowns in equation (5.2). The effect of the grid element aspect ratio to the FFP is excluded in this work by supposing \( AR = \frac{\Delta x_2}{\Delta x_1} = 1 \). We call \( h \) the element length in both directions: \( h = \Delta x_1 = \Delta x_2 \).

If we express the problem in symmetrizing variables (in B.1) it is easy to see that the FFP exclusively depends on \( h, c, M, \) and the angle \( \alpha \) of the velocity in relation to the coordinate axes.

In Figs. 5.1-5.6 the FFP of the non-preconditioned VMS stabilized finite elements discretization is compared to the P-VMS one, where both VLR and CM preconditioners are used. The scaled FFP, \( \frac{h}{\Delta x_1} \lambda(\hat{F}) \), which only depends on \( M \) and \( \alpha \), is shown. Different Mach numbers are displayed: \( M = 0.01, 0.1, 0.5, 0.7, 0.9, 2.0 \). The flow speed is considered to be aligned with the grid, that is, we suppose \( \alpha = 0 \). When \( \alpha = 0 \), \( \hat{F}(-\omega) \) and \( \hat{F}(\omega) \) are symmetric about the real axis, in other words they are conjugate complex numbers. For this reason only positive Fourier angles, \( \omega \in [0, \pi] \times [0, \pi] \), are plotted. High frequencies, which are those in \( I_{\text{high}} = [\frac{\pi}{2}, \pi] \times [\frac{\pi}{2}, \pi] \), are represented in red color; low frequencies, which are those in \( I_{\text{low}} = [0, \frac{\pi}{2}] \times [0, \frac{\pi}{2}] \), in blue color; and medium frequencies, which are the rest of the frequencies, in green color.

It is seen from Figs. 5.4-5.6 that the FFP for the CM preconditioned case is very similar to the NP one when \( M \) approaches one and \( M > 1 \). CM is in fact a preconditioner for low Mach number regimes, otherwise it does not remove the stiffness of the non-preconditioned Euler equations. The CM preconditioned system compared to the NP one is indeed worse conditioned when \( 0.4 < M < 1 \) and has the same characteristic speeds when \( M > 1 \) (see Section 4.2.5 or Darmofal and van Leer [1998] for the details).

We observe that for low Mach numbers the FFP that corresponds to a first order upwind finite volumes discretization (used for example in Lee [1996], Lynn and van Leer [1993], Wang [2005]) is very similar to the one corresponding to the VMS stabilized finite element discretization used in this work, for both the unpreconditioned and the VLR preconditioned cases. The precedent conclusion is done by comparing: Fig. 5.1 of this chapter with Fig. 4.1(a) in Wang [2005] for the non-preconditioned FFP when \( M = 0.01 \), as well as Fig. 5.2 of this chapter with Fig. 2.9 in Lee [1996] for both the non-preconditioned
and the VLR preconditioned cases when $M = 0.1$. When $M = 0.5$, 0.9, and 2.0, Figs. 5.3, 5.5, and 5.6 of this chapter are compared to Figs. 6-8 and 10-12 in Lynn and van Leer [1993]. We conclude that differences in the shape of the FFP between the finite volumes and the finite elements semi-discretizations appear for moderate to high Mach numbers, for both non-preconditioned and VLR preconditioned cases. Details on the Fourier symbol, $\hat{F}(\omega)$, for the first order upwind finite volumes semi-discrete operator can be found in Wang [2005]. No FFP of the CM preconditioned case has been found in the literature to compare.

In comparison with the unpreconditioned case, VLR preconditioning reduces the locus of the FFP. To a lesser degree, the same effect is seen with the CM preconditioning for low Mach numbers. Before preconditioning many different scales are present in the FFP. VLR preconditioner as well as CM one for low Mach numbers, clear up the FFP of the non-preconditioned equations and give a more orderly spread of the eigenvalues. A group of eigenvalues is seen to cluster near the origin in the FFP of the NP case for all Mach numbers. A clustering on the real axis appears as well for low Mach numbers. This fact is a consequence of the disparity on the propagation speeds of the Euler equations Darmofal and van Leer [1998]. VLR preconditioner as well as CM one for low Mach numbers, displace most of these eigenvalues from the real axis and the origin, then a better clustering of the eigenvalues is obtained. As it is understood in the next subsection, the reduction of the spread as well as a better clustering of the eigenvalues that is obtained when preconditioning, help to the damping of the error and a better convergence of the numerical scheme.
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Figure 5.1: The scaled FFP, $\frac{1}{2} \lambda(\hat{F}(\omega))$, for $\omega \in [0, \pi] \times [0, \pi]$, $M = 0.01$, $\alpha = 0$, and $\lambda R = 1$, is plotted for the NP, VLR, and CM preconditioning options. High frequencies are plotted in red, medium frequencies in green and low frequencies in blue.
Figure 5.2: Same as in Fig. 5.1 but for a Mach number of 0.1.

Figure 5.3: Same as in Fig. 5.1 but for a Mach number of 0.5.
Figure 5.4: Same as in Fig. 5.1 but for a Mach number of 0.7.

Figure 5.5: Same as in Fig. 5.1 but for a Mach number of 0.9.
Figure 5.6: Same as in Fig. 5.1 but for a Mach number of 2.0.
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5.1.2 Von Neumann stability analysis

Von Neumann stability analysis *O’Brien et al. [1950]* is used to determine the behavior of the full-discretized equations in terms of convergence of the solution. It gives information on the error propagation over the time iterations and the damping behavior of the scheme. A necessary condition for the convergence of the problem is determined with von Neumann analysis: the FFP scaled by the time step should remain inside a defined stability region that depends on the time discretization scheme.

The von Neumann stability analysis is applied to the full (i.e. space and time) discretized operator and is performed as follows. The space-discretized equation of a simplified two-dimensional case (5.2) is discretized in time using a first order explicit (or forward Euler) time integration, obtaining

\[
\frac{\Phi_{k,l}^{n+1} - \Phi_{k,l}^n}{\Delta t} = R(\Phi_{k,l}^n) .
\]  

(5.7)

Similarly to what is done with (5.4), the analysis is obtained by looking at the time evolution of numerical solutions of the form

\[
\Phi_{k,l}^{n+1} = \hat{\Phi}_{k,l}^{n+1}(\omega) e^{i(k\omega_1+l\omega_2)} ,
\]  

(5.8)

for \(\omega = (\omega_1, \omega_2) \in [-\pi, \pi] \times [-\pi, \pi]\). Inserting (5.8) into the time-discretized equation (5.7), we have

\[
\frac{\Phi_{k,l}^{n+1} - \Phi_{k,l}^n}{\Delta t} = \hat{F}(\omega) \Phi_{k,l}^n ,
\]  

(5.9)

where \(\hat{F}(\omega)\) is the Fourier symbol defined in (5.6), we suppose \(AR = 1\) as well. Isolating the unknown of the current time in (5.9) we obtain:

\[
\Phi_{k,l}^{n+1} = \left[ \text{Id} + \Delta t \hat{F}(\omega) \right] \Phi_{k,l}^n .
\]  

(5.10)

From (5.10) the amplification matrix of our problem is defined as

\[
G(\omega) = \text{Id} + \Delta t \hat{F}(\omega) ,
\]  

(5.11)

and its eigenvalues are

\[
\lambda_i(G) = 1 + \Delta t \lambda_i(\hat{F}(\omega)) .
\]  

(5.12)

To assure numerical stability, the spectral radius of the amplification matrix should not exceed unity, thus none of its eigenvalues’ absolute value should, that is:

\[
|\lambda_i(G)| = |1 + \Delta t \lambda_i(\hat{F}(\omega))| \leq 1 ,
\]  

(5.13)
for $i = 1, \ldots, 4$. The region defined by (5.13) in the complex plane $\Delta t \hat{F}(\omega)$, which is

$$S = \{z \in \mathbb{C} \mid |1 + z| \leq 1\},$$

(5.14)
is the stability region of a first order explicit time integration scheme, that is the unit disc centered at $(-1,0)$. For this algorithm to be stable, the FFP scaled by the time step, $\Delta t \lambda(\hat{F}(\omega))$ for all values of $\omega \in [-\pi, \pi] \times [-\pi, \pi]$, should be inside the region $S$.

As explained in subsection 5.1.1, the FFP depends on $h$, $c$, $M$, and $\alpha$. From the expression of the time step (equations (4.65) and (4.66) for the preconditioned and the unpreconditioned problems, respectively) we can see that the dependence of the FFP on $h$ and $c$ is canceled when it is scaled by the time step, thus $\Delta t \lambda(\hat{F})$ depends on $C$, $M$, and $\alpha$. The CFL number, $C$, is a constant factor of $\Delta t \lambda(\hat{F})$ so it does not change its shape but only its size. This number should be such that $\Delta t \lambda(\hat{F})$ is inside the stability region $S$. For each problem that we are solving, the choice of the CFL number is done through numerical testing. In the next Subsection we present a non-constant CFL number which depends on the Mach number at each point of the domain.

The FFP scaled by the time step for both the NP and VLR options and for a Mach number of 0.01 are displayed in Fig. 5.7. The CFL numbers in order to fit inside the stability region are $C = 0.495$ and $C = 0.505$ for the NP and VLR cases, respectively. Although the required CFL numbers are very similar for both cases, the time step of the preconditioned case is larger, of some orders of magnitude for low Mach numbers. This is because, contrary to the NP case, when preconditioning the speed of the sound is not present in the computation of the time step (see equations (4.65) and (4.66)).

As observed in subsection 5.1.1 from Figs. 5.1-5.6, VLR preconditioning, and CM for low Mach numbers, reduce the spread of the eigenvalues, making it easier for them to be contained within the stability region of any particular method and allowing larger time steps. In contrast, the spread of the eigenvalues of the NP case, restricts the possible time step. We also observe that preconditioning removes considerably the clustering of the FFP near the origin, where the spectral radius of the amplification matrix approaches one. This improves the error damping properties of the method.
Figure 5.7: The FFP scaled by the time step, $\Delta t \lambda(\hat{F}(\omega))$, for $\omega \in [0, \pi] \times [0, \pi]$, $M = 0.01$, $\alpha = 0$, and $AR = 1$, is plotted for (a) the NP case with CFL number $C = 0.505$ and (b) the VLR case with $C = 0.495$. Contours of the complex polynomial $|1+z|$ which defines the stability region for a first order explicit time integration scheme are overlaid, up to level 1 with increments of 0.1.

5.1.3 Local CFL number

The CFL number $C$, $0 < C < 1$, in the time step equation (4.63), is constant all over the domain and depends on the problem that it is solved. We chose it for each problem through numerical experiments to be as big as possible but small enough to permit the problem to converge.

Based on the von Neumann analysis of the previous subsection we propose an alternative and systematic way of computing the CFL number. This results in a local CFL number in the sense that it is variable over the domain and computed at each point of the grid using local parameters. Given a Mach number $M$, we can compute the maximum CFL number, $C_{\text{max}}$, assuring that $\Delta t \lambda(\hat{F})$ is inside the stability region (5.14), in other words, assuring that the stability condition (5.13) is verified. It writes

$$C_{\text{max}}(M) := \max \{ C \mid |\lambda_i(G(\omega, C, M, \alpha))| \leq 1, \ \forall i, \omega, \alpha \}, \quad (5.15)$$

where $i = 1, \ldots, 4$, $\omega \in [-\pi, \pi] \times [-\pi, \pi]$, $\alpha \in [0, 2\pi]$, and $\lambda_i(G)$ are the eigenvalues of the amplification matrix (5.12). As in the two previous subsections the element aspect ratio of the grid is supposed to be $AR = 1$. The CFL number, inside the time step, scales the value of $\Delta t \lambda(\hat{F})$ without changing its shape but only its size. Different placements of $\Delta t \lambda(\hat{F})$ inside the stability region (5.14) are found through the choice of the CFL number. The modes of $\Delta t \lambda(\hat{F})$ placed near the center of the stability region, are more strongly damped. This fact makes us realize that the maximum CFL number defined in (5.15) is not necessarily the most efficient in terms of convergence of the solution. For
this reason, we define three other local CFL numbers, $C_{\text{high}}$, $C_{\text{low}}$, and $C_{\text{all}}$, maximizing the damping of high frequencies, low frequencies and all the frequencies, respectively. They write:

$$C_{\text{high}}(M) = \arg \min_{0 < C \leq C_{\text{max}}(M)} \left\{ \frac{1}{4} \sum_{i=1}^{4} \left| \lambda_i(G(\omega, C, M, \alpha)) \right| \right\},$$  \hspace{2cm} (5.16)$$

$$C_{\text{low}}(M) = \arg \min_{0 < C \leq C_{\text{max}}(M)} \left\{ \frac{1}{4} \sum_{i=1}^{4} \left| \lambda_i(G(\omega, C, M, \alpha)) \right| \right\},$$  \hspace{2cm} (5.17)$$

$$C_{\text{all}}(M) = \arg \min_{0 < C \leq C_{\text{max}}(M)} \left\{ \frac{1}{4} \sum_{i=1}^{4} \left| \lambda_i(G(\omega, C, M, \alpha)) \right| \right\}. $$  \hspace{2cm} (5.18)$$

As defined in subsection 5.1.1, high and low frequencies are those in $I_{\text{high}} = [\frac{\pi}{2}, \pi] \times [\frac{\pi}{2}, \pi]$ and $I_{\text{low}} = [0, \frac{\pi}{2}] \times [0, \frac{\pi}{2}]$, respectively. Now we define the precedent local CFL numbers (equations (5.15)-(5.18)) but only considering $\alpha = 0$ flow angle

$$C_{\text{max},0}(M) = \max \left\{ C \mid \left| \lambda_i(G(\omega, C, M, \alpha)) \right| \leq 1, \ \forall i, \omega, \alpha = 0 \right\}. $$  \hspace{2cm} (5.19)$$

$$C_{\text{high},0}(M) = \arg \min_{0 < C \leq C_{\text{max}}(M)} \left\{ \frac{1}{4} \sum_{i=1}^{4} \left| \lambda_i(G(\omega, C, M, \alpha)) \right| \right\}, $$  \hspace{2cm} (5.20)$$

$$C_{\text{low},0}(M) = \arg \min_{0 < C \leq C_{\text{max}}(M)} \left\{ \frac{1}{4} \sum_{i=1}^{4} \left| \lambda_i(G(\omega, C, M, \alpha)) \right| \right\}, $$  \hspace{2cm} (5.21)$$

$$C_{\text{all},0}(M) = \arg \min_{0 < C \leq C_{\text{max}}(M)} \left\{ \frac{1}{4} \sum_{i=1}^{4} \left| \lambda_i(G(\omega, C, M, \alpha)) \right| \right\}. $$  \hspace{2cm} (5.22)$$

As all the precedent analysis is done for a two-dimensional simplified case but we are using it for two and three-dimensional general problems, when a local CFL is used, we should multiply the time step (4.63) by a constant, that we call safety factor, $SF \in (0, 1]$, obtaining

$$\Delta t_{el} = SF \ C(M) \ \frac{h}{\left| \lambda_{\text{max}} \right|}. $$  \hspace{2cm} (5.23)$$

In (5.23), $C(M)$ is any of the previously defined local CFL numbers (equations (5.15)-(5.18) and (5.19)-(5.22)) and $SF$ is chosen according to each problem needs. Then the elementary time step becomes

$$\Delta t_{el} = SF \ C(M) \ \frac{h}{\left\| \mathbf{u} \right\|}, $$  \hspace{2cm} (5.24)$$

for the VLR preconditioned case and

$$\Delta t_{el} = SF \ C(M) \ \frac{h}{\left\| \mathbf{u} \right\| + c}, $$  \hspace{2cm} (5.25)$$
when no preconditioner is used. The local time step $\Delta t$ is obtained at each node of the grid by interpolating the elementary one $\Delta t_{el}$.

The different local CFL number options are computed for a finite list of Mach numbers and plotted in Fig. 5.8 for the NP and VLR cases. A close-up of this plots for $0 \leq M \leq 2$ is presented in Fig. 5.9. Higher resolution is given between 0 and 1 Mach number because bigger gradients are found in this interval. The local CFL number is especially interesting for problems that contain a wide range of Mach numbers. Because CM preconditioner is only designed for low Mach regimes, the study of the local CFL is here focused on the NP and VLR cases. We can see that in the VLR case $C_{\text{high},0}$ and $C_{\text{high}}$ are the most restrictive, giving the lowest CFL numbers when $M < 1$. The same happens in the NP case for very low Mach numbers, otherwise $C_{\text{low},0}$ and $C_{\text{low}}$ are the most restrictive ones. Being the most restrictive does not necessarily mean that it gives the smallest time step, because a safety factor, $SF$, multiplies the time step (see equation (5.23)). This fact is exemplified for the NACA 0012 test case in Fig. 5.12 of Subsection 5.2.1. In the VLR case $C_{\text{high},0}$, $C_{\text{low},0}$, and $C_{\text{all},0}$ present very similar values than $C_{\text{high}}$, $C_{\text{low}}$, and $C_{\text{all}}$, respectively, showing that the consideration of all flow angles does not make a difference in this case. For the VLR case as well, $C_{\text{max},0}$ and $C_{\text{max}}$ give very similar result for $M < 2$ and out of the sonic point neighborhood, otherwise they present a big difference. In the NP case, $C_{\text{low},0}$ and $C_{\text{low}}$ have very similar values for all Mach numbers. $C_{\text{high},0}$ and $C_{\text{high}}$ as well as $C_{\text{all},0}$ and $C_{\text{all}}$ give very similar results when $M < 0.2$ and different results otherwise. Finally, $C_{\text{max},0}$ and $C_{\text{max}}$ are very similar for low Mach numbers and very different otherwise. We conclude that the VLR case is less sensitive than the NP case to flow angle changing for all Mach numbers and local CFL definitions. Then for the VLR preconditioned case, the extension of $\Delta t \lambda(\hat{F})$ as well as its distribution of the frequencies, experiment very little change when modifying the flow angle $\alpha$.

The use of the local CFL number finds all its power in problems where a large range of Mach numbers exists. For this reason, being CM preconditioner only useful for low Mach regimes, the local CFL is only considered for the non-preconditioned (NP) and for the VLR pre-conditioned systems.
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Figure 5.8: The different local CFL numbers: $C_{\text{max},0}(M)$, $C_{\text{high},0}(M)$, $C_{\text{low},0}(M)$, $C_{\text{all},0}(M)$, $C_{\text{max}}(M)$, $C_{\text{high}}(M)$, $C_{\text{low}}(M)$, and $C_{\text{all}}(M)$, from equations (5.19)-(5.22) and (5.15)-(5.18), respectively, are plotted for the unpreconditioned and the VLR preconditioned cases. Higher resolution is given between 0 and 1 Mach number where bigger gradients are found.

Figure 5.9: Close-up of Fig. 5.8, for Mach numbers between 0 and 2.

The FFPs scaled by the time step, $\Delta t \lambda(\hat{F})$, using the local CFL values $C_{\text{max},0}$, $C_{\text{high},0}$, $C_{\text{low},0}$, and $C_{\text{all},0}$ for $M = 0.7$, are plotted in Fig. 5.10. The safety factor $SF$ is set to 1 in this case. We can see for the high and low cases how the FFP is scaled in a way that the corresponding areas are placed around the center of the stability region, where the damping of the Fourier modes is stronger.
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5.2 Numerical results

We assess the performance of the different local CFL definitions, for the VLR preconditioned system, using P-VMS and an explicit time scheme, through two test cases. The first one is the two-dimensional flow past a NACA 0012 profile at different Mach numbers, from Mach 0.001 to 2.0, and zero angle of attack. The second one, a three-dimensional case, is the flow past an ONERA M6 wing at Mach numbers 0.8395 and 2.0, and 3.06° angle of attack. No difference in the steady solution is found in these problems when using a constant CFL number or the different local CFL options. Some of these cases have been already analyzed in Chapter 4 to assess the performance of P-VMS; a constant CFL has been used in that case.

For both test cases, we impose slip boundary condition on the airfoil as well as in the walls of the three dimensional ONERA M6 wing. We prescribe a constant velocity and

\[ \Delta t \lambda(\mathcal{F}(\omega)) \]

\[ \omega \in [0, \pi] \times [0, \pi], \quad M = 0.7, \quad \alpha = 0, \quad AR = 1. \] Four different local CFL numbers are used: \( C_{\text{max},0} \), \( C_{\text{high},0} \), \( C_{\text{low},0} \), and \( C_{\text{all},0} \). Contours of the complex polynomial \(|1 + z|\) which defines the stability region for a first order explicit time integration scheme are overlaid, up to level 1 with increments of 0.1.

**Figure 5.10:** The VLR preconditioned FFPs scaled by the time step, \( \Delta t \lambda(\mathcal{F}(\omega)) \), \( \omega \in [0, \pi] \times [0, \pi] \), for \( M = 0.7 \), \( \alpha = 0 \), and \( AR = 1 \). Four different local CFL numbers are used: \( C_{\text{max},0} \), \( C_{\text{high},0} \), \( C_{\text{low},0} \), and \( C_{\text{all},0} \). Contours of the complex polynomial \(|1 + z|\) which defines the stability region for a first order explicit time integration scheme are overlaid, up to level 1 with increments of 0.1.
temperature at the inflow and a constant density at the outflow. We take a prudential
distance from the airfoil to the inflow and outflow boundaries in order to avoid the
numerical instabilities of reflecting waves. We suppose a diatomic ideal gas then \( \gamma = 1.4 \)
in all the following simulations.

Convergence rates are here represented as a normalized residual, \( Res \) from equation
\((4.74)\), on the vertical axis, over the iteration number on the horizontal axis.

### 5.2.1 NACA 0012 airfoil

We solve the NACA 0012 airfoil test case for inviscid flow at zero angle of attack and
different inflow Mach numbers: 0.001, 0.01, 0.1, 0.3, 0.5, 0.7, 0.9, 1.0, 1.2, 1.8, and
2.0. The rest of the initial conditions being: \( \rho = 1, \mathbf{u} = (1, 0), T = 1 \), and \( c_p \) and \( c_v \)
are determined to obtain the desired inflow Mach numbers. We use an unstructured
grid of 4522 triangles and 2315 grid nodes. The NACA 0012 test case with identical
configuration and for the same inflow Mach numbers is solved in Subsection 4.4.1.

Here we test the different definitions of the local CFL number (equations \((5.15)-(5.18)\)
and \((5.19)-(5.22)\)) for the VLR preconditioned system, and compare them to the constant
CFL number for the NP and VLR cases. All the simulations use a local time stepping.
When a local CFL is used, the local time step defined from \((5.24)\) with the safety factors in
Table 5.2 are used for the differently configured simulations of the NACA 0012 problem.
Otherwise, the values that we use for the constant CFL numbers (in equation \((4.63)\)) are
displayed in Table 5.1 for both the NP and VLR cases.

Pressure contours of the VLR preconditioned steady solution for the different Mach
number configurations are found in Figs. 4.1 to 4.11. It is worth to remark that for the
cases where \( M > 1 \), we did not use any additional shock capturing diffusion. Although
this fact introduces some localized over and undershoots, we preferred to use this strategy
to better compare the local CFL action throughout a large range of Mach numbers with
no additional ingredients.

For the different inflow Mach numbers, we compare in Figure 5.11 the convergence rates
of: the constant CFL number simulations for the NP and VLR cases and the different
local CFL options for the VLR case. First of all we observe the improvement in conver-
gence of the VLR case compared to the NP one, for all Mach numbers. Then we see that,
in the supersonic cases, where a wider range of Mach numbers is found, the benefits in
convergence of using the local CFL are notable compared to the traditional constant one.
For low Mach numbers, both the constant and the local CFL options for the VLR case
give very similar convergence rates. As expected from Figure 5.9b, the obtained convergences with $C_{\text{max}}$ and $C_{\text{max},0}$ are different for $M = 0.7, 0.9, 1.0,$ and $1.2$ and very similar otherwise. For all Mach numbers, the convergence rates that we obtain with $C_{\text{high}}, C_{\text{low}},$ and $C_{\text{all}}$ are very similar to those obtained using $C_{\text{high},0}, C_{\text{low},0},$ and $C_{\text{all},0},$ respectively, showing that these options are not very sensitive to the consideration of the flow angle. In general we observe that the traditional constant CFL gives the worst convergence rate while the local CFL maximizing the damping of the high frequencies gives the best one. Furthermore, we can observe from Table 5.1 that when using the local CFL maximizing the damping of the high frequencies, the required safety factor is 0.9 or 1.0, while the other options require a greater correction to the time step: $SF$ going from 0.4 to 0.8. This fact shows that $C_{\text{high}}$ and $C_{\text{high},0}$ are the best defined local CFL options for this case. We conclude that for the NACA 0012 test case using VLR preconditioner, $C_{\text{high}}$ and $C_{\text{high},0}$ are the best local CFL options.

Concerning the VLR case, in Fig. 5.12 the value of the constant CFL, $C$ in equation (4.65), is compared to the values of the different local CFL options times the corresponding safety factor, $SF C_{\text{max}}, SF C_{\text{high}}, SF C_{\text{low}},$ and $SF C_{\text{all}},$ in equation (5.24), for all the considered inflow Mach number configurations of the NACA 0012 test case. We represent $C = 0.3$ for the constant CFL, which is the used value for almost all Mach numbers (see the VLR row in Table 5.1). Concerning the safety factors, which are displayed in Table 5.2, we chose to represent for each local CFL option, the lowest safety factor along all the Mach number configurations. That is, we take $SF = 0.5$ for $C_{\text{max}}, SF = 0.9$ for $C_{\text{high}},$ $SF = 0.6$ for $C_{\text{low}},$ and $SF = 0.7$ for $C_{\text{all}}.$ The represented values multiply the critical time step, that is $\frac{h}{\Vert u \Vert}$ for the VLR case, and they are needed because of the difficulty to compute the proper critical time step. We observe that even if $C_{\text{high}}$ present the lowest value among the local CFL options (see Fig. 5.9b), once multiplied by the corresponding safety factor, it gives the highest value for this test case.
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### Fourier Stability Analysis and Local CFL

#### (A) $M = 0.001$

<table>
<thead>
<tr>
<th>Time step</th>
<th>log(Residual)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5000</td>
<td>0.0001</td>
</tr>
<tr>
<td>10000</td>
<td>0.0001</td>
</tr>
<tr>
<td>15000</td>
<td>0.0001</td>
</tr>
<tr>
<td>20000</td>
<td>0.0001</td>
</tr>
</tbody>
</table>

#### (B) $M = 0.01$

<table>
<thead>
<tr>
<th>Time step</th>
<th>log(Residual)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5000</td>
<td>0.0001</td>
</tr>
<tr>
<td>10000</td>
<td>0.0001</td>
</tr>
<tr>
<td>15000</td>
<td>0.0001</td>
</tr>
<tr>
<td>20000</td>
<td>0.0001</td>
</tr>
</tbody>
</table>

#### (C) $M = 0.1$

<table>
<thead>
<tr>
<th>Time step</th>
<th>log(Residual)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5000</td>
<td>0.0001</td>
</tr>
<tr>
<td>10000</td>
<td>0.0001</td>
</tr>
<tr>
<td>15000</td>
<td>0.0001</td>
</tr>
<tr>
<td>20000</td>
<td>0.0001</td>
</tr>
</tbody>
</table>

#### (D) $M = 0.3$

<table>
<thead>
<tr>
<th>Time step</th>
<th>log(Residual)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5000</td>
<td>0.0001</td>
</tr>
<tr>
<td>10000</td>
<td>0.0001</td>
</tr>
<tr>
<td>15000</td>
<td>0.0001</td>
</tr>
<tr>
<td>20000</td>
<td>0.0001</td>
</tr>
</tbody>
</table>

#### (E) $M = 0.5$

<table>
<thead>
<tr>
<th>Time step</th>
<th>log(Residual)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5000</td>
<td>0.0001</td>
</tr>
<tr>
<td>10000</td>
<td>0.0001</td>
</tr>
<tr>
<td>15000</td>
<td>0.0001</td>
</tr>
<tr>
<td>20000</td>
<td>0.0001</td>
</tr>
</tbody>
</table>

#### (F) $M = 0.7$

<table>
<thead>
<tr>
<th>Time step</th>
<th>log(Residual)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5000</td>
<td>0.0001</td>
</tr>
<tr>
<td>10000</td>
<td>0.0001</td>
</tr>
<tr>
<td>15000</td>
<td>0.0001</td>
</tr>
<tr>
<td>20000</td>
<td>0.0001</td>
</tr>
</tbody>
</table>
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(g) $M = 0.9$

(h) $M = 1.0$

(i) $M = 1.2$

(j) $M = 1.8$
Figure 5.11: NACA 0012 test case. Comparison of the residual-convergence rates over the time step of the NP case with a constant CFL, the VLR case with a constant CFL, and the VLR case with the different local CFL options: $C_{\text{max},0}$, $C_{\text{high},0}$, $C_{\text{low},0}$, $C_{\text{all},0}$, $C_{\text{max}}$, $C_{\text{high}}$, $C_{\text{low}}$, and $C_{\text{all}}$, for the solution of flow past the NACA 0012 airfoil at different inflow Mach numbers and zero angle of attack. All the simulations use a local time stepping.
### Table 5.1: NACA 0012 test case. Constant CFL number values, $C$ in the time step equation (4.63), for the NP and VLR cases and for the different inflow Mach number configurations. All the simulations use a local time stepping.

<table>
<thead>
<tr>
<th>Inflow Mach</th>
<th>0.001</th>
<th>0.01</th>
<th>0.1</th>
<th>0.3</th>
<th>0.5</th>
<th>0.7</th>
<th>0.9</th>
<th>1.0</th>
<th>1.2</th>
<th>1.8</th>
<th>2.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>NP - constant CFL</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
</tr>
<tr>
<td>VLR - constant CFL</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.2</td>
<td></td>
</tr>
</tbody>
</table>

### Table 5.2: NACA 0012 test case. Comparative of the constant safety factors, $SF$ in the time step equation (5.24), for the VLR case and the different local CFL options, for the different inflow Mach number configurations. All the simulations use a local time stepping.

<table>
<thead>
<tr>
<th>Inflow Mach</th>
<th>0.001</th>
<th>0.01</th>
<th>0.1</th>
<th>0.3</th>
<th>0.5</th>
<th>0.7</th>
<th>0.9</th>
<th>1.0</th>
<th>1.2</th>
<th>1.8</th>
<th>2.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>VLR - maximum CFL, $\alpha = 0$</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>VLR - maximum CFL</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>VLR - high freq. CFL, $\alpha = 0$</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>0.9</td>
<td>0.9</td>
<td>0.9</td>
<td>0.9</td>
<td>0.9</td>
</tr>
<tr>
<td>VLR - high freq. CFL</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>0.9</td>
<td>0.9</td>
<td>0.9</td>
<td>0.9</td>
<td>0.9</td>
</tr>
<tr>
<td>VLR - low freq. CFL, $\alpha = 0$</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.6</td>
<td>0.6</td>
</tr>
<tr>
<td>VLR - low freq. CFL</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
</tr>
<tr>
<td>VLR - all freq. CFL, $\alpha = 0$</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
</tr>
<tr>
<td>VLR - all freq. CFL</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
</tr>
</tbody>
</table>
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5.2.2 ONERA M6 wing

The well-known ONERA M6 wing test case Schmitt and Charpin [1979] is solved here for inviscid flow, at an angle of attack of 3.06°, and two different inflow Mach numbers: 0.8395 and 2.0. As in the NACA 0012 test case, the rest of the initial conditions are \( \rho = 1, \| \mathbf{u} \| = 1, T = 1, \) and \( c_p \) and \( c_v \) are determined to obtain the desired inflow Mach numbers. An unstructured tetrahedral mesh is used here consisting of 472026 elements and 94481 grid points.

For this problem, the different local CFL options (equations (5.15)-(5.18) and (5.19)-(5.22)) for the VLR case are assessed and compared to the traditional constant CFL number for both the NP and VLR cases. The 0.8395 Mach number configuration is reported in the original paper for the ONERA M6 wing Schmitt and Charpin [1979] and already solved in Subsection 4.4.2 for the assessment of P-VMS. The 2.0 Mach number configuration which is not in the original paper of the ONERA M6, is solved here in order to test the local CFL number on a supersonic three-dimensional case. A local time
stepping is used in all the VLR simulations. A global time stepping is used in the NP simulation of the 0.8395 Mach number configuration, as the local time stepping does not converge for this case unless an additional shock capturing diffusion is used. The NP case for the 2.0 Mach number configuration does not converge as well regardless a global or a local time step is used. This fact shows how the P-VMS method using VLR preconditioner is more robust than the unpreconditioned VMS. By global time step we mean the minimum of the local time steps all over the computational domain. The constant CFL numbers (see equation (4.63)) for this test case are reported in Table 5.3. When the different local CFL numbers are used in the VLR case (see equation (5.24)), the safety factors in Table 5.4 are needed for the different configurations of the ONERA M6 test case.

Convergence rates of the 0.8395 inflow Mach number configuration, for the NP and VLR cases using a constant CFL and the VLR case using the different local CFL options, are shown and compared in Fig. 5.13. As seen in the previous NACA 0012 test case, in Subsection 5.2.1, the constant CFL gives the worst convergence while the two local CFL numbers maximizing the damping of the high frequencies, $C_{\text{high},0}$ and $C_{\text{high}}$, from equations (5.20) and (5.16), respectively, are seen to perform the best. Both $C_{\text{high},0}$ and $C_{\text{high}}$ give almost identical convergence rates as well. From Table 5.4 we see that they have the highest safety factor, $SF = 0.6$, meaning that these two local CFL definitions require the lowest correction, then they are the best defined options. Concerning the 2.0 inflow Mach number configuration, $C_{\text{high},0}$ and $C_{\text{high}}$ local CFL options for the VLR case are tested and compared to the constant CFL option for the VLR case as well. The corresponding convergence rates are presented in Fig. 5.15 showing once again the improvement of the local CFL compared to the constant one. We observe that the residual convergence stalls at around $10^{-6}$, we think that this is due to the presence of shocks, to the fact that no shock capturing is added, and because of the coarse mesh used.

Pressure contours on the upper and lower surface of the wing are displayed in Figs. 4.14 and 5.14, for Mach numbers 0.8395 and 2.0, respectively, and for the VLR case. In the upper surface contours of the inflow Mach number 0.8395 configuration, we see the complex sharp shock structure that is formed. As for the NACA 0012 case, no shock-capturing diffusion is used for a better comparison, thus the result presents some oscillations localized near the shocks in the supersonic case. However, it is worth to mention that while in the VLR preconditioned cases the shock over and undershoots remain localized, with almost no influence in the rest of the domain, in the NP case it is not possible to solve the problem unless additional shock capturing diffusion is used. This fact tends to confirm the preconditioner beneficial effect in terms of stabilization, accuracy and robustness.
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**Figure 5.13:** ONERA M6 test case. Comparison of the residual-convergence rates over the time step of the NP case with a constant CFL, the VLR case with a constant CFL, and the VLR case with the different local CFL options: $C_{\text{max},0}$, $C_{\text{high},0}$, $C_{\text{low},0}$, $C_{\text{all},0}$, $C_{\text{max}}$, $C_{\text{high}}$, $C_{\text{low}}$, and $C_{\text{all}}$, for the solution of flow past the ONERA M6 wing at 0.8395 inflow Mach number and 3.06 angle of attack.

**Figure 5.14:** ONERA M6 test case. Pressure contours on the upper (left figure) and lower (right figure) surfaces of the M6 wing at 2.0 inflow Mach number and 3.06° of angle of attack for the VLR preconditioned case with local time step.
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Figure 5.15: ONERA M6 test case. Comparison of the residual-convergence rates over the time step of the constant CFL option and \( C_{\text{high, } \alpha} \) and \( C_{\text{high, local}} \) local CFL options, for the VLR case, for the solution of flow past the ONERA M6 wing at 2.0 inflow Mach number and 3.06° angle of attack.

<table>
<thead>
<tr>
<th>Inflow Mach</th>
<th>0.8395</th>
<th>2.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>NP - constant CFL</td>
<td>0.8</td>
<td>–</td>
</tr>
<tr>
<td>VLR - constant CFL</td>
<td>0.2</td>
<td>0.2</td>
</tr>
</tbody>
</table>

Table 5.3: ONERA M6 test case. Constant CFL number values, \( C \) in the time step equation (4.63), for the NP and VLR cases and for the 0.8395 and 2.0 inflow Mach number configurations at 3.06° angle of attack. The VLR case uses a local time stepping and the NP case uses a global time stepping because it does not converge with a local one. The NP case for \( M = 2.0 \) does not converge.
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<table>
<thead>
<tr>
<th>Inflow Mach</th>
<th>0.8395</th>
<th>2.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>VLR - max CFL, $\alpha = 0$</td>
<td>0.3</td>
<td>–</td>
</tr>
<tr>
<td>VLR - max CFL</td>
<td>0.3</td>
<td>–</td>
</tr>
<tr>
<td>VLR - high freq. CFL, $\alpha = 0$</td>
<td>0.6</td>
<td>0.6</td>
</tr>
<tr>
<td>VLR - high freq. CFL</td>
<td>0.6</td>
<td>0.6</td>
</tr>
<tr>
<td>VLR - low freq. CFL, $\alpha = 0$</td>
<td>0.5</td>
<td>–</td>
</tr>
<tr>
<td>VLR - low freq. CFL</td>
<td>0.5</td>
<td>–</td>
</tr>
<tr>
<td>VLR - all freq. CFL, $\alpha = 0$</td>
<td>0.5</td>
<td>–</td>
</tr>
<tr>
<td>VLR - all freq. CFL</td>
<td>0.5</td>
<td>–</td>
</tr>
</tbody>
</table>

Table 5.4: ONERA M6 test case. Comparative of the constant safety factor $SF$ in the time step equation (5.24), for the VLR case. The safety factors for the different local CFL options are displayed for the 0.8395 inflow Mach number configuration. The safety factors corresponding to $C_{\text{high}}$ and $C_{\text{high}}$ local CFL options are displayed for the 2.0 inflow Mach number configuration. All these simulations use a local time stepping.

5.3 Summary and conclusions

A Fourier stability analysis of the P-VMS method for the Euler equations of steady flow are performed in this chapter. Time discretization is done here by a linear explicit scheme using local time stepping. The benefits of P-VMS compared to the original VMS, in terms of eigenvalues clustering and damping of the error, are theoretically seen through Fourier analysis. P-VMS with VLR preconditioning, and CM for low Mach numbers, is seen to reduce the spread of the eigenvalues, making it easier for them to be contained within the stability region of any particular method and allowing larger time steps. The FFP of the finite elements VMS used in this work is found to be very similar to the FFP of a first order upwind finite volumes scheme, for low Mach numbers, for both the unpreconditioned and the VLR preconditioned cases. This is not the case for moderate to high Mach numbers, where both methods give different FFP configurations. No comparison with the finite volumes CM preconditioned case is possible because of the lack of results in the literature.

We defined a local CFL number that is computed systematically and improves the convergence of the constant CFL number. The local CFL is here computed for the P-VMS
scheme, however the same technique can be applied to any numerical scheme, independently of the preconditioning choice, after a Fourier stability analysis is done. The improvement in convergence of the local CFL is visible in problems where a large range of Mach numbers is present. For this reason, the NP and the VLR preconditioned systems take advantage of the use of the local CFL number, but not the CM case that only applies for low Mach numbers. The improvement of the local CFL number in terms of acceleration of the convergence rate is seen through two numerical examples covering a large range of Mach numbers. Different options for the local CFL number are considered and compared to the traditional constant CFL number. The local CFL that is defined to provide a maximum damping of the high frequencies is seen to perform the best in terms of convergence acceleration, for all the performed test cases.
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Conclusions and future work

We presented a variational multiscale stabilization method for the Euler and Navier-Stokes equations of compressible flow. Two versions of the method are presented in this work. The first version, that we call \textit{diagonal \( \tau \) subscale}, uses the classical structure of the stabilization subscale, that is the product of a parameter \( \tau \) times the residual of the equation. The second version, that we call \textit{Fourier subscale}, presents a more complex structure for the subscale that is modeled using a Fourier transform approximation. These two versions are tested and compared through a batch of test cases for viscous and inviscid, transient and steady flow, at different Mach number regimes. We conclude that the diagonal \( \tau \) subscale is more convenient than the Fourier subscale because it is simpler, it involves less calculations, and gives similar or better results. The Fourier subscale is a valid and powerful method which can eventually lead to better numerical methods if further carried on. The diagonal \( \tau \) subscale has been used in the rest of this work.

The developed method is applied to atmospheric flow simulations. In order to be adapted for atmospheric simulations, these equations present little modification compared to the classical Euler equations of compressible flow. To evaluate the performance of the method, two and three dimensional test cases are solved. The method is also applied to moist atmospheric flow, where the Euler equations are coupled to a set of prognostic equations for water species that, by means of the Kessler microphysics scheme, are allowed to change phase and trigger a long-lasting two-dimensional convective storm.

In order to improve our method we develop P-VMS, where the originally presented VMS is combined to local preconditioning. We adapt the original method to solve the preconditioned Navier-Stokes equations of compressible flow, for steady and transient problems. We consider P-VMS using two different local preconditioners: VLR and CM. Both of them are applied to the Euler equations of steady flow, and only CM preconditioner is
applied to viscous flow as well as transient problems. Local preconditioning is applied to the set of equations before any discretization is done. In this way, P-VMS takes the benefits of local preconditioning which substantially reduces the stiffness of the original equations. P-VMS is assessed through different fluid dynamics test cases for viscous and inviscid, transient and steady flow, covering a wide range of Mach numbers. A significant improvement in the rate of convergence, robustness and accuracy of the method is seen in the presented examples. VLR brings the best improvement for all Mach numbers and CM is only good for low Mach numbers however it could be interesting for future work as it is easily adapted to viscous flow and transient problems.

Finally the behavior of P-VMS for the Euler equations of steady flow problems is theoretically studied through Fourier stability analysis. After this analysis we find a new improvement to the method by means of the definition of a local CFL number in the computation of the time step. The technique that we use to compute a local CFL number for the P-VMS method could be applied to any other numerical scheme and preconditioning option. The stability analysis is performed on a two dimensional simplified problem with a structured mesh and its conclusions are applied to two and three dimensional general problems with unstructured meshes. The benefits of the local CFL is significant in problems where a large range of Mach numbers is present. Because of this, the local CFL is computed for the unpreconditioned and the VLR preconditioned cases. The improvement in convergence rate of the local CFL is seen with several test cases of steady flow covering a large range of Mach numbers.

The potential of this work remains in the fact that we developed a method that could be applied to any physical problem. Future work should be oriented towards the application of P-VMS to coupled multi-physics large-scale problems as for example combustion problems, turbulent flow problems, fluid-structure interaction, using high-order elements, etc. To this end P-VMS must be additionally tested for viscous flow and transient problems.
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Jacobian and diffusion matrices

The jacobian matrices $\mathbf{A}^i(\Phi)$, for $i = 1, \ldots, 3$, read

$$
\mathbf{A}^1(\Phi) = \begin{pmatrix}
(2 - \frac{R}{c_v}) \frac{U_3}{\rho} & -\frac{R}{c_v} \frac{U_2}{\rho} & -\frac{R}{c_v} \frac{U_3}{\rho} & -\frac{U_2^2}{\rho^2} + \frac{1}{2} \frac{R}{c_v} \frac{U_2 U_3}{\rho^2} & \frac{R}{c_v} \\
\frac{U_2}{\rho} & \frac{U_1}{\rho} & 0 & -\frac{U_2 U_1}{\rho^2} & 0 \\
\frac{U_3}{\rho} & 0 & \frac{U_1}{\rho} & -\frac{U_3 U_1}{\rho^2} & 0 \\
1 & 0 & 0 & 0 & 0
\end{pmatrix}, \quad (A.1)
$$

$$
\mathbf{A}^2(\Phi) = \begin{pmatrix}
\frac{U_3}{\rho} & \frac{U_1}{\rho} & 0 & -\frac{U_3 U_1}{\rho^2} & 0 \\
-\frac{R}{c_v} \frac{U_1}{\rho} & (2 - \frac{R}{c_v}) \frac{U_3}{\rho} & -\frac{R}{c_v} \frac{U_3}{\rho} & -\frac{U_3^2}{\rho^2} + \frac{1}{2} \frac{R}{c_v} \frac{U_3 U_1}{\rho^2} & \frac{R}{c_v} \\
0 & \frac{U_3}{\rho} & \frac{U_1}{\rho} & -\frac{U_3 U_1}{\rho^2} & 0 \\
0 & 1 & 0 & 0 & 0
\end{pmatrix}, \quad (A.2)
$$

$$
\mathbf{A}^3(\Phi) = \begin{pmatrix}
\frac{U_3}{\rho} & 0 & \frac{U_1}{\rho} & -\frac{U_3 U_1}{\rho^2} & 0 \\
0 & \frac{U_3}{\rho} & \frac{U_1}{\rho} & -\frac{U_3 U_1}{\rho^2} & 0 \\
-\frac{R}{c_v} \frac{U_1}{\rho} & -\frac{R}{c_v} \frac{U_3}{\rho} & (2 - \frac{R}{c_v}) \frac{U_3}{\rho} & -\frac{U_3^2}{\rho^2} + \frac{1}{2} \frac{R}{c_v} \frac{U_3 U_1}{\rho^2} & \frac{R}{c_v} \\
0 & 0 & 1 & 0 & 0
\end{pmatrix}, \quad (A.3)
$$
The diffusion matrices $K^i_r$, for $i, r = 1, \ldots, 3$, read

$$
K^i_r(\Phi)_{kl} = \begin{cases} 
(\delta_{kl}\delta_{ir} + \delta_{il}\delta_{kr} - \frac{2}{3}\delta_{ki}\delta_{rl})\frac{\mu}{\rho^2} & k, l = 1, \ldots, 3 \\
-\delta_{kr}\frac{\mu U_l}{\rho^2} - \delta_{rl}\frac{\mu U_k}{\rho^2} + \frac{2}{3}\delta_{ki}\frac{\mu U_r}{\rho^2} & k = 1, \ldots, 3, l = 4 \\
0 & k = 1, \ldots, 3, l = 5 \\
0 & k = 4, l = 1, \ldots, 5 \\
\delta_{ir}\left(\mu - \kappa\frac{c_v}{\rho}\right)U_l + \delta_{il}\frac{\mu U_k}{\rho^2} - \frac{2}{3}\delta_{ri}\frac{\mu U_l}{\rho^2} & k = 5, l = 1, \ldots, 3 \\
\frac{1}{2}\frac{\mu U_l U_r}{\rho^2} - \delta_{ir}\left(\mu - \kappa\frac{c_v}{\rho}\right)\|U\|^2 + \kappa\frac{E}{c_v}\rho^2 & k = 5, l = 4 \\
\delta_{ir}\frac{1}{\rho^2} & k = 5, l = 5 
\end{cases}
$$

(A.4)
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Symmetrizing variables

B.1 Euler equations in symmetrizing variables

We introduce the symmetrization of the Euler equations proposed by Turkel [1973]. The symmetrizing variables are

\[ d\Phi_s = \begin{pmatrix} du_1 & du_2 & du_3 & \frac{dp}{pc} & dp - c^2 dp \end{pmatrix}^T, \quad (B.1) \]

where \( dp - c^2 dp = \frac{p}{cv} ds \). They are related to the conservative variables through the expression

\[ d\Phi_s = \frac{\partial \Phi}{\partial \Phi} d\Phi, \]

where

\[ \frac{\partial \Phi}{\partial \Phi} = \begin{pmatrix} 1 & 0 & 0 & -\frac{u_1}{\rho} & 0 \\ 0 & 1 & 0 & -\frac{u_2}{\rho} & 0 \\ 0 & 0 & 1 & -\frac{u_3}{\rho} & 0 \\ -\frac{R u_1}{cv pc} & -\frac{R u_2}{cv pc} & -\frac{R u_3}{cv pc} & \frac{1}{2 cv pc} & 1 \\ -\frac{R cv u_1}{u_2} & -\frac{R cv u_2}{u_3} & -\frac{R cv u_3}{u_3} & \frac{1}{2 cv u_2 u_3} & -c^2 \end{pmatrix} \quad (B.2) \]

and its inverse

\[ \frac{\partial \Phi}{\partial \Phi} = \begin{pmatrix} \rho & 0 & 0 & \frac{\rho u_1}{c} & -\frac{u_1}{c^2} \\ 0 & \rho & 0 & \frac{\rho u_2}{c} & -\frac{u_2}{c^2} \\ 0 & 0 & \rho & \frac{\rho u_3}{c} & -\frac{u_3}{c^2} \\ 0 & 0 & 0 & \frac{g}{c} & -\frac{1}{c^2} \\ \rho u_1 & \rho u_2 & \rho u_3 & \frac{c}{R \rho c} + \frac{u_1 u_2}{c} & -\frac{1}{2} \frac{u_1 u_2}{c^2} \end{pmatrix} \quad (B.3) \]
We then obtain the symmetric jacobian matrices in the symmetrizing variables, \( \mathbf{A}_i = \frac{\partial \Phi}{\partial \xi} \mathbf{A}^i \frac{\partial \Phi}{\partial \xi} \), \( i = 1, \ldots, 3 \), which are explicitly written as:

\[
\mathbf{A}_1 = \begin{pmatrix}
u_1 & 0 & 0 & c & 0 \\
0 & u_1 & 0 & 0 & 0 \\
0 & 0 & u_1 & 0 & 0 \\
c & 0 & 0 & u_1 & 0 \\
0 & 0 & 0 & 0 & u_1 \\
\end{pmatrix}, \quad \mathbf{A}_2 = \begin{pmatrix} u_2 & 0 & 0 & 0 & 0 \\
0 & u_2 & 0 & c & 0 \\
0 & 0 & u_2 & 0 & 0 \\
c & 0 & 0 & u_2 & 0 \\
0 & 0 & 0 & 0 & u_2 \\
\end{pmatrix}, \quad \mathbf{A}_3 = \begin{pmatrix} u_3 & 0 & 0 & 0 & 0 \\
0 & u_3 & 0 & 0 & 0 \\
0 & 0 & u_3 & c & 0 \\
0 & 0 & c & u_3 & 0 \\
0 & 0 & 0 & 0 & u_3 \\
\end{pmatrix}.
\] (B.5)

Then, (2.8) is equivalent to the symmetric system

\[
\frac{\partial \Phi}{\partial t} + \mathbf{A}_i \frac{\partial \Phi}{\partial x_i} = 0.
\] (B.4)

### B.2 Euler equations in symmetrizing variables and streamline coordinates

System (B.5) can be simplified even more by rotating the reference coordinates, \( \mathbf{x} = (x_1, x_2, x_3) \), to obtain a coordinate system \( \mathbf{\xi} = (\xi_1, \xi_2, \xi_3) \), in which the flow is in the positive \( \xi_1 \)-direction. They are called streamline coordinates. We write \( \mathbf{\xi} = \mathbf{R} \mathbf{x} \), where \( \mathbf{R} = \mathbf{R}_{x_2} \mathbf{R}_{x_3} \),

\[
\mathbf{R}_{x_2} = \begin{pmatrix} \cos \alpha & 0 & \sin \alpha \\
0 & 1 & 0 \\
-\sin \alpha & 0 & \cos \alpha \end{pmatrix}, \quad \mathbf{R}_{x_3} = \begin{pmatrix} \cos \theta & \sin \theta & 0 \\
-\sin \theta & \cos \theta & 0 \\
0 & 0 & 1 \end{pmatrix}.
\] (B.6)

\( \mathbf{R}_{x_2} \) rotates the \( x_1 x_3 \)-plane counter-clockwise (when the \( x_2 \)-axis points toward the observer, and the coordinate system is right-handed), and \( \mathbf{R}_{x_3} \) rotates the \( x_1 x_2 \)-plane clockwise (when the \( x_3 \)-axis points toward the observer, and the coordinate system is right-handed). The product reads:

\[
\mathbf{R} = \begin{pmatrix} \cos \alpha \cos \theta & \cos \alpha \sin \theta & \sin \alpha \\
-\sin \theta & \cos \theta & 0 \\
-\sin \alpha \cos \theta & -\sin \alpha \sin \theta & \cos \alpha \end{pmatrix}.
\] (B.7)

For the flow to be in the positive \( \xi_1 \)-direction, the angles \( \theta \) and \( \alpha \) or the velocity should verify

\[
\begin{align*}
\sin \theta &= \frac{u_3}{\sqrt{u_1^2 + u_2^2}}, & \cos \theta &= \frac{u_1}{\sqrt{u_1^2 + u_2^2}}, & u_1 &= \| \mathbf{u} \| \cos \alpha \cos \theta \\
\sin \alpha &= \frac{u_1}{\| \mathbf{u} \|}, & \cos \alpha &= \frac{\sqrt{u_1^2 + u_2^2}}{\| \mathbf{u} \|}, & u_2 &= \| \mathbf{u} \| \cos \alpha \sin \theta \\
\end{align*}
\] (B.8)
Therefore the symmetrizing variables with streamwise coordinates are
\[ q \]
The velocity in the streamline coordinates is
\[ \rho \frac{d \Phi}{d \rho} = \begin{pmatrix} \rho_1 \frac{d \Phi}{d \rho} \\ \rho_2 \frac{d \Phi}{d \rho} \\ \rho_3 \frac{d \Phi}{d \rho} \end{pmatrix}. \]

They are expressed in terms of the symmetrizing and conservative variables as
\[ d\Phi_\alpha = \frac{\partial \Phi_\alpha}{\partial \Phi_\alpha} \frac{\partial \Phi_\alpha}{\partial \Phi_\alpha} d\Phi, \]
and where
\[ \frac{\partial \Phi_\alpha}{\partial \Phi_\alpha} = \begin{pmatrix} \cos \alpha \cos \theta & \cos \alpha \sin \theta & \sin \alpha & 0 & 0 \\ -\sin \theta & \cos \theta & 0 & 0 \\ -\sin \alpha \cos \theta & -\sin \alpha \sin \theta & \cos \alpha & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 1 \end{pmatrix}, \]
its inverse is
\[ \frac{\partial \Phi_\alpha}{\partial \Phi_\alpha} = \begin{pmatrix} \cos \alpha \cos \theta & -\sin \theta & -\sin \alpha \cos \theta & 0 & 0 \\ \cos \alpha \sin \theta & \cos \theta & -\sin \alpha \sin \theta & 0 & 0 \\ \sin \alpha & 0 & \cos \alpha & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 1 \end{pmatrix}, \]
and where
\[ \frac{\partial \Phi_\alpha}{\partial \Phi_\alpha} = \begin{pmatrix} \frac{\rho u_1}{\rho \|u\|} & \frac{-\rho u_2}{\rho \|u\|} & \frac{-\rho u_3}{\rho \|u\|} & \frac{-u_1}{c} & 0 \\ \frac{\rho u_2}{\rho \|u\|} & \frac{\rho u_1}{\rho \|u\|} & \frac{-\rho u_3}{\rho \|u\|} & \frac{-u_2}{c^2} & 0 \\ \frac{\rho u_3}{\rho \|u\|} & \frac{\rho u_3}{\rho \|u\|} & \frac{\rho u_3}{\rho \|u\|} & \frac{-u_3}{c^2} & 0 \\ 0 & 0 & 0 & 0 & 1 \\ \frac{\rho \|u\|}{\rho \|u\|} & 0 & 0 & 0 & \frac{1}{c} \left( \frac{c}{R^2} + \frac{M^2}{2} \right) - \frac{1}{2} \frac{M^2}{c^2} \end{pmatrix}, \]
and its inverse is
\[ \frac{\partial \Phi_\alpha}{\partial \Phi_\alpha} = \begin{pmatrix} \frac{u_1}{\rho \|u\|} & \frac{u_2}{\rho \|u\|} & \frac{u_3}{\rho \|u\|} & \frac{-\|u\|}{\rho} & 0 \\ -\frac{u_2}{\rho \|u\|} & \frac{u_1}{\rho \|u\|} & 0 & 0 & 0 \\ -\frac{u_3}{\rho \|u\|} & \frac{u_3}{\rho \|u\|} & 0 & 0 & 0 \\ -\frac{R u_1}{c^2 \rho \|u\|} & -\frac{R u_2}{c^2 \rho \|u\|} & -\frac{R u_3}{c^2 \rho \|u\|} & \frac{1}{2} \frac{R^2 \|u\|^2}{c^2 \rho \|u\|} & \frac{1}{c^2 \rho \|u\|} \\ -\frac{R u_1}{c^2 \rho \|u\|} & -\frac{R u_2}{c^2 \rho \|u\|} & -\frac{R u_3}{c^2 \rho \|u\|} & \frac{1}{2} \frac{R^2 \|u\|^2}{c^2 \rho \|u\|} & \frac{R}{c^2 \rho \|u\|} \end{pmatrix}. \]
Symmetrizing variables

As \( \frac{\partial}{\partial x_i} = \frac{\partial \xi_k}{\partial x_i} \frac{\partial}{\partial \xi_k} \), let \( A_i^{ss} = \frac{\partial \Phi_{ss}}{\partial \Phi} A^k \frac{\partial \Phi_k}{\partial \Phi_{ss}} \frac{\partial \xi_i}{\partial \xi_k} \), or equivalently \( A_i^{ss} = \frac{\partial \Phi_{ss}}{\partial \Phi} A^k \frac{\partial \Phi_k}{\partial \Phi_{ss}} \frac{\partial \xi_i}{\partial \xi_k} \), for \( i = 1, \ldots, 3 \). Then:

\[
A_1^{ss} = \begin{pmatrix}
q_1 & 0 & 0 & c & 0 \\
0 & q_1 & 0 & 0 & 0 \\
0 & 0 & q_1 & 0 & 0 \\
c & 0 & 0 & q_1 & 0 \\
0 & 0 & 0 & 0 & q_1
\end{pmatrix}, \quad
A_2^{ss} = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & c & 0 \\
0 & 0 & 0 & 0 & 0 \\
c & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{pmatrix}, \quad
A_3^{ss} = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & c & 0 \\
0 & 0 & 0 & c & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{pmatrix}
\] (B.14)

which are very attractive to work with due to their sparseness and because \( A_i^{ss} \) for \( i = 2, 3 \), are degenerated matrices. The Euler system of equations with symmetrizing variables and stream-wise coordinates is written as:

\[
\frac{\partial \Phi_{ss}}{\partial t} + A_i^{ss} \frac{\partial \Phi_{ss}}{\partial \xi_i} = 0 .
\] (B.15)

Systems (B.15), (2.8), and (B.5) are equivalent.
Appendix C

Primitive variables

The primitive variables are

\[ \Phi_p = (u_1 \ u_2 \ u_3 \ p \ T)^T \]  

\[ \text{(C.1)} \]

The Jacobians that are used to change from primitive to conservative variables are given as:

\[ \frac{\partial \Phi}{\partial \Phi_p} = \begin{pmatrix}
\rho & 0 & 0 & \frac{U_1}{p} & -\frac{U_1}{T} \\
0 & \rho & 0 & \frac{U_2}{p} & -\frac{U_2}{T} \\
0 & 0 & \rho & \frac{U_3}{p} & -\frac{U_3}{T} \\
U_1 & U_2 & U_3 & \frac{1}{\rho} \left( \frac{1}{2} \frac{||u||^2}{T^2} + c_v \right) & -\frac{1}{2} \frac{\rho ||u||^2}{T^2} \\
\end{pmatrix} \]  

\[ \text{(C.2)} \]

and

\[ \frac{\partial \Phi_p}{\partial \Phi} = \begin{pmatrix}
\frac{1}{p} & 0 & 0 & \frac{u_1}{\rho} & \frac{u_1}{p} & 0 \\
0 & \frac{1}{p} & 0 & \frac{u_2}{\rho} & \frac{u_2}{p} & 0 \\
0 & 0 & \frac{1}{\rho} & \frac{u_3}{\rho} & \frac{u_3}{p} & 0 \\
\frac{R}{c_v} u_1 & \frac{R}{c_v} u_2 & \frac{R}{c_v} u_3 & \frac{1}{2} \frac{R}{c_v} ||u||^2 & \frac{R}{c_v} & 0 \\
-\frac{u_1}{c_v p} & -\frac{u_2}{c_v p} & -\frac{u_3}{c_v p} & \frac{1}{c_v p} \left( ||u||^2 - \frac{E}{p} \right) & -\frac{1}{c_v p} & \frac{1}{c_v p} \\
\end{pmatrix} \]  

\[ \text{(C.3)} \]
Appendix D

Group velocity of a plane wave

D.1 2D case

Let us consider \( n = (n_1, n_2) = \|n\|(\cos \theta, \sin \theta) \) in the two dimensional case, where \( \theta = \arctan \left( \frac{n_2}{n_1} \right) \) is the angle of the wave propagation direction, \( n \), relative to the \( x_1 \)-axis. Then the wave speeds can be expressed as \( \lambda_i(\theta(n)) \). Thus, the group velocities (equation (4.11)) can be expressed as

\[
g_i(n) = \begin{pmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{pmatrix} \begin{pmatrix} \lambda_i(\theta) \\ \frac{\partial \lambda_i}{\partial \theta}(\theta) \end{pmatrix}, \quad \text{(D.1)}
\]

where \( \frac{\partial \lambda_i}{\partial \theta} = \frac{\partial}{\partial \theta} \).

D.2 3D case

Extended to the three dimensional case, let \( n = (n_1, n_2, n_3) \) be the wave propagation direction and \( \theta \) and \( \alpha \) the wave propagation angles such that

\[
\begin{align*}
\sin \theta &= \frac{n_2}{\sqrt{n_1^2 + n_2^2}} \\
\cos \theta &= \frac{n_1}{\sqrt{n_1^2 + n_2^2}} \\
\theta &= \arctan \left( \frac{n_2}{n_1} \right)
\end{align*} \quad \begin{align*}
\sin \alpha &= \frac{n_3}{\|n\|} \\
\cos \alpha &= \sqrt{\frac{n_1^2 + n_2^2}{\|n\|^2}} \\
\alpha &= \arctan \left( \frac{n_3}{\sqrt{n_1^2 + n_2^2}} \right),
\end{align*} \quad \text{(D.2)}
\]

or equivalently,

\[
\begin{align*}
n_1 &= \|n\| \cos \alpha \cos \theta \\
n_2 &= \|n\| \cos \alpha \sin \theta \\
n_3 &= \|n\| \sin \alpha.
\end{align*} \quad \text{(D.3)}
\]
Then the group velocities (equation (4.11)) can be computed as

\[
g_i(n) = \begin{pmatrix}
\cos \theta \cos \alpha & -\sin \theta \cos \alpha & -\cos \theta \sin \alpha \\
\sin \theta \cos \alpha & \cos \theta \cos \alpha & -\sin \theta \sin \alpha \\
\sin \alpha & 0 & \cos \alpha
\end{pmatrix} \begin{pmatrix}
\lambda_i(\theta, \alpha) \\
\frac{\partial \lambda_i}{\partial \theta} \\
\frac{\partial \lambda_i}{\partial \alpha}
\end{pmatrix}.
\]  

(D.4)
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