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Outline and research target

Due to the fact that white dwarfs are the final stage of the evolution of the vast majority of stars, they carry important information about the chemical evolution of our Galaxy, its star formation rate, and its structure and dynamics. This thesis pays attention to two related but distinct astrophysical problems involving white dwarfs.

The first of these problems concerns the nature of the microlensing events towards the Large Magellanic Cloud (LMC), which still remains a mystery. The main observational groups, MACHO and EROS, are in dispute each other, yet agreement has now been accomplished in some of the most important points. For instance, no microlensing candidates were found by the MACHO team or the EROS group, with event durations between a few hours and 20 days. This implies that the Galactic halo can contain no more than a 10% of dark objects in the mass range $10^{-7} < M/M_\odot < 10^{-3}$. This rules out planets and brown dwarfs as the major contributors to the mass budget of the dark halo. Moreover, the MACHO collaboration detected $\sim 15$ microlensing events during their 5.7 yr analysis of 11.9 million stars in the LMC (Alcock et al., 2000). In their works, they derived an optical depth towards the LMC of $\tau = 1.2^{+0.4}_{-0.3} \times 10^{-7}$ or, equivalently, a halo fraction $0.08 < f < 0.50$, at the 95% confidence level, with a MACHO mass in the range $0.15 \leq M/M_\odot \leq 0.50$, depending on the halo model. On the other hand, the non-detections reported by the EROS collaboration provided an upper limit. The EROS team presented an analysis of a sub-sample of bright stars belonging to the LMC (Tisserand et al., 2007), to minimize source confusion and blending effects. Their findings imply that the optical depth towards the LMC was $\tau < 0.36 \times 10^{-7}$ at the 95% confidence level, corresponding to a fraction of the halo mass of less than 7%. This result was 4 times smaller than that obtained by the MACHO team. These findings stimulated the discussion about the location and nature of the lenses. In particular, LMC models were used to ascertain if possible asymmetries in the space distribution of the microlensed stars could be related to Galactic halo objects or LMC ones. In fact, different studies indicate that a sizeable fraction of the microlensed events are due to LMC self-lensing (Sahu, 1994; Gyuk, Dalal & Griest, 2000; Calchi Novati, de Luca, Jetzer & Scarpetta, 2006). Moreover, a full variety of possible explanations were proposed to reproduce the microlensing events: tidal debris or a dwarf galaxy toward the LMC (Zhao, 1998), a Galactic-extended shroud population of...
white dwarfs (Gates & Gyuk 2001), blending effects (Belokurov et al., 2003, 2004), spatially-varying mass-functions (Kerins & Evans, 1998; Rahvar, 2005), and other explanations (Holopainen et al., 2006). However, all of these proposals were received with some criticism because none of them fully explains the observed microlensing results.

Other observational pieces of evidence were added to help resolve the present puzzle, such as the search for very faint objects in the Hubble Deep Field or the search for the microlensing events towards the Galactic bulge or towards very crowded fields such as M31. In particular, the Hubble Deep Field provided an opportunity to test the contribution of white dwarfs to the Galactic dark matter content. Ibata et al. (1999) and Kilic et al. (2005) claimed the detection of some white dwarf candidates among several faint blue objects. These objects exhibit significant proper motion and are, accordingly, assumed to belong to the thick disk or the halo populations. Another controversial issue which deserves attention is whether the lenses belong to the halo or to an extended thick disk population (Reid et al., 2001; Torres et al., 2002). After all, and as pointed out by Gyuk & Gates (1999), the thick disk population presents a reasonable alternative to a halo population of lenses. Several observational (Oppenheimer et al., 2001; Kilic et al., 2006; Harris et al., 2006; Vidrih et al., 2007) works have addressed this question, and a definitive answer still requires more theoretical and observational efforts.

The second of the problems we address in this work is an open problem as well. Close compact binaries are at the heart of several interesting phenomena in our Galaxy and in other galaxies. In particular, cataclysmic variables, low mass X-ray binaries or double degenerate white dwarf binaries — just to mention the most important and well-studied ones — are systems that not only deserve attention by themselves, but also because their statistical distributions are crucial to understand the underlying physics of the evolution during a common envelope episode. Actually, the vast majority of close compact binaries are formed through at least one common envelope episode. This phase occurs when the more massive star in a binary system fills its Roche lobe during its evolution, and can happen either when the primary is on the first giant branch or when it climbs the asymptotic giant branch. Depending on the orbital parameters of the binary system, the mass transfer episode can be unstable, the envelope of the giant star engulfs the secondary, and a common envelope forms. Once the common envelope is formed around both the core of the primary (the future compact star) and the secondary stars, drag forces transfer orbital energy and angular momentum from the orbit to the envelope, leading to a dramatic decrease of the orbital separation, and to ejection of the common envelope. For a suitable range of orbital parameters, the outcome of this sequence of events is a post-common envelope binary (PCEB), formed by a white dwarf (the degenerate core of the primary) and a main-sequence companion, with an orbital separation much smaller than that of the original binary system.

Even though the basic concepts of the evolution during a common envelope phase
are rather simple, the details are still far from being well understood. This is so because several complex physical processes play an important role in the evolution during the common envelope phase. For instance, the spiral-in of the core of the primary and of the secondary, and the ejection of the envelope are not only a consequence of the evolution of the core and remaining layers of the donor star in response to rapid mass loss, but also tidal forces and viscous dissipation in the common envelope play key roles. Moreover, these physical processes occur on very different timescales and on a wide range of physical scales — see Taam & Ricker (2010) for a recent review. Consequently, a self-consistent modeling of the common envelope phase requires detailed hydrodynamical models which are not available at the present time, although recent progresses are encouraging — see Ricker & Taam (2012) and references therein. Hence, the common envelope evolution has been traditionally described using parametrized models.

To shed light on these problems, we will use an existing Monte Carlo simulator thoroughly described in Torres Gil (2002). This Monte Carlo simulator has been already used to obtain insight in our understanding of the population of single white dwarfs of the Galactic disk (García-Berro et al., 1999; Torres et al., 2001), as well as on that of the halo population (Torres et al., 1998, 2002; García-Berro et al., 2004). We will expand this simulator integrating the most up-to-date white dwarf cooling models as well as a detailed modeling of our Galaxy and the LMC and SMC in order to mimic both the MACHO and EROS experiments. However, it is important to mention that not only white dwarfs are candidates to be stellar lenses but also are red dwarfs, given that these objects have masses in the range of the lens mass detected by the MACHOs survey. Because of this we will include the red dwarf population and perform a joint analysis of the contributions of both populations to the dark matter content of our Galaxy. Moreover, we will study the contribution of the sub-population of white dwarfs with hydrogen-deficient atmospheres. White dwarfs with hydrogen-deficient atmospheres cool down faster than their counterparts with hydrogen-rich atmospheres and, consequently, it is expected that these white dwarfs will increment the contribution to the total number of microlenses. This calculation has not been done up to now and represents a new step in our understanding of the microlensing experiments.

On the other hand, we will build a Monte Carlo simulator of the binary population of the Galactic disk. In particular, our Monte Carlo code has been expanded to deal with those systems composed by a white dwarf and a main sequence star which have evolved through a common envelope phase. In order to carry on the modeling of this scenario a detailed implementation of several different physical processes is needed. Among these physical inputs we mention a full description of the mass transfer episode, a complete treatment of the Roche lobe overflow episode, gravitational tiding and orbital evolution of the binary system. Moreover, in our treatment we will carefully include all the different selection criteria and observational biases. This will allow us to make a meaningful comparison with the available observational data,
allowing us to examine the role played by the binding energy parameter and by the common envelope efficiency parameter, as well as the role played by the distribution of secondary masses of the binary system.

This thesis is organized as follows. In the first chapter we present a general overview of the main properties of white dwarfs. The second chapter is devoted to explain our Monte Carlo simulator. In particular, in this chapter, the basic ingredients employed to build the samples of both the single and binary populations of white dwarfs are described at length. For the sake of completeness a description of the gravitational microlensing experiments is also included in this chapter. In chapters 3, 4 and 5, we present the results concerning the gravitational microlensing experiments. In particular, in chapter 3 we expand a previous analysis of the population of carbon-oxygen white dwarfs and we incorporate the halo population of white dwarfs with oxygen-neon cores. In chapter 4 we study the role of the halo population of red dwarfs. Specifically, we analyze the contribution of these stars to the microlensing event rates. It is worth mentioning here that the joint modeling of the red dwarf and the white dwarf populations is a novel approach, which implies a more robust analysis of the contribution of these populations to the dark matter content of our Galaxy. Finally, in chapter 5 we study the contribution to the halo dark matter content of the white dwarf population with hydrogen-deficient atmospheres. In this chapter we take into account not only the halo population, but we also incorporate a detailed description of the thick disk population. In chapter 6 we present our results of a study of post-common envelope binaries formed by a white dwarf and a main sequence star. Our simulated samples are then compared with the observational data obtained from the SDSS-DR7 survey, and a comprehensive statistical analysis is presented. Thus, a full treatment of all the observational selection criteria and their possible biases is implemented. As it will be seen later, this analysis will allow us to obtain very valuable information regarding the common envelope phase and will allow to constrain the values of the different parameters involved in the theoretical models. Finally, in chapter 7 we summarize our main results and we draw our conclusions.
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Introduction: the essentials of white dwarfs

1.1 A historical perspective

One of the most spectacular events in nature, planetary nebulae, precedes the birth of a white dwarf. Planetary nebulae are caused by the stripped outer layers of giant stars that form a shell of gas that radiates due to the absorption of the ultraviolet radiation coming from the exposed central star. These cores collapse under the force of gravity and, if the temperature is not enough to ignite new nuclear reactions, a degenerate core is formed. The stellar remnant of this giant stars, composed mostly of electron-degenerate matter, becomes a white dwarf.

The first planetary nebula catalogued was in 1764 by Messier (Kwok, 2000), it followed William Herschel together with his sister Caroline listing many others (Herschel, 1786). And yet, the first discovery of a white dwarf is claim to take place in the year 1783 by William Herschel, who discovered 40 Eridani B, a white dwarf embedded in a triple system (40 Eridani) with two main-sequence stars. The second white-dwarf discovery was Sirius B, belonging to the binary system Sirius. In the year 1844, the astronomer Friedrich Bessel appealed by its bizarre proper motion, it dawned on him the idea that Sirius may be overshadowing an easily darker companion (Bessel, 1844). By that time, the optician Alvin Clark set up a cutting-edge refracting telescope factory producing the largest lenses at that moment. In 1862, while Alvin Clark was testing a telescope built for the University of Mississippi, pointed to Sirius and unmasked it as a binary-star system, as suggested by Bessel. It is worth mentioning that the so-called Clark refractors were prolific in the field of proper motions, discovering many other white dwarfs in multiple systems, as well as in planetary studies.

However, not until the early twentieth century that white dwarfs were well understood. Owing to the development of quantum mechanics, white dwarfs became
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the target to test and validate new theories. As mentioned above, white dwarfs are made of degenerate matter — every electron energy level below the Fermi level is occupied. This prevents them from collapsing, and therefore not only is this an evidence but also a demonstration of the Pauli Exclusion Principle for electrons. Soon thereafter, the condition of relativistic degenerate matter came out and whereby lead to the discovery that white dwarfs have other interesting properties, such as an inverse dependence of radius on mass $R \sim M^{-1/3}$ and an upper mass limit $\sim 1.4 \, M_\odot$ — for a non-rotating white dwarf — known as the Chandrasekhar mass limit (Chandrasekhar, 1931, 1933).

The first accurate white dwarf cooling model was computed by Mestel (1952). In this model a white dwarf consists basically of an isothermal electron-degenerate core. This core provides most of the mass, and is made of the ions resulting from the previous nuclear history of the progenitor star. This core is surrounded by a non-degenerate thin envelope ($\lesssim 0.01\%$ of the mass) composed mainly of hydrogen and/or helium. Within this approximation the evolution of a white dwarf can be fairly well described as a gravothermal process of cooling. In typical white dwarfs neither thermonuclear reactions nor the release of gravitational energy play significant roles. Thus, the lingering residual heat of its ion core causes white dwarfs to shine and cool down slowly by a flux controlled by the radiative opacity of the envelope. As a first approximation, Mestel’s model is good enough to describe white dwarfs with luminosities over $L \sim 10^{-3} \, L_\odot$.

The decade of the sixties of the twentieth century brought about a breakthrough in the cooling theory of white dwarfs. It was realized that the material of which white dwarfs are made should undergo a phase transition, and therefore crystallizes. This, in fact, is another example of how quantum mechanics play a key role in the evolution of these stars. Crystallization occurs when white dwarfs reach low effective temperatures (Kirzhnits, 1958; Abrikosov, 1960; Salpeter, 1961; van Horn, 1968). Nowadays, up-to-date white dwarf cooling models incorporate a wide range of physical effects such as gravitational contraction, thermal energy as well as residual nuclear burning, energy losses due to neutrinos, Debye cooling, electron heat capacity, electron conduction, electron-electron scattering, and radiative diffusion among others. Consequently, the cooling of white dwarfs is today relatively well understood and represents a solid and robust age benchmark in astrophysics.

As a consequence of all this, white dwarf cooling ages have been extensively used as age indicators of several stellar populations, namely they have been widely used as cosmochronometers. Not only that, the white dwarf luminosity function provides us with an invaluable wealth of information about the solar neighborhood. Hence, a wide range of Galactic parameters can be obtained from a its detailed study. Among the most important ones we mention the age of the Galaxy (Winget et al. 1987; García–Berro et al. 1988; Hernanz et al. 1994; Richer et al. 2000) and the stellar formation rate (Noh & Scalo 1990; Díaz–Pinto et al. 1994; Isern et al. 1995; Isern et al. 2001). Additionally, the luminosity function of white dwarfs
provides an independent test of the theory of dense plasmas (Segretain et al. 1994; Isern et al. 1997). Finally, the white dwarf luminosity function directly measures the current death rate of low- and intermediate-mass stars in the local disk. In addition, experiments based on gravitational microlensing have suggested that the halo of our Galaxy could be populated of cold, old white dwarfs. Hence, these stars could significantly contribute to the baryonic dark matter of our Galaxy (Adams & Laughlin, 1996; Chabrier et al., 1996; Graff et al., 1998), one of the key issues in modern cosmology.

Moreover, due to the fact that the physical processes that affect the structure of white dwarfs as well as their evolution are fairly well identified and understood, white dwarfs are an excellent complementary laboratory to corroborate alternative physical theories and testing new physics. For example, white dwarfs provide an independent way of testing the possibility of a hypothetical varying gravitational constant (Garcia-Berro et al., 1995). Besides, white dwarfs have been also used to test the existence of weakly interacting particles (Isern et al., 2010). Another interesting point refers to pulsating white dwarfs that jointly with asteroseismological models allow us to probe the structure and composition of the core of these objects (Metcalfe, 2005). Finally, white dwarfs in stellar clusters are a benchmark for calibrating, testing and probing the theory of stellar evolution, as well as the evolution of our own Galaxy (Hufnagel, 1995; Kalirai, 2006; Liebert et al., 2005). By observing white dwarfs in star clusters we spectroscopically determine their masses and temperatures that alongside with white dwarf cooling models give us a precise estimate of their cooling ages.

Moreover, the advent of large automated surveys — like the Sloan Digital Sky Survey (York et al. 2000; Stoughton et al. 2002; Abazajian et al. 2003, 2004; Eisenstein et al. 2006), the Two Micron All Sky Survey (Skrutskie et al. 1997; Cutri et al. 2003), the SuperCosmos Sky Survey (Hambly et al. 2001a,b; Hambly, Irwin & MacGillivray 2001c), the 2dF QSO Redshift Survey (Vennes et al. 2002), the SPY project (Pauli et al. 2003), and others — has dramatically increased the number of known white dwarfs. Future astrometric space missions — of which Gaia (Perryman et al. 2001) is the leading example — will undoubtedly increase even more the size of the white dwarf population with accurately determined parameters (Torres et al. 2005), thus allowing for reliable determinations of the white dwarf luminosity function of our Galaxy, and many other interesting studies. Additionally, many planned terrestrial and space-borne observatories will eventually study challenging astrophysical phenomena involving white dwarfs, of which binary white dwarfs are a flagship issue. So far, the Sloan Digital Sky Survey (SDSS) has furnished the largest catalog of both single and binary white dwarfs, Chandra and XMM-Newton have extensively studied X-ray binaries, LIGO and LISA are currently trying to detect the gravitational waves radiated by compact sources, the High-Energy Transient Explorer and the Swift Space Telescope aim to study gamma-ray burst progenitors, while the Spitzer mission has searched for planets orbiting low-mass white dwarfs
(Kilic et al., 2010). Even more, Kepler has revealed the existence of low-mass white dwarfs with A-type stars, sdBs, and regular carbon-oxygen white dwarf companions and it may discover planets orbiting white dwarfs, as well as white dwarfs orbiting main-sequence stars through transits of asteroids or combining these measurements with gravitational lensing (Di Stefano et al., 2010; Di Stefano, 2011). Likewise, Eddington aims to study the variability of accreting white dwarfs (de Martino & Silvotti, 2004) and Gaia (Perryman et al., 1997; Figueras et al., 1999) will catalog more than one billion stars with excellent astrometric, photometric and spectroscopic accuracies. The scientific output of all these missions will undoubtedly have a large impact in our understanding of the theory of cooling white dwarfs.

1.2 General properties of single white dwarfs

1.2.1 Spectroscopic classification

It is a well known fact that the fundamental properties and features of stars — such as the effective temperatures, gravities and chemical compositions of their stellar surfaces, and the bolometric luminosity, rotation velocity, radial velocities and binary orbital motions — can be obtained using spectral measurements of their brightness at different frequencies. Usually, these are collected using charge-coupled devices (CCD) that go hand-in-hand with imaging spectrography, allowing time-resolved spectroscopy and spectrophotometry. On the other hand, in most cases this must be combined with theoretical models to derive useful information.

The white dwarf effective temperature and the surface gravity may be determined by fitting their synthetic spectra, generated by means of model atmosphere codes, to their observed Balmer lines ($H\alpha$), which lay in the visible band. However, hydrogen spectral features are most easily detected in the ultraviolet, where the Lyman lines appear, or in the infrared, where the Paschen series happen. Moreover, to obtain a detailed analysis is essential to analyze spectral features of all existing chemical elements. To sum up, a good fitting model has to match the spectral features in the visible, ultraviolet, far and extreme ultraviolet, the infrared and X-ray bands (Kahn et al., 1984; Kowalski & Saumon, 2006; Kowalski et al., 2007). There are two ways to model white dwarf spectra. The first, easiest and straightforward approach considers local thermodynamic equilibrium (LTE). This approach is valid for moderately cool stars, whereas for hot and very hot stars ($T_{\text{eff}} \gtrsim 20,000$ K) this approach is no longer valid, and non-LTE modeling is required. The degree of sophistication in the modeling of white dwarf spectra can be very large, as in some particular cases, to successfully match the simulated spectrum to the observed one one has to incorporate stratified models, levitation, diffusion, or the so-called metal-line blanketing. All these physical effects alter the profiles of the Balmer lines — see, for example, Althaus et al. (2009), and Rauch et al. (2010).

The actual white dwarf spectral classification was introduced by Sion et al. (1983).
### Type Atmospheric content and spectral characteristics

<table>
<thead>
<tr>
<th>Type</th>
<th>Atmospheric content and spectral characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>H-rich</td>
<td></td>
</tr>
<tr>
<td>DA</td>
<td>H present</td>
</tr>
<tr>
<td>DAO</td>
<td>H present, HeII weak</td>
</tr>
<tr>
<td>H-deficient</td>
<td></td>
</tr>
<tr>
<td>DO</td>
<td>HeII strong, HeI and/or H present</td>
</tr>
<tr>
<td>DB</td>
<td>HeI</td>
</tr>
<tr>
<td>DBA</td>
<td>HeI strong, H weak</td>
</tr>
<tr>
<td>DQ</td>
<td>Carbon</td>
</tr>
<tr>
<td>DZ</td>
<td>Metals</td>
</tr>
<tr>
<td>DC</td>
<td>Featureless continuum — no lines deeper than 5% — (it is required photometric analysis)</td>
</tr>
<tr>
<td>Additional</td>
<td></td>
</tr>
<tr>
<td>P</td>
<td>Magnetic with polarization</td>
</tr>
<tr>
<td>H</td>
<td>Magnetic, no polarization detectable</td>
</tr>
<tr>
<td>E</td>
<td>Emission lines</td>
</tr>
<tr>
<td>d</td>
<td>Debris disk</td>
</tr>
<tr>
<td>V</td>
<td>Variable star</td>
</tr>
<tr>
<td>PEC</td>
<td>Peculiar or unclassifiable spectra</td>
</tr>
</tbody>
</table>

Table 1.1: Symbol nomenclature for the white dwarf atmospheric content and spectral characteristics.

The symbol nomenclature starts by the uppercase letter D, which comes from degenerate star, followed by an assortment of successive letters that denote the main atmospheric composition and weaker or secondary spectral features. In Table 1.1 the primary symbols are listed along with some secondary and additional features. As an example, a DB white dwarf showing traces of hydrogen would be classified as DBA, whereas a white dwarf of the DB type with traces of carbon would be classified as DBQ, and if it has calcium lines or any other metal would be classified as DBZ. Any spectrum depicting emission lines should be represented by the letter E, and so forth.

White dwarfs are often classified in two classes, attending to their atmospheric composition: hydrogen-rich (H–rich) and hydrogen-deficient (H–deficient) white dwarfs. White dwarfs with H–rich atmospheres represent $\sim 85\%$ of the total population (Eisenstein et al., 2006a) and have been traditionally classified as members of the DA class. On the other hand, H–deficient white dwarfs account for the remaining 15%, and are usually known non–DAs. The class of non–DA white dwarfs is practically made of white dwarfs with He–rich atmospheres, and the vast majority of them have pure helium atmospheres (thus belonging to the DB spectral type). There is only a handful of the coolest white dwarfs which have atmospheric heavier
elements. These findings have been recently corroborated by the study of Myszka et al. (2012) who have presented the distribution of spectral types and space motions for 205 white dwarfs located within 25 pc. Specifically, these authors find that 120 stars are non magnetic white dwarfs belonging to the DA spectral class, with effective temperatures $4600 \, \text{K} \lesssim T_{\text{eff}} \lesssim 25000 \, \text{K}$, whereas the rest of the white dwarfs in the sample belong to the non–DA spectral classes (DB, DBQZ, DC, DQ, DZ, DQZ, DZA), or are H–rich white dwarfs with traces of metals (DAZ), or are white dwarfs with magnetic features. Magnetic white dwarfs account for 8% of the sample. In summary, according to this work there are 2.4 times more white dwarfs of the DA type than of the non–DA one, and the same factor is found when comparing the magnetic group of DA white dwarfs with that of non–DAs.

The composition of the envelope of white dwarfs gives us information about the late stages of the evolution of the progenitor star before becoming a white dwarf, and in this way we might also guess its evolutionary channel. The spectra of white dwarfs also yields information about the ionization degree of the interstellar medium — see Redfield & Linsky (2008) and references therein — as well as information about the circumstellar material around the white dwarf, whose spectral features are superimposed to the spectrum of the star. This circumstellar material is attributed to mass loss through winds or to the presence of a companion, or to the remains of the planetary nebula phase, or to dust or debris disks. However, a proper modeling of the chemical evolution of the envelopes of white dwarfs is a hard task as residual nuclear reactions and a competition between several processes like gravity, radiative levitation, diffusion and several other are responsible for the chemical profiles of white dwarf envelopes. Moreover, the chemical profiles of white dwarfs evolve with time, which means that the composition of the surface also changes with time (Fontaine et al., 1987; Bergeron et al., 1995; Koester & Wilken, 2006; Bergeron et al., 2011).

Besides DA and DB white dwarfs — the most common ones — there are two more types of white dwarfs that are quite frequently found, namely DOs and hot DQs. We describe them separately. DO white dwarfs (Hügelmeyer et al., 2006) are thought to be either the descendants of PG 1159 stars or mergers products. If they result from the evolution of PG 1159 stars the progenitors may have lost most of its hydrogen in a late helium flash at the end of the thermally pulsing phase at the Asymptotic Giant Branch (AGB). It is thought that an atmospheric model with stratified He/H abundances (Koester, 1989) may lead to traces of residual hydrogen to float or emerge to the photosphere. This would occur for temperatures $T_{\text{eff}} \lesssim 45000 \, \text{K}$ leading to the formation of a thin layer of hydrogen on the top of the helium layer which, in turn, would convert DO white dwarfs into DA white dwarfs. This evolutionary scenario would explain the so–called DO/DB gap. The spectral evolution continues until helium can be dredge up again at $T_{\text{eff}} \lesssim 30000 \, \text{K}$, turning successively the DA white dwarf into a DBA one, and then into a white dwarf of the DB type. Fontaine, Wesemael, Vennes & Pelletier (1987) explained the conversion of DA white dwarfs into DBs by convective dilution of the hydrogen layer into the underlying helium.
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layer. At $T_{\text{eff}} \lesssim 14\,000$ K carbon may be dredge up to convert DB white dwarfs into a newborn DQ star (Pelletier et al., 1986; Dufour et al., 2007, 2008). The peculiar hot–DQ spectral type might have followed a different evolutionary path. The chemical composition of the envelope of the paradigmatic star of this class, H1504+65, could be explained by convective mixing and dilution of the He layer of DO stars (Dufour et al., 2008; Althaus et al., 2009). These carbon–dominated atmospheres have been the subject of asteroseismological studies (Fontaine et al., 2008), which confirm this origin. Two other peculiar white dwarfs with large photospheric oxygen abundances were reported by Gänsicke et al. (2010) and they are believed to be white dwarfs with bare oxygen–neon cores. According to the authors these white dwarfs might have come from star progenitors with masses between $\sim 8\,M_{\odot}$ and $11\,M_{\odot}$, that avoided core collapse.

Nevertheless, there are some other points that deserve further attention. The first one concerns whenever proper motions are not measurable, which usually happens for distant stars. When this occurs there are several types of stars that display similar spectra and colors. This happens, for instance, with the spectra of subdwarfs (sdB and sdO stars) which can be confused with hot DA white dwarfs, or to K and M dwarfs, for which their spectra resemble that of the coolest white dwarfs. This poses a limitation to large surveys, as white dwarfs in these surveys cannot be discerned from A, F and K main-sequence stars at $T_{\text{eff}} \lesssim 8000$ K because of overlapping in colors (Kleinman et al., 2004; Harris et al., 2006; Tremblay et al., 2011). Secondly, there is a lack of robustness on the atmospheric cooling models at temperatures $T_{\text{eff}} \lesssim 12\,000$ K, which leads to somewhat large errors in the determination of the spectroscopic mass of the white dwarf. This, in turn, poses a serious limitation to the determination of the correct atmospheric abundances.

1.2.2 Distribution in effective temperatures

White dwarfs are observed in a wide range of effective temperatures, from $\sim 200\,000$ K to $\sim 4000$ K. It is important to realize that many factors — such as the degree of ionization or the presence of traces of minor chemical elements — may modify the effective temperature of a given white dwarf. The degree of ionization of elements increases with the temperature. Consequently, spectral types do not exactly correspond to temperature ranges, but there is overwhelming evidence that the fraction of H–rich versus H–deficient changes with the temperature. For instance, Kleinman et al. (2004) studied the spectral distribution as a function of the temperature for the sample of white dwarfs of the SDSS and found a peak of DA white dwarfs at $\sim 10\,000$ K and for the DBs at $\sim 16\,000$ K, both with a tail to higher temperatures. In general, H–rich white dwarfs are more numerous in the region $T_{\text{eff}} \gtrsim 12\,000$ K, whereas H–deficient ones are more frequent in the coolest region, $T_{\text{eff}} \lesssim 12\,000$ K. A general description of the properties of white dwarfs as a function of the effective temperature is presented as follows:
The highest temperature range, $T_{\text{eff}} \sim 200\,000\,\text{K} - 45\,000\,\text{K}$, corresponds to the hottest white dwarfs, and therefore the youngest ones. These white dwarfs contain H–dominated atmospheres or singly ionized helium HeII (DO), in a factor 7 : 1 (Fleming et al., 1986). On average, white dwarfs with helium–rich atmospheres are hotter than those with H–rich ones.

In the range of $T_{\text{eff}} \sim 45\,000\,\text{K} - 30\,000\,\text{K}$ there are basically DA white dwarfs, and hardly a few H–deficient white dwarfs (Eisenstein et al., 2006b; Dreizler & Werner, 1996) are found. For this reason in the literature this range of effective temperatures is known as the DB/DO gap.

In the range $T_{\text{eff}} \sim 30\,000\,\text{K} - 11\,000\,\text{K}$ white dwarfs with atmospheres rich in neutral helium (of the spectral type DB) are abundant, whereas peculiar carbon–dominated atmospheres, known as “hot DQ” white dwarfs, are also found (Liebert et al., 2003; Dufour et al., 2008).

In the coolest range of effective temperatures, $T_{\text{eff}} \lesssim 11\,000\,\text{K}$, where the process of crystallization takes place, white dwarfs with pure hydrogen atmospheres are numerous, although white with carbon–dominated atmospheres or white dwarfs with metal atmospheres are also found, as well as hybrid configurations, and white dwarfs with featureless spectra, with neither emission nor absorption lines. In these cases photometry is required to discern the spectral type because hydrogen becomes spectroscopically undetectable in the visible at $T_{\text{eff}} \lesssim 5000\,\text{K}$, and helium at $T_{\text{eff}} \lesssim 10\,000\,\text{K}$. The region with $T_{\text{eff}} \sim 6000\,\text{K} - 5000\,\text{K}$ is rather intriguing due to the fact that no single white dwarf with a pure helium atmosphere has been found (Bergeron et al., 2001) so far — this would be a second mysterious DB gap.

It is worth stressing that the range of effective temperatures $\sim 6\,000\,\text{K} - 4\,000\,\text{K}$ comprises the majority of halo white dwarfs. The most recent study of this range of effective temperatures has been done by Kilic et al. (2009), who have presented the largest near–infrared spectroscopic survey of white dwarfs in the above mentioned range of temperatures. Due to the small sample size (40 stars) the results are controversial. Specifically, by fitting atmospheric models to the SDSS photometry and the IRTF synthetic photometry these authors found evidence that the stars reported as belonging to the DC spectral type were indeed of the DA and DB ones. Secondly, they did not find any white dwarf of the DB spectral type with temperature below 5\,000\,K. Thus, they suggested that the mysterious second DB gap could be an artifact of the cooling models rather than being originated by a physical process inside the star.
1.2.3 Metallicity content of white dwarfs

The presence of atmospheric elements heavier than hydrogen or helium has been suggested to be driven by contamination due to accretion events such as mass loss from a binary companion, tidally disrupted asteroids, rocky planets and comets, or accretion of some circumstellar material, or dust or gas from the interstellar medium. For instance, Dufour et al. (2010) suggested that white dwarfs with He–rich atmospheres with metal lines (DBQ, DBZ) are the result of DB white dwarfs accreting matter from a disk. In general, for white dwarfs cooler than $T_{\text{eff}} \lesssim 25,000$ K many authors (Zuckerman et al., 2003; Chayer & Dupuis, 2010; Dupuis et al., 2010a,b) advocate accretion as a key factor to explain the abundance of metals in the atmosphere. In fact, the photosphere would be devoid of heavier elements for these range of temperatures due to gravitational settling, which is more efficient than radiative levitation (Koester & Wilken, 2006). Additionally, there are a few cases for which a binary origin might be elucidated.

However, intricate spectroscopic analysis have unexpectedly unraveled the presence of traces of metal elements in hot pure–hydrogen white dwarfs (Koester, 1989; Sion et al., 1992; Barstow et al., 1993; Holberg et al., 1998; Barstow et al., 2001, 2003). The theoretical explanation for this is that DA white dwarfs with the highest effective temperatures ($T_{\text{eff}} \gtrsim 50,000$ K) may show metals in the photosphere due to radiative levitation, that would operate owing to the large upward radiation pressure. In these cases radiative levitation exceeds gravitational settling (Chayer et al., 1994, 1995a,b). However, it is well possible that the presence of atmospheric metals would have an origin not only on the progenitor stars but also could be due to binarity. Nonetheless, despite the fact that the theory of radiative levitation might well predict and justify to some extent the metal features observed in most of the hot DA white dwarfs, it fails dealing with all the individual abundances (Chayer et al., 1995a).

To be sure that the metal content of the star comes from an outer source, an analysis of the spectra combined with a study of its photometry must be performed. Better results are obtained if these analysis are applied to white dwarfs belonging to the same population, in order to rule out the contribution of the interstellar medium. For example, accreting material from a binary companion should be evident in the spectrum of a source with radial velocity variations. Studies of this kind have been performed by Farihi et al. (2010), who studied the SDSS sample of white dwarfs with metal features in their spectra. It was found that within the 146 DZ stars there was no evidence allowing to connect the calcium abundances to interstellar clouds. In the region of temperatures $T_{\text{eff}} \lesssim 12,000$ K, it was concluded that the DBZ and DC stars were part of the same population. Bearing in mind that the matter accreted from the interstellar medium would be present in every spectrum of the stars of the population, and as DC stars show featureless spectra, the metallic content of the DBZ white dwarfs has then been suggested to come from tidally disrupted rocky
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planets.

To sum up, the most common types of white dwarfs have atmospheres with either pure hydrogen (DA) or helium (DB). The DA spectral type appears in all range of effective temperatures, whereas the DB stars appear below 30,000 K. The fraction of stars belonging to the DA spectral class versus those belonging to the non–DA class varies as a function of the effective temperature, and is interpreted as a sign of the chemical evolution of white dwarf atmospheres. The surface composition changes due to some processes that allow mixing and diffusion of chemical elements between the deepest layers of the atmosphere and the very outer layers. As a consequence of these processes chemical elements of the underlying layers may be dredged–up to the surface. This may happen to the hottest H–rich atmospheres, which may allow to turn them in stars of the DAZ type. Also, stars with He–rich atmospheres may be turned into white dwarfs with H–rich atmospheres, and vice versa. On the other hand, the metal content of the atmospheres of the coolest white dwarfs (those with $T_{\text{eff}} \lesssim 20,000$ K) has been attributed to contamination by accretion events.

1.3 Mass distribution

The internal composition of a white dwarf depends on its mass. White dwarfs with low masses, $M_{\text{WD}} \lesssim 0.5 M_\odot$, have cores made of helium and have a binary origin. White dwarfs with somewhat larger masses have progenitors which burned helium in previous evolutionary stages, and therefore have cores made of carbon and oxygen. This is true for white dwarfs with masses up to $M_{\text{WD}} \sim 1.0 M_\odot$. White dwarfs with masses even larger have cores made of oxygen and neon. This is the case of white dwarfs with masses larger than $\sim 1.0 M_\odot$, and up to the Chandrasekhar mass limit. In general, it can be said that those disk white dwarfs with longer cooling ages come from massive progenitors because they have shorter main-sequence lifetimes. Additionally, they are expected to produce white dwarfs with high mass cores. Consequently, it should be expected that massive white dwarfs should have both small radii and luminosities, and therefore they would be more difficult to detect. As far as low–mass white dwarfs are concerned, it is important to realize that up to now every single white dwarf with $M_{\text{WD}} < 0.5 M_\odot$ found so far has a H–rich atmosphere (Bergeron et al., 2011). This supports the idea that their progenitors were truncated their evolution before the helium flash at the red giant phase took place.

One of the most recent studies of the white dwarf mass distribution has been performed by Kepler et al. (2007) using data from the SDSS. The mean mass for the DA white dwarf stars brighter than $19^{\text{mag}}$ in the g–band and effective surface temperatures hotter than 12,000 K is $\langle M_{\text{DA}} \rangle = 0.593 \pm 0.016 M_\odot$, whereas for DB white dwarfs that fulfill $g \leq 19^{\text{mag}}$ and $T_{\text{eff}} \geq 16,000$ K, the mean mass is $\langle M_{\text{DB}} \rangle = 0.711 \pm 0.009 M_\odot$. Other surveys have obtained similar white dwarf average masses.
This is the case of the study of Limoges & Bergeron (2010), who have presented a spectroscopic analysis of white dwarfs found in the Kiso survey. For a sample of 136 DA white dwarfs they find a mean value \( \langle M_{\text{DA}} \rangle = 0.606 \pm 0.135 M_\odot \), and for a sample of 23 DB types a mean of \( \langle M_{\text{DB}} \rangle = 0.758 \pm 0.192 M_\odot \). However, their DB mass distribution appears to be quite flat because of the rather small number of DB stars found. Nevertheless, the reader should keep in mind that the precision of the determinations of the masses of the observed white dwarf population is a topic of intense debate. For instance, Bergeron et al. (2007) discuss the actual methods such as spectroscopic, trigonometric parallax, and gravitational redshift measurements, paying attention to the regime \( T_{\text{eff}} < 12000 \text{K} \), where energy transport by convection is concomitant.

A related issue consists in connecting the white dwarf mass with that of its main sequence progenitor, that is establishing an initial–final mass relationship. Catalán et al. (2008b,a) have derived a reliable initial–final mass relationship of white dwarfs belonging to common proper motion pairs — binaries with long periods which are believed not to have interacted. These systems allow to obtain valuable information about the evolutionary paths leading to the formation of white dwarfs. Moreover, they also allow to derive constraints on ages, distances and reddening, as well as to directly measure the amount of mass ejected to the interstellar medium through all the stellar evolutionary phases prior to the formation of the white dwarf.

To sum up, the white dwarf mass distribution of DA white dwarfs (the most abundant spectral class) has a narrow peak around \( \sim 0.6 M_\odot \). When it comes to the DB white dwarf mass distribution, it is found that it is shifted to slightly higher masses. Additionally, a lower peak reveals the existence of a population of low–mass white dwarfs, which very likely have been produced in close binary systems where the evolution of the progenitor star was truncated and did not reach the phase of core helium burning. There is also a secondary peak around \( \sim 1.1 M_\odot \) with a tail extending to longer masses which corresponds to progenitors that ignited carbon in the core of the progenitor star and were able to produce an oxygen–neon degenerate cores or to mergers of two lighter white dwarfs.

### 1.4 The white dwarf luminosity function

#### 1.4.1 Definition, estimators and completeness

The white dwarf luminosity function is defined as the number of white dwarfs per unit volume and luminosity interval (or bolometric magnitude). From a theoretical point of view, the white dwarf luminosity function can be computed as:

\[
N(L) = \int_{M_{\text{low}}}^{M_{\text{up}}} \Psi(t) \phi(M) \frac{dt_{\text{cool}}}{d \log(L/L_\odot)} dM
\]

where \( \Psi(t) \) is the star formation rate, \( \phi(M) \) is the initial mass function, \( L \) and \( t_{\text{cool}} \)
are the luminosity of the white dwarf and its cooling time, respectively. The interval of integration \( M_{\text{low}} \) and \( M_{\text{up}} \) corresponds to the minimum and maximum mass of the progenitor star able to produce a white dwarf at a fixed luminosity \( L \).

The shape of the observational white dwarf luminosity function of the Galactic disk has been found to be monotonically increasing with decreasing luminosity up to bolometric magnitudes of \( M_{\text{bol}} \approx 15.5 \) — which corresponds to an absolute visual magnitude \( M_V \approx 16 \), or equivalently to a luminosity \( \log(L/L_\odot) \approx 4.5 \). At this magnitude the white dwarf luminosity functions shows a well defined and sharp downturn. This drop–off of the luminosity function is a clear indicator of the finite age of the Galaxy. The existence of this cut–off was first proposed by Schmidt (1959), and it allowed to compute the age of the Galactic disk (Winget et al., 1987; Garcia-Berro et al., 1988a,b; Liebert et al., 1988). Besides the age of the galactic disk the white dwarf luminosity function carries extensive information about the stellar formation history, and about the structure and chemical evolution of the Galaxy.

In large surveys white dwarfs are generally found because of their relatively high proper motions. Additionally certain color cuts to discard artifacts are also applied to the resulting sample. Generally speaking, this procedure produces a biased sample, and hence the selection criteria are of critical importance to obtain a reliable luminosity function. Traditionally, to obtain accurate luminosity functions most studies have adopted the \( 1/V_{\text{max}} \) method, also known as Schmidt’s estimator. This method was originally introduced by Schmidt (1968), and has been progressively updated in a series of successive works (Schmidt, 1975; Felten, 1976). The \( 1/V_{\text{max}} \) estimator has been shown to produce accurate white dwarf luminosity function of the disk of our Galaxy using kinematically selected samples (Wood & Oswalt, 1998; García-Berro et al., 1999). In particular, this last study analyzed the effects of the observational selection criteria and the biases introduced by these criteria. These authors found that the observational errors in the tail of the white dwarf luminosity function were mostly due to uncertainties in the bolometric corrections and in the trigonometric parallaxes. Both uncertainties result in small–scale statistical uncertainties and fluctuations in the derived luminosity function. They also reported a disk age around 10 Gyr, which agrees with several other determinations obtained using very different methods. Subsequently Geijo et al. (2006) performed a study of the statistical reliability of the disk white dwarf luminosity function using several different estimators, including the \( 1/V_{\text{max}} \) method. In a second study (Torres et al., 2008) they also took into account the error in the determination of the parallax (the so–called Lutz–Kelker bias) and the contamination by misclassified halo white dwarfs. They deemed that the best two estimators were the Choloniewski method (Choloniewski, 1986) and the \( 1/V_{\text{max}} \) method. However, the Choloniewski method was found to be more suitable to derive the disk luminosity function since the position of the cut–off is not affected by the above–mentioned measurements errors.

The incompleteness of the observational sample is an important issue, which should be taken into account carefully. However, it should be pointed out that even
1.4 The white dwarf luminosity function

having a small number of stars but using a complete volume–limited sample one may have good completeness, and therefore to be statistically significant. This happens to the local sample of white dwarfs within 20 pc of the Sun, which according to Holberg et al. (2008) is claimed to be nearly complete (80%) although it just contains a small number of white dwarfs, 122. The completeness of one of the largest and well–known surveys, the SDSS spectroscopic survey, has been reported to be 15–50 %, although the sample of white dwarfs with $T_{\text{eff}} \gtrsim 8000 \text{K}$ is quite complete (Eisenstein et al., 2006b; De Gennaro et al., 2008; Tremblay et al., 2011). Studies of completeness dependence on magnitude and proper motions of the SDSS survey have been carried out by Harris et al. (2006). The shape of the luminosity function is obtained with excellent accuracy for the hottest white dwarfs, but it completeness severely decreases near the downturn. Another study of the local sample of white dwarfs worth mentioning is that of the Palomar Green Survey (Green et al., 1986). Bergeron et al. (2011) and Gianninas et al. (2011) have devoted a large amount of work to analyze this sample. Yet there are many other studies, among which we mention those dedicated to analyze Limoges & Bergeron (2010) the Kiso survey (Noguchi et al., 1980; Kondo, 1984). Recently, Giannicachi et al. (2012) have studied the completeness within of the local sample of white dwarfs considering the uncertainties in distances of the sample of Holberg et al. (2008) and improved atmospheric models. From a small local sample, containing less than 200 white dwarfs lying within 20 pc, they obtained a volume–limited sample with a completeness slightly higher than 90%, and from it they derived a reliable luminosity function.

1.4.2 The thick and the halo white dwarf luminosity functions

Finding a luminosity function for the thick disk is a difficult task given the overlap in velocities between the white dwarf populations of the thin and thick disk. Even so, Rowell & Hambly (2011) using the SuperCOSMOS Sky Survey have recently been able to distinguish among these Galactic populations. Their results indicate that the contribution of the thin disk to the local white dwarf density is 79%, whereas the contribution of the thick disk is 16% and the halo contribution is a modest 5%. Actually, the number of identified halo white dwarfs is extremely small. This is so because most halo white dwarfs are thought to have very faint absolute visual magnitudes $M_V > 17$, and consequently very low effective temperature $T_{\text{eff}} < 4000 \text{K}$. Accordingly, this prevents deriving a reliable observational white dwarf luminosity function for the halo population. Nevertheless, using data of only 6 halo white dwarfs identified using their kinematics, Liebert et al. (1989) derived a preliminary halo white dwarf luminosity function. Later on, Flynn et al. (1996) identified 5 more halo white dwarf candidates in the Hubble Deep Field. Also, Torres et al. (1998) employed an artificial neural network algorithm to optimize the recognition of halo white dwarfs from the existing catalogs. This turned out to be a successful technique and the number of identified halo white dwarfs improved substantially, yet still the
sample remained severely incomplete.

Generally speaking, halo white dwarfs have higher tangential velocities and larger proper motions, \( \mu \), than their disk counterparts. Thus, to identify halo white dwarfs it is customary to use the so–called reduced proper motion, \( H \), which for a particular magnitude band is given by

\[
H = m + 5 \log \mu + 5 = M + 5 \log(\frac{V_{\text{tan}}}{4.74})
\]

where \( \mu \) is the proper motion given in units of \( ''/\text{yr} \), \( m \) and \( M \) are the apparent and the absolute magnitude respectively, and \( V_{\text{tan}} \) is the tangential velocity in units of km/s. It turns out that the reduced proper motion of a star is a good indicator of its halo membership. This is so because the reduced proper motion diagrams distinguish stellar populations of similar kinematics but different absolute magnitude calibrations, as well as populations of similar absolute magnitude distributions but different kinematics. In this sense, optical and infrared reduced proper motions diagrams have shown to be fairly successful to find new cool white dwarfs and to segregate the thin, the thick disk and the halo populations.

1.5 White dwarfs as dark matter

Since the first years of the twentieth century, studies based on the dynamical density of matter and the rotation curve of our Galaxy revealed a kind of non–luminous matter, the so–called dark matter. These studies were carried out by Öpik (1915), Kapteyn (1922), Jeans (1922) and Oort (1932) and gave as a result an intense debate among astronomers. Jan Oort’s examined Doppler shifts in the spectra of stars of our Galaxy and his findings were hailed as the first measurements of dark matter. The second dark matter evidence is attributed to Zwicky (1933, 1937), who measured redshifts in the spectra of the galaxies of the Coma cluster. During the seventies and the eighties, several studies extended the observational basis of dark matter by measuring the rotation curve of other spiral galaxies — see, for example, Rubin & Ford (1970); Rubin et al. (1977, 1979, 1985). These studies concluded that most of the matter in the Universe was indeed dark. To date much empirical evidence of a dark–dominated Universe has been tracked down in motions of galaxies in clusters, flat rotation curves of spiral galaxies, motions of stars in elliptical galaxies, relative velocities in binary galaxies pairs, gravitational lensing, hot gas in galaxy clusters and many other. A summary of projects which have given evidence for a dark matter dominated Universe is:

(i) Type Ia supernovae surveys such as the High-z Supernova Search (Riess et al., 1998), and the Supernova Cosmology Project (Perlmutter et al., 1999).

(ii) Cosmic Microwave Background (CMB) radiation discovery and measured by the COBE and WMAP missions.
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(iii) Large–scale structure surveys, such as the SDSS and the 2dF Galaxy Redshift Survey.

(iv) Cluster surveys (lensing and high–redshift cluster in optical surveys), such as the RCS and RCS2.

(v) Gravitational lensing experiments such as the MACHO, EROS, and OGLE projects.

(vi) The Dark Energy Survey (DES), currently working on Type Ia Supernovae, Baryon Acoustic Oscillations, Galaxy Cluster distribution and Gravitational Lensing.

The above mentioned cosmological observations show compelling evidence that ordinary matter, also known as baryonic matter, represents only a small fraction of the total matter in our Universe and that non–baryonic dark matter dominates over baryons. This non–baryonic dark matter is characterized by its weakly interaction with ordinary matter. Additionally, all matter is embedded in a dark–dominated energy. To characterize dark matter and dark energy it is usually employed the so–called cosmological constant, which is defined as the fraction of the effective mass of the universe attributed to dark energy, which is the predominant component, $\Omega_\Lambda \simeq 0.73$. The mass density includes the ordinary mass plus dark matter components, $\Omega_M \simeq 0.27$. The ordinary or baryonic component is just $\Omega_B \simeq 0.044$ (Bennett et al., 2003; Larson et al., 2011; Komatsu et al., 2011). This is the same to say that $\simeq 73\%$ of the Universe is composed by dark energy, which produces an accelerated expansion, whereas the remainder $\simeq 22\%$ is attributed to dark matter, and just only $\simeq 4.4\%$ to baryons. Moreover, the cosmic mean baryon fraction ($\Omega_B/\Omega_M$) represents $17\%$ of the total matter of the Universe. Besides, most of the baryons are non–luminous, since $\Omega_\star \simeq 0.005$. For the case of our own Galaxy, the virial mass out to 100 kpc is $M \approx 10^{12} M_\odot$, whereas the baryonic mass in the form of stars is $M_\star \approx 7 \times 10^{10} M_\odot$. In other words, for the Milky Way the baryon fraction is at most $8\%$ (Klypin et al., 2002). This problem is known as the missing baryon problem — see the excellent review of Silk (2007) for a complete, interesting and recent discussion of this issue — and it is critical in our understanding of how the Galaxy (an by extension other galaxies) were formed and will ultimately evolve.

Baryonic dark matter, despite being inconspicuous, is the only kind of matter directly accessible to observational detection. In this sense, numerous experimental searches have been pursued the detection of baryonic dark matter by means of its gravitational lensing inferences. Since the pioneering observational detection of the first Galactic gravitational microlensing events by the MACHO team (Alcock et al., 1995, 1997, 2000), that suggest that the halo dark matter of our Galaxy may content a significant population of ultra–cool white dwarfs, many efforts have been devoted to this issue. In fact, after these preliminary discoveries, several other teams pursued
similar studies to either confirm or discard their results. Among these observational studies there are those performed by the EROS (Lasserre et al., 2000; Goldman et al., 2002; Tisserand et al., 2007), OGLE (Udalski et al., 1994), MOA (Muraki et al., 1999) and SuperMACHO teams (Becker et al., 2005). All of them have monitored millions of stars during several years in both the Large Magellanic Cloud (LMC) and the Small Magellanic Cloud (SMC) to search for microlensing events. Despite the increasing number of surveys that are searching for white dwarfs, the contribution of this population and their respective sub–populations to the dark matter content of our Galaxy still remains to be elucidated.

1.6 White dwarfs in close binary systems

According to theoretical models, white dwarfs with masses \( \lesssim 0.5 M_\odot \) are expected to have helium cores (Althaus et al., 2001), since they come from progenitors that did not go through the core helium burning phase before their envelope was ejected. Since the evolutionary timescales of single progenitor stars able to produce this type of white dwarfs are very long (Laughlin et al., 1997), the only possible way to form these white dwarfs is, thus, in a binary system, as the envelope of the progenitor star has to be removed by the interaction with a companion, most likely through a common envelope evolutionary phase.

The explanation of interacting evolution with another star is also observationally well supported. Evidence of common envelopes has been collected since the pioneering work of Kuiper (1941), who analyzed both photometric and spectroscopic measurements of the binary system \( \beta \) Lyrae and concluded that it should have a common envelope. Deutsch (1956) made mass–loss rate measurements of the binary system \( \alpha \) Herculis and made a prediction of its outcome: “...such star may then shed most of its mass, so that the remnant could come to equilibrium as a white dwarf”. It is also worth mentioning that Kitamura (1959) and Lucy (1973), as well as Paczynski (1976), studied the binary system W Ursae Majoris. The main conclusion of all these works was that common envelope evolution provides a formation channel for cataclysmic variables. Nowadays, there are a large number of these low–mass white dwarfs which are found in close binary systems — see, for instance, Marsh et al. (1995); Liebert et al. (2005); van Kerkwijk et al. (2005); Rebassa-Mansergas et al. (2011), and references therein. We note, moreover, that there is growing evidence that some of the reported single low–mass white dwarfs might be in fact unresolved binary degenerate systems (Giammichele et al., 2012). Additionally, it is alleged that short–period compact–binary systems are outcomes of a mass–transfer process of their progenitors that ends up in common–envelope evolution.

In a common envelope episode both energy and angular momentum are transferred between the orbit and the material flowing out — the common envelope — until the entire envelope is removed, and the orbit is circularized and synchronized.
An in–depth review of close–binary formation and common–envelope evolution can be found in Iben & Livio (1993); Webbink (2008); Ivanova (2011) and Passy et al. (2012). Nevertheless, this process is still poorly understood, and the theoretical models rely on simple parametrizations. This drawback of the theory is an important issue, as there are several other fascinating astronomical phenomena in which a binary system composed by a white dwarf formed during the common envelope phase and another star are involved. For instance, it is thought that high–field magnetic white dwarfs and R Corona Borealis form as a consequence of the merger of double low–mass white dwarfs. In this case both stars of the binary system were formed very likely through a common envelope phase. Other outstanding systems in which a common envelope phase is involved are those systems in which a white dwarf accretes material from a main–sequence or a giant star (Munari & Renzini, 1992). These systems comprise the groups of cataclysmic variables systems and symbiotic stars, which are possible progenitors of Type Ia supernovae. Additionally, white dwarfs with either a neutron star or a black hole companion are thought to be possible precursors of gamma–ray bursts (Belczynski et al., 2002). Finally, several possible sources of gravitational wave radiation are binary systems in which one of the components is a white dwarf. These comprise binary white dwarfs, which would ultimately merge, and interacting white dwarfs in dense stellar systems, like globular cluster.
Chapter 2

Building the sample

This chapter is devoted to explain the methodology and the physical and astronomical inputs used in our simulations. In the first section, we introduce the basic elements of a Monte Carlo simulator, and we review the statistical tools associated with it. In the second part of this chapter, we comprehensively describe our Monte Carlo simulator and the main ingredients used to build our synthetic populations of white dwarfs aimed at ascertaining if the microlensing experiments can be explained by a population of dim white dwarfs. Finally, in the third section of this chapter we focus on the methods employed to perform Monte Carlo simulations of the Galactic population of binary systems formed by a white dwarf and a main sequence star.

2.1 The Monte Carlo method

The Monte Carlo simulation method is a thriving computer–intensive statistical tool used to model a wide range of physical systems. In order that the simulation may well represent a model of reality, inputs are assigned as experimental or semi–experimental law distributions and integrated employing a pseudo–random number generator algorithm. Not only are models constructed and validated through the Monte Carlo method, but also we can better understand a complex system behavior besides predicting its future or what-if analysis by varying the input parameters. On top of that, it might provide numerical solutions where there have not been found analytic solutions.

The Monte Carlo procedure is based on generating a large number of independent random simulated samples, with the goal of bringing out the probability of occurrence of the outcome values, referred as the sampling distribution, also called probability distribution or frequency distribution. The more iterations, the smoother will be the output probability distribution. Randomness is the cornerstone of any Monte Carlo simulator. We provide it by means of the random number generator algorithm of James (1990), which offers excellent statistical properties as well as a
very large repetition cycle $\gtrsim 10^{18}$, which is virtually infinite for the purposes of our studies. On the other hand, a statistical test is considered reliable if it is reproducible, that is if the same result is obtained repeatedly. It follows that in Monte Carlo simulations an optimal number of simulations should be performed so that their sum converges to a limiting stable distribution (Uchaikin & Zolotarev, 1999). If this occurs the resulting sampling distribution is a good likelihood estimator of true sampling distribution for the observed population, which is the same to say that we obtained an unbiased estimator for the unknown true distribution. Hence, its derived values are an unbiased good approximation of the true parameter values. The standard error of the mean, that is the standard deviation of the mean of the sample distribution, tells us about the variability of the sample, and therefore provides a measure of the accuracy of the resulting estimates.

Due to the fact that the phenomena we simulating are rare, to reach reliability in our calculations we ran a very large number of Monte Carlo simulations, approximately $\sim 10^4$. From each simulation we computed the mean values of the most relevant observational quantities of our interest. Then, we drew the sampling distributions from the data collection and extracted the average values and their corresponding statistical errors. Moreover, in addition to the observational selection criteria, we eliminated low probability outcomes with large impact in the results, leading to heavy–tail distributions, which usually are very few simulations that provide exaggerated and unrealistic results. The averages of the quantities of interest are accompanied by their respective standard deviations, which represent how much they vary among the set of different simulations. In particular, for the case in which the number of microlensing events towards the LMC is considered, the mean value estimates of interest for a typical lens are its mass, proper motion, distance, tangential velocity, crossing time $\hat{t}_E$, and the contribution to the microlensing optical depth. These are drawn from distributions of sample means from the set of simulations reporting microlensing events. For a large number of realizations a Gaussian distribution of the values is reached. Consequently, Monte Carlo standard errors are associated to sample mean distributions. However, the reader should take into account that for a given set of assumptions to be a valid representation of the observed population (choosing among various inputs models), a goodness–of–fit test must be performed to compare the output simulated data with the observed population. In the case that the observed sample would not fit to any known distribution, then a non–parametric goodness–of–fit should be performed. In our simulations we used the $\xi^2$ test, Student’s $t$-test, the Z-test and the Kolmogorov-Smirnov test — see NIST/SEMATECH, e-Handbook of Statistical Methods\(^1\).

Finally, in all our calculations we expand the number of different Monte Carlo realizations by means of a resampling method (Chernick, 2007). Specifically, we take advantage of the bootstrapping technique. Due to the fact that resampling can

\(^1\)http://www.itl.nist.gov/div898/handbook/
be done without taking into account any assumption about the probability distribution of the population, non-parametric bootstrapping can be used not only for deriving the sampling distribution-free values of interest but also for assessing the precision and variability of sample statistics. It consists in generating resamples in an equal probability from one original sample, which is named resampling with replacement. Each resample, also called “bootstrap sample” or “replication”, must be of the same size (number of elements) as the original sample. Ultimately, we used the bootstrapping method as a tool so as to streamline the Monte Carlo computations, which results in large savings of computer time. The bootstrapping technique was specially useful for our simulations of the Galactic population of binaries. In this case we computed the evolution of around $\sim 10$ millions of zero–age binary systems on each Monte Carlo simulation, and we performed $\sim 20$ independent realizations per each one of the $\sim 50$ models. Due to the fact that the selection criteria of the survey dramatically reduce the number of synthetic stars, we have employed a bootstrap method which allowed us to obtain a total of $\sim 6 \times 10^3$ resamples per model. Averages of the observational quantities of interest are taken from an ensemble of means alongside their corresponding standard errors as standard deviations of their bootstrap distributions.

2.2 The population of gravitational microlenses

2.2.1 The halo model

We have adopted a spherically symmetric halo. The density profile of this model is the isothermal sphere of radius 5 kpc, also called the “S–model”, which has been extensively used by the MACHO collaboration (Alcock et al., 2000; Griest, 1991). Despite the existence of other density profiles, such as the exponential power–law model, the Navarro, Frenk & White (1997) density profile and others, in a previous study (García-Berro et al., 2004) it was shown that the differences between them are not significant for the case under study and, consequently, we adopt the most simple description. The position of each synthetic single star is randomly chosen according to this density profile. We proceed generating homogeneously and uniformly zero–age main sequence stars in an sphere centered at the Sun, with a radius of approximately 200 pc. Likewise, we generated zero–age main–sequence stars following the above mentioned density profile in cones centered at the Sun, pointing to the Large Magellanic Cloud and covering distances until the outer limit of the halo. The adopted aperture angle of each cone is identical to the observational window of the respective experiment.

Given the age of the halo, the time at which each main–sequence progenitor was born and the main–sequence lifetime as a function of the mass in the main sequence (Iben & Laughlin, 1989) we know which stars have had enough time to become white dwarfs. Consequently, using a set of theoretical cooling sequences and the initial to
final mass relationship (Iben & Laughlin, 1989), we get their luminosities, effective temperatures, colors and the rest of relevant properties. The cooling sequences adopted here depend on the mass and are described below. Furthermore, we assume that the halo was formed 14 Gyr ago in an intense burst of star formation of duration \( \sim 1 \) Gyr. Besides, we have considered as our reference model the standard stellar initial mass function of Scalo (1998), which follows a power law given by:

\[
\Phi(m) \propto \begin{cases} 
  m^{-0.2}, & 0.1 < m \leq 1, \\
  m^{-1.7}, & 1 < m \leq 10, \\
  m^{-1.3}, & 10 < m
\end{cases}
\]

We used an upper mass limit of \( 30 M_\odot \) and lower mass of \( 0.1 M_\odot \). In addition, we have also considered the biased log-normal initial mass function proposed by (Adams & Laughlin, 1996). Other biased initial mass functions — such as those proposed by Chabrier et al. (1996) — have been discarded in most of our simulations, since their results are only marginally compatible with the observational results (García-Berro et al., 2004).

For the kinematical properties of the halo white dwarf population, we used the Box-Muller algorithm of Press et al. (1986) to model the heliocentric spherical velocities according to a Gaussian law (Binney & Tremaine, 1987):

\[
f(v_r, v_t) = \frac{1}{(2\pi)^{3/2} \sigma_r \sigma_t} \exp \left[ -\frac{1}{2} \left( \frac{v_r^2}{\sigma_r^2} + \frac{v_t^2}{\sigma_t^2} \right) \right]
\]

where \( \sigma_r \) and \( \sigma_t \) — the radial and the tangential velocity dispersion, respectively — are related by the following expression:

\[
\sigma_t^2 = \frac{V_c^2}{2} + \left[ 1 - \frac{r^2}{a^2 + r^2} \right] \sigma_r^2 + \frac{r}{2} \frac{d(\sigma_r^2)}{dr}
\]

which reproduces the flat rotation curve of our Galaxy at large distances. We have adopted a circular velocity \( V_c = 220 \) km/s. Finally, and in order to obtain the heliocentric velocities we took into account the peculiar velocity of the Sun \((U_\odot, V_\odot, W_\odot) = (10.0, 15.0, 8.0)\) km/s (Dehnen & Binney, 1998). Since white dwarfs usually do not have determinations of the radial component of the velocity, the radial velocity is eliminated when a comparison with the observational data is needed. Moreover, we only consider stars with velocities larger than 250 km/s because white dwarfs with velocities smaller than this would not be considered as halo members. Additionally, we also discard stars with velocities larger than 750 km/s, because they would have velocities exceeding 1.5 times the escape velocity of the Galaxy.

In order to compare the simulated results with the observational ones, a normalization criterion should be used. We have normalized our simulations to the local density of halo white dwarfs obtained from the halo white dwarf luminosity function of Torres et al. (1998), but taken into account the new halo white dwarf candidates.
found in the SDSS Stripe 82 (Vidrih et al., 2007). Nevertheless, we emphasize that when normalizing to the local density of halo white dwarfs obtained using the white dwarf luminosity function we only consider those stars with velocities higher than 250 km/s, given that only those stars would be genuinely considered as halo members and would be used to build the observational halo luminosity function (Liebert et al., 1989; Torres et al., 1998). This is totally equivalent to the adopted cut in reduced proper motion employed by Flynn et al. (2001). Additionally, only the number density of DA white dwarfs was considered to normalize the simulations, since all but one of the white dwarfs used to obtain the luminosity function of Torres et al. (1998) were of the DA spectral type. Obviously, by imposing this normalization we implicitly assume that the MACHO results and the direct surveys are complementary and seem to be probing the same populations, whatever the nature of those populations be (Hansen & Liebert, 2003).

### 2.2.2 Modeling the microlensing events towards the LMC

In order to mimic the microlensing experiments towards the Large Magellanic Cloud (LMC), we have closely followed the detailed LMC descriptions of Gyuk et al. (2000) and Kallivayalil et al. (2006). Our model takes into account among other parameters the scale length and scale height of LMC, its inclination and its kinematical properties. This model provides us with a synthetic population of stars representative of the monitored point sources. Afterwards we assess which stars of the Galactic halo could be responsible of a microlensing event. Here it is understood by lens or microlens any stellar object that produces a microlensing event. With that in mind, we have only considered star lenses fulfilling a series of conditions. First of all the candidate lensing stars should be fainter than a certain magnitude limit. In a second step we have checked if the lens is inside the Einstein tube of the monitored star. That is, we checked if the angular distance between the lens and the monitored star source is smaller than the Einstein radius. We recall that a microlensing event blends the light coming from a bright background star source that forms a ring around the lens. The observer sees this phenomenon like a magnification of the area image of the source brightness, which peaks at the perfect alignment observer–lens–source. The Einstein microlensing tube is the three–dimensional structure of the ring projection on the sky. This results in a tube, centered along the direction of perfect alignment, so that any object passing through it will produce a microlensing event as long as the magnification of the background star source brightness is above a certain minimum given by the experimental setup. In our case we have reproduced the MACHO and EROS experiments, which both have this threshold set to 1.34. The Einstein radius is therefore the radius of the microlensing tube and is given by the expression:

\[
R_E = 2\sqrt{\frac{G M D_{OS} x(1-x)}{c^2}}
\]  

(2.3)
where $D_{\text{OS}}$ is the observer–source distance, $x \equiv D_{\text{OL}} / D_{\text{OS}}$ and $D_{\text{OL}}$ is the observer–lens distance. After that, we have determined the duration of the event, named the Einstein diameter crossing time, $\hat{t}_E = 2 \times R_E / V_{\text{tan}}$, where $V_{\text{tan}}$ is the transverse velocity of the lens through the microlensing tube (the velocity component perpendicular to the line of sight). Finally, we filtered those stars which are candidates to produce a microlensing event with the detection efficiency function, $\varepsilon(\hat{t}_i)$, where $\hat{t}_i$ is the Einstein ring diameter crossing time of the $i$–th microlensing event. The detection efficiency depends on the particular characteristics of the experiment. Specifically for the MACHO collaboration we have taken $1.1 \times 10^7$ stars during 5.7 yr and over 13.4 deg$^2$, whereas the detection efficiency has been modeled according to:

$$
\varepsilon(\hat{t}) = \begin{cases} 
0.43 e^{-|\ln(\hat{t}/T_m)|^{3.58}/0.87}, & \hat{t} > T_m \\
43 e^{-|\ln(\hat{t}/T_m)|^{2.34}/11.16}, & \hat{t} < T_m,
\end{cases}
$$

(2.4)

where $T_m = 250$ days. This expression provides a good fit to the results of Alcock et al. (2000). For the EROS experiment we have used $0.7 \times 10^7$ stars over a wider field of 84 deg$^2$ and over a period of 6.7 yr. Regarding the detection efficiency we have adopted a numerical fit to the results of Tisserand et al. (2007).

For all the simulations presented here, we extracted the parameters relevant to characterize the microlensing experiments. A complete description of the various parameters which are of importance in discussing gravitational microlensing can be found in Mollerach & Roulet (2002) and Kochanek et al. (2004). Among these parameters, perhaps the most important one for our purposes is the optical depth, $\tau$, which measures the probability of a star to be magnified by a lens at a given time by more than the above mentioned factor 1.34. From an observational point of view an estimate of this parameter can be obtained using the expression (Alcock et al., 2000):

$$
\tau = \frac{1}{E} \pi \sum_i \frac{\hat{t}_i}{\varepsilon(\hat{t}_i)},
$$

(2.5)

where $E$ is the total exposure in star–years. The optical depth is independent of the lens motion and mass distribution. However, since the experiments measure the number of events and their durations, additional information can be obtained using the microlensing rate $\Gamma$ and its distribution as a function of the event durations. This parameter represents nothing else but the flux of lenses inside the microlensing tube. Finally, an estimate of the expected number of events can be derived using the expression

$$
N_{\text{exp}} = E \int_0^\infty \frac{d\Gamma}{dt} \varepsilon(\hat{t}_i) d\hat{t}_i.
$$

(2.6)
2.3 Monte Carlo simulations of the binary population

2.3.1 Inputs for the binary population

To start with, the initial primary mass $M_1$ is obtained using a simplified version of the initial mass function of Kroupa et al. (1993) — see also Kroupa (2001), Reid et al. (2002), and Weidner & Kroupa (2006):

$$
\phi(m) \propto \begin{cases} 
0, & m \leq 0.1, \\
 m^{-1.0}, & 0.1 < m \leq 0.75, \\
 m^{-2.7}, & 0.75 < m \leq 30 
\end{cases}
$$

To compute the mass of the secondary we used different prescriptions for the distribution of initial mass ratios, $q = M_2/M_1$, since the distribution of the secondary masses is still a controversial issue. We took a flat distribution, $n(q) = 1$, as our fiducial model. This prescription implies that the masses of the two components of the binary system are independently drawn from the same initial mass function. We also studied the influence of the distribution of secondary masses using a distribution that depends inversely on the mass ratio, $n(q) \propto q^{-1}$. Finally we studied the case of a linear dependence of the secondary mass on the primary mass, that is, $n(q) \propto q$. In all the cases we only considered secondary stars with masses $0.06 M_\odot \leq M \leq 30 M_\odot$.

We assigned to each binary system an age of birth, according to constant and exponential star formation rates. The adopted age of the Galactic disk is 10 Gyr. The exponential star formation rate is calibrated so that the present day surface star density matches that of the Galactic stellar disk — $43 M_\odot/pc^2$ (Flynn et al., 2006). The adopted density distribution follows an exponential law with radial scale length 3.5 kpc. The $z$ coordinate is randomly chosen following an exponential law with scale height $H = 250$ pc. We assumed a fraction of binaries of 50% and we normalized to the local disk density (Holmberg & Flynn, 2000). We randomly choose two numbers for the galactocentric polar coordinates $(r, \theta)$ of each star in the sample within approximately 3 kpc from the Sun, following the SDSS DR7 spectroscopic plate directions (Abazajian et al., 2009). In addition, orbital separations were randomly drawn according to a logarithmic probability distribution (Nelemans et al., 2001), $f(a) \propto \ln a$ for $3 \leq a/R_\odot \leq 10^6$. Finally, the eccentricities were also randomly drawn according to a thermal distribution (Heggie, 1975), $g(e) = 2e$ for $0.0 \leq e \leq 0.9$.

Once the mass of the primary star is known, and the properties of the binary system are assigned according to the previously explained procedures, each of the components can be evolved through the main sequence up to their respective giant evolutionary phase. We do that using analytical fits to detailed stellar evolutionary tracks of Hurley et al. (2002), which provide full coverage of the entire range of masses of interest from the zero–age main sequence until advanced stages of evolution. These evolutionary fits provide all the relevant information — such as radii, masses, luminosities, evolutionary timescales, distances... but the photometric prop-
erties, which are calculated independently (see Sect. 2.3.3 below). As far as wind mass losses are concerned, the evolution during the main sequence phase is generally accepted to be conservative, whereas stars are seriously affected by mass losses when hydrogen starts burning in a shell. Accordingly, we adopted for the shell hydrogen burning phase the mass–loss rate of Reimers & Kudritzki (1978), and we assumed an efficiency $\eta = 0.5$. On the other hand, on the asymptotic giant branch the prescription of Vassiliadis & Wood (1993) was used. In the case of moderately close binary systems we also considered a tidally enhanced mass–loss rate (Tout & Eggleton, 1988):

$$\dot{M} = \dot{M}_R \left[ 1 + B_W \max \left( \frac{1}{2}, \frac{R}{R_L} \right)^6 \right]$$

where $M$ and $R$ are the mass and star radius, $R_L$ is the Roche lobe radius, $\dot{M}_R$ is the standard Reimers’ mass–loss rate, and $B_W$ is the enhanced mass–loss parameter. We analyzed several models in which $B_W$ varies from 0 to $10^4$. The Roche lobe radius was modeled according to the prescription of Eggleton (1983) and during the overflow episodes both rejuvenation and ageing were taken into account. Also, tidal evolution, circularization and synchronization were considered. Regarding this point we took advantage of the binary evolution algorithm BSE\(^2\) (Hurley et al., 2002). We took into account angular momentum losses due to magnetic braking and gravitational radiation according to Schreiber & Gänsicke (2003) and Zorotovic et al. (2010) — note that we do not take into consideration magnetic braking and gravitational radiation supplied by the BSE code. From the resulting simulated sample of white dwarf plus main sequence binaries we eliminated those synthetic binary systems which produce cataclysmic variables (Schreiber & Gänsicke, 2003), as well as those binary systems for which the likely outcome is a merger.

For those binary systems in which the primary component had time enough to evolve to the white dwarf stage three situations can be found. For detached systems in which no mass transfer episodes occur whatsoever we adopted the initial-to-final mass relationship of Catalán et al. (2008a) to obtain the mass of the white dwarf. In those cases in which the mass transfer was stable we employed the procedure detailed in Hurley et al. (2002), while if the mass transfer was unstable, i.e. if the system underwent a CE phase, we followed the procedure detailed in the next section. In all the three cases previously described the corresponding evolutionary properties of the resulting white dwarf must be interpolated in the appropriate cooling tracks. For low-mass helium-core white dwarfs (He white dwarfs, $M_{WD} \lesssim 0.5 \, M_\odot$) we adopted the evolutionary tracks of Serenelli et al. (2001). For intermediate-mass carbon-oxygen core white dwarfs (CO white dwarfs, $0.5 \lesssim M_{WD} / M_\odot \lesssim 1.1$) we used the very recent cooling tracks of Renedo et al. (2010), which include the most up-to-date

\(^2\)http://astronomy.swin.edu.au/~jhurley/
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physical inputs. Finally, for the high-mass end ($\dot{M}_{\text{WD}} > 1.1 M_\odot$) of the white dwarf mass distribution, composed by white dwarfs with oxygen-neon cores, we adopted the cooling sequences of Althaus et al. (2007). All these cooling tracks correspond to white dwarfs with pure hydrogen atmospheres.

### 2.3.2 Treatment of the common envelope phase

It is well known that all close compact binaries are formed through at least one common envelope stage. The basic idea of common envelope evolution is straightforward. Once the more massive star in a main sequence binary evolves into the giant or asymptotic giant branch, it overfills its Roche lobe and unstable mass transfer to the less massive companion begins. The companion cannot assimilate the accreted material from the outer layers of the giant, and a common envelope forms around the two stars. Friction within the envelope leads to a dramatic decrease of the orbital separation, and the orbital energy released due to the shrinkage of the orbit may help to expel the envelope. The outcome of common envelope evolution is a post-common-envelope binary (PCEB) at a much closer orbital separation than the one the main sequence binary had initially.

Even though the basic concepts of the evolution during a common envelope phase are rather simple, the details are still far from being well understood. This is so because several complex physical processes play an important role in the evolution during this phase. For instance, the spiral-in of the core of the primary and of the secondary, and the ejection of the envelope are not only a consequence of the evolution of the core and remaining layers of the donor star in response to rapid mass loss, but also tidal forces and viscous dissipation in the common envelope play key roles. Moreover, these physical processes occur on very different timescales and on a wide range of physical scales — see Taam & Ricker (2010) for a recent review. Consequently, a self-consistent modeling of the common envelope phase requires detailed hydrodynamical models which are not available at the present time, although recent progresses are encouraging — see Ricker & Taam (2012) and references therein. Hence, the common envelope phase has been traditionally described using parametrized models.

There are two canonical formalisms to treat the evolution during a common envelope episode. The most commonly used one, known as the $\alpha$ formalism, assumes energy conservation (Webbink, 1984; de Kool, 1990; Dewi & Tauris, 2000). Within the $\alpha$ formalism, the energy transferred to the envelope is parametrized using an efficiency parameter, $\alpha_{\text{CE}}$. Furthermore, the binding energy of the envelope is also modeled with another free parameter, $\lambda$, which mainly depends on the mass of the donor and on its evolutionary stage. The most recent formulations also include a third parameter, $\alpha_{\text{int}}$, which is used to measure the fraction of the internal energy contributing to the ejection of the envelope. We describe them in detail in forthcoming paragraphs. The second formalism relies on angular momentum conservation,
and it is known as the $\gamma$ formalism (Nelemans & Tout, 2005; Nelemans et al., 2000). Here we have not considered the $\gamma$ formalism since it may explain any kind of configuration, and consequently results in a limited forecast ability (Zorotovic et al., 2010; Webbink, 2007).

Within the $\alpha$ formalism, the envelope is assumed to be isotropic, and brought into corotation with the orbit. In our calculations the evolution during the common envelope phase was computed following the treatment of Hurley et al. (2002). In particular, the Roche–lobe radius is calculated according to the prescription of Eggleton (1983) and during the overflow episodes both rejuvenation and ageing were taken into account. The final separation of a given pair after the common envelope phase was obtained using the usual prescription:

$$\frac{a_f}{a_i} = \left(\frac{m_{WD}}{M_1}\right) \left[1 + \left(\frac{2}{\lambda \alpha_{CE} r_{L1}}\right) \left(\frac{M_{env}}{M_2}\right)\right]^{-1}$$  \hspace{1cm} (2.8)

where $a_i$ and $a_f$ are the initial and final orbital separations, $M_{env}$ is the mass of the envelope of the primary star at the beginning of the CE phase and $r_{L1} = R_{L1}/a_i$, where $R_{L1}$ is the radius of the primary at the onset of mass transfer, $\alpha_{CE}$ is the common envelope efficiency and $\lambda$ is the binding energy parameter. These two parameters are described in detail below.

The common envelope efficiency parameter, $\alpha_{CE}$, describes the efficiency of ejecting the envelope, namely, of converting orbital energy into kinetic energy to eject the envelope. We then have:

$$E_{\text{bind}} = \alpha_{CE} \Delta E_{\text{orb}}$$  \hspace{1cm} (2.9)

where $E_{\text{bind}}$ is the binding energy of the envelope of the primary, usually approximated by the gravitational energy, i.e.:

$$E_{\text{bind}} = - \int_{M_{\text{core}}}^{M_{\text{donor}}} \frac{GM(r)}{r} dm$$  \hspace{1cm} (2.10)

generally rewritten in a more compact and suitable way as:

$$E_{\text{bind}} = -\frac{GM_{\text{donor}} M_{\text{env}}}{\lambda R_1}$$  \hspace{1cm} (2.11)

where $\lambda$ is the binding energy parameter, which represents the ratio between the approximate and the exact expression of the binding energy. In passing, we note that this approximation is equivalent to assume that the resulting white dwarf is a point mass and that the envelope is a shell of homogeneous density located at distance $\lambda R_1$ from the core of the primary.

We recall here that Han et al. (1995) introduced a parameter $\alpha_{th}$ to characterize the fraction of the thermal energy that is used to expel the common envelope. As in Zorotovic et al. (2010), we will use here the notation $\alpha_{\text{int}}$ for this parameter to
emphasize that it includes not only the thermal energy but also the radiation and recombination energy. According to this, Eq. (2.10) becomes:

\[
E_{\text{bind}} = \int_{M_{\text{core}}}^{M_{\text{donor}}} \left( \frac{-GM(r)}{r} + \alpha_{\text{int}}U_{\text{int}} \right) dm
\]

(2.12)

One can include the effects of the internal energy in the binding energy parameter \( \lambda \) by equating Eqs. (2.11) and (2.12). Thus, \( \lambda \) clearly depends on the mass of the donor, its evolutive stage and the fraction of the internal energy, \( \alpha_{\text{int}} \), available for ejecting the envelope. Except for models in which a fixed value of \( \lambda \) was assumed, the values of \( \lambda \) were computed using a subroutine from the binary-star evolution (BSE) code from Hurley et al. (2002).

Finally, we note that the final mass of the white dwarf in the post-common envelope binary is determined taking into account the growth of the mass of the core until the binding energy of the envelope becomes positive, at which time we consider that the envelope is ejected instantaneously. Furthermore, we take into account an stellar convective-core overshoot according to Pols et al. (1998).

### 2.3.3 Photometric magnitudes

The Monte Carlo simulator described so far does not provide photometric magnitudes for the simulated WD+MS PCEBs. In this section we explain how we obtain \( ugriz \) SDSS magnitudes for the two binary components in an independent manner, that are then combined to obtain the magnitudes of the simulated sample of WD+MS PCEBs.

White dwarf Johnson-Cousins \( UBVRI \) magnitudes were obtained from the evolutionary tracks detailed in the previous section (Serenelli et al., 2001; Renedo et al., 2010; Althaus et al., 2007). To transform to the SDSS \( ugriz \) system we simply followed the procedure detailed in Jordi et al. (2006). The photometry of the companion stars was obtained as follows. We first used the empirical spectral type-mass relation of Rebassa-Mansergas et al. (2007) and obtained the spectral type of the secondary stars (note that the secondary star mass is known from the Monte Carlo simulator). This relation is only defined for M-dwarfs (\( M < 0.45 M_{\odot} \)), however, as it will be shown later (in Sect. 6.2.3), WD+MS pairs containing earlier type secondary stars are excluded from the simulated sample as a consequence of selection effects affecting the observed population of PCEBs. For each spectral type we then obtained average \( u-g \), \( g-r \), \( r-i \) and \( i-z \) colors. These were obtained fitting a large sample of SDSS M-dwarfs (West et al., 2008) to the M-dwarf templates of Rebassa-Mansergas et al. (2007). Once \( \sim 25 - 30 \) stars were fitted for each spectral type, we then calculated the above mentioned colors using the available SDSS unreddened magnitudes of the considered M-dwarfs and averaged them. Our average colors are in very good agreement with those of West (2011) for \( g-r \), \( r-i \) and
For $u - g$ this exercise works relatively well for spectral types M0–5, however it becomes rather uncertain for later spectral types. To avoid this we searched for nearby late-type M-dwarfs (>M5) in the sample of Bochanski et al. (2011) with available un-reddened magnitudes in SDSS and averaged their $u - g$ colors. This dramatically reduced the uncertainties. Once the average colors were obtained we used the empirical $M_r - (r - i)$ and $M_r - (i - z)$ relations of Bochanski (2008) to obtain $M_r$. This, together with the known distance from the Monte Carlo simulator, gives $r$. The remaining $ugiz$ magnitudes were easily calculated from the average colors.

Once the SDSS $ugriz$ magnitudes of the two binary components were obtained, we added the corresponding fluxes to obtain the magnitudes of the simulated WD+MS PCEBs. Finally, in order to provide reliable magnitudes and colors (see Sect. 6.2.1) Galactic extinction was incorporated using the model of Hakkarila et al. (1997), while the employed color correction was that of Schlegel et al. (1998).
Chapter 3

The contribution of oxygen–neon white dwarfs to the MACHO content of the Galactic Halo

3.1 Introduction

The interpretation of the microlensing results towards the Large Magellanic Cloud (LMC) still remains controversial. While white dwarfs have been proposed to explain these results and, hence, to contribute significantly to the mass budget of our Galaxy, there are also several constraints on the role played by white dwarfs. Massive white dwarfs are thought to be made of a mixture of oxygen and neon. Correspondingly, their cooling rate is larger than those of typical carbon–oxygen white dwarfs and they fade to invisibility in short timescales. Consequently, they constitute a good candidate for explaining the microlensing results. Here we examine in detail this hypothesis by using the most recent and up–to–date cooling tracks for massive white dwarfs and a Monte Carlo simulator which takes into account the most relevant Galactic inputs.

In our study we consider white dwarfs made of carbon and oxygen (CO white dwarfs) and made of oxygen and neon (ONe white dwarfs). We assume that both types of white dwarfs have hydrogen–rich atmospheres and, thus, are of the DA type. White dwarfs with masses smaller than $M_{\text{WD}} = 1.1 \, M_\odot$ are expected to have a CO core, and for them we adopt the cooling tracks of Salaris et al. (2000). White dwarfs with masses larger than $M_{\text{WD}} = 1.1 \, M_\odot$ most probably have ONe cores and for these white dwarfs we adopt the most recent cooling sequences of Althaus et al. (2007). Both sets of cooling sequences incorporate the most accurate physical inputs for the stellar interior (including neutrinos, crystallization and phase separation).
and reproduce the blue turn at low luminosities (Hansen, 1998). Also, the ensemble of cooling sequences used here encompass the full range of interest of white dwarf masses, so a complete coverage of the effects of the mass spectrum of the white dwarf population was taken into account.

In this chapter we analyze if ONe white dwarfs could be responsible of a sizeable fraction of the reported microlensing events towards the LMC. We also check if ONe white dwarfs could be detected in the Hubble Deep Field South and we discuss the contribution of ONe white dwarfs to the baryonic content of the Galaxy.

3.2 Observational results

Despite the increasing number of surveys searching for white dwarfs — like the Sloan Digital Sky Survey (Eisenstein et al., 2008), the 2 Micron All Sky Survey (Cutri et al., 2003), the SuperCosmos Sky Survey (Hambly, Irwin & MacGillivray, 2001), the 2dF QSO Redshift Survey (Vennes et al., 2002), and others — their success in finding halo white dwarfs has been limited. Thus, the observational determination of the halo white dwarf luminosity is still today rather uncertain. In fact, the two attempts to build such a luminosity function (Liebert et al., 1989; Torres et al., 1998) have provided us only with the bright branch of the halo white dwarf luminosity function. Nevertheless, for our purposes this is enough, since we only need a normalization criterion and, hence, only an upper limit to the local density of moderately bright dwarfs is needed. Consequently, we have used the luminosity function of Torres et al. (1998) and we have normalized the local density of white dwarfs obtained from our Monte Carlo simulations to its observed value, $n \sim 9.0 \times 10^{-6} \text{ pc}^{-3}$ for $\log(L/L_{\odot}) \geq -3.5$ — see Fig. 3 of Torres et al. (1998).

On the other hand, Kilic et al. (2005) have recently re–observed the Hubble Deep field south (HDF–S), and have found three white dwarf candidates among several faint blue objects which exhibit significant proper motion and, thus, are assumed to belong to the thick–disk or the halo populations. If in the end these white dwarfs are spectroscopically confirmed it would imply that white dwarfs can account for about $\leq 10\%$ of the Galactic dark matter, which would be consistent with the results of the EROS team, and with previous estimates (Chabrier, 2004).

3.3 Results and discussion

3.3.1 The halo white dwarf luminosity function

From the distribution of white dwarfs obtained using our Monte Carlo simulator we compute the white dwarf luminosity function using the $1/V_{\text{max}}$ method (Schmidt, 1968). It is important to mention at this point that when deriving a luminosity function using the $1/V_{\text{max}}$ method a proper motion cut and a limiting magnitude
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Figure 3.1: Luminosity function of halo white dwarfs for a standard initial mass function (left panel) and a biased initial mass function (right panel). The observational luminosity function of halo white dwarfs is represented using a dotted line (Torres et al., 1998) and solid triangles, while the theoretical luminosity function is shown using a solid line and squares. See text for details.

are required. The set of selection criteria adopted here for computing the halo white dwarf luminosity function is the same used in García-Berro et al. (2004). Namely, we have chosen a limiting magnitude $m_{\text{lim}}^{V} = 17.5 \text{mag}$ and a proper motion cut $\mu \geq 0.16'' \text{yr}^{-1}$. With all these inputs the luminosity functions of Fig. 3.1 are obtained. The left panel shows the halo white dwarf luminosity function obtained using a standard initial mass function, whereas the right panel shows the luminosity function when the biased initial mass function of Adams & Laughlin (1996) is adopted. The simulated luminosity functions are represented as squares connected by solid lines, whereas the observational luminosity function is represented as triangles connected by dashed lines.

We also recall that, by construction, our samples are complete, although we only select about 10 white dwarfs using the selection criteria discussed before. However, our simulations do provide the whole population of white dwarfs, which is much larger. Hence, we can obtain the real luminosity function by simply counting white dwarfs in the computational volume. This is done for all realizations and then we obtain the average. The result is depicted as a solid line in Fig. 3.1. The true luminosity function steadily increases for luminosities larger than $\log(L/L_{\odot}) \simeq -5.0$ and then sharply drops. This drop–off is given by the paucity of CO white dwarfs
with appropriate ages (14 Gyr). Note however that the bulk of the population of ONe white dwarfs is located at much smaller luminosities, a consequence of the much shorter cooling timescales of these white dwarfs. In fact, for a typical halo age of 14 Gyr, the bulk of the ONe white dwarf population has already entered in the fast Debye cooling phase and, consequently, would not be detectable with the current observational facilities.

In the next section we explore if these white dwarfs contribute significantly to the microlensing optical depth. It is also important to note that with the adopted limiting magnitude and proper motion cut we obtain simulated white dwarf luminosity functions which are totally compatible with the observational one. Hence, the inclusion of massive ONe white dwarfs does not appreciably change the resulting white dwarf luminosity function, which is very similar to that obtained by García-Berro et al. (2004).

### 3.3.2 Optical depth towards the LMC

First of all, we analyze the result obtained by the MACHO collaboration. In Fig. 3.2 we show the contribution to the optical depth towards the LMC due to the white dwarf population as a function of the adopted limiting magnitude. The results have
3.3 Results and discussion

Table 3.1: Summary of the results obtained for the simulation of microlenses towards the LMC for the MACHO model for an age of the halo of 14 Gyr, different model IMFs, and several magnitude cuts.

<table>
<thead>
<tr>
<th>Magnitude</th>
<th>17.5</th>
<th>22.5</th>
<th>27.5</th>
<th>32.5</th>
<th>17.5</th>
<th>22.5</th>
<th>27.5</th>
<th>32.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>\langle N_{WD} \rangle</td>
<td>0 ± 1</td>
<td>0 ± 1</td>
<td>0 ± 1</td>
<td>0 ± 1</td>
<td>3 ± 3</td>
<td>2 ± 2</td>
<td>1 ± 1</td>
<td>0 ± 2</td>
</tr>
<tr>
<td>\langle m \rangle (M/M_\odot)</td>
<td>0.593</td>
<td>0.599</td>
<td>0.619</td>
<td>0.888</td>
<td>0.636</td>
<td>0.638</td>
<td>0.651</td>
<td>0.684</td>
</tr>
<tr>
<td>\langle \mu \rangle (&quot; yr^{-1})</td>
<td>0.018</td>
<td>0.015</td>
<td>0.009</td>
<td>0.004</td>
<td>0.038</td>
<td>0.025</td>
<td>0.010</td>
<td>0.003</td>
</tr>
<tr>
<td>\langle d \rangle (kpc)</td>
<td>2.85</td>
<td>3.52</td>
<td>6.27</td>
<td>14.65</td>
<td>1.31</td>
<td>2.22</td>
<td>5.45</td>
<td>18.73</td>
</tr>
<tr>
<td>\langle V_{\text{tan}} \rangle (\text{km s}^{-1})</td>
<td>238</td>
<td>243</td>
<td>262</td>
<td>268</td>
<td>240</td>
<td>260</td>
<td>257</td>
<td>279</td>
</tr>
<tr>
<td>\langle \dot{t}_E \rangle (d)</td>
<td>56.6</td>
<td>59.8</td>
<td>82.4</td>
<td>121.2</td>
<td>34.9</td>
<td>48.0</td>
<td>76.6</td>
<td>129.7</td>
</tr>
<tr>
<td>\langle \tau/\tau_0 \rangle</td>
<td>0.139</td>
<td>0.134</td>
<td>0.187</td>
<td>0.131</td>
<td>0.180</td>
<td>0.162</td>
<td>0.167</td>
<td>0.192</td>
</tr>
</tbody>
</table>

The open symbols represent the contribution if only CO white dwarfs are taken into account, while the solid symbols show the contribution to the microlensing optical depth when both CO and ONe white dwarfs are correctly included in the model white dwarf population. As can be seen, for none of the adopted initial mass functions the inclusion of the ONe white dwarf population significantly increases the contribution of white dwarfs to the microlensing optical depth towards the LMC, despite the fact that ONe white dwarfs are much fainter than regular CO white dwarfs (see also Fig. 3.1). Specifically, the contribution of the white dwarf population is, respectively, of the order of 10% for the case of the standard initial mass function and somewhat larger (≈ 15%) for the log–normal initial mass function of Adams & Laughlin (1996). These figures are comparable to those already found in García-Berro et al. (2004). The only differences are that in the case of the standard mass function the contribution of ONe white dwarfs to the microlensing optical depth is clearly dominant only when the adopted limiting magnitude is of the order of 30, which is a totally unrealistic value. For the case of the log–normal initial mass function the results presented here show that the contribution is nearly constant, independently of the adopted limiting magnitude, whereas when only the contribution of CO white dwarfs was considered the contribution to the optical depth of the halo white dwarf population was clearly decreasing for increasing magnitude cuts.

A summary of the results obtained with our Monte Carlo simulator can be found in Table 3.1, where we show for four selected magnitude cuts the number of microlensing events, the average mass of the microlenses, their average proper motion, distance and tangential velocity, the corresponding Einstein crossing times and, finally, the contribution to the microlensing optical depth. It is important to discuss some of the numerical values in Table 3.1. For instance, it is clear that the larger the magnitude cut is, the more massive is the average mass of the lenses, as it should be...
expected from Fig. 3.2. In particular, for the case in which a standard initial mass function is used we obtain that for the largest limiting magnitude the average mass is $\sim 0.9 \, M_\odot$, indicating that in a sizeable fraction of the Monte Carlo realizations the lens is an ONe white dwarf. Also, the log–normal initial mass function produces more microlensing events, as one should expect, given that this biased initial mass function was tailored to produce more microlensing events. In fact for this initial mass function a maximum number of 6 microlensing events should be expected, while for the standard initial mass function we should expect 1 microlensing event, at most. However, the contribution to the microlensing optical depth is only slightly larger for the initial mass function of Adams & Laughlin (1996). The reason for this that the microlensing events for this distribution have shorter Einstein crossing times, as can be seen in Table 3.1. 

The results obtained so far are not evident at first glance, since one may expect that ONe white dwarfs should be good microlensing candidates. As previously mentioned, ONe white dwarfs have a faster cooling rate than that of CO white dwarfs and, consequently, they reach much fainter magnitudes. Hence, one should naively expect that the probability that a ONe white dwarf could produce a microlensing event would be larger than that of a CO white dwarf, given that practically all ONe white dwarfs have magnitudes larger than the magnitude cuts adopted here. However, even if this is indeed the case, we have shown that the total contribution of ONe white dwarfs is almost negligible. To clarify this result we have analyzed the fraction of microlenses due to ONe white dwarfs with respect to that of the total population. In Fig. 3.3 we show this fraction as a function of the limiting magnitude for the two initial mass functions under study. As can be seen, the contribution of ONe white dwarfs is small for limiting magnitudes below $25^{\text{mag}}$. Specifically, for the case of the standard initial mass function they only contribute a modest 2%, whereas for the log–normal initial mass function the contribution is halved. This situation only reverses when magnitude cuts larger than $\sim 27^{\text{mag}}$ are adopted. This result by itself is not explanatory of why the contribution of ONe white dwarfs is not significant. We recall here that the contribution of an object to the total optical depth is given by Eq. (2.4), which depends on the Einstein crossing time which, in turn, depends on the Einstein radius and on the transverse velocity of the lens, $t_E = r_E/v_{\text{tan}}$. The

<table>
<thead>
<tr>
<th>Magnitude</th>
<th>Standard</th>
<th>AL</th>
</tr>
</thead>
<tbody>
<tr>
<td>17.5</td>
<td>1.118</td>
<td>1.082</td>
</tr>
<tr>
<td>22.5</td>
<td>1.106</td>
<td>1.083</td>
</tr>
<tr>
<td>27.5</td>
<td>1.244</td>
<td>1.083</td>
</tr>
<tr>
<td>32.5</td>
<td>1.130</td>
<td>1.101</td>
</tr>
<tr>
<td>⟨m⟩ (M/M_\odot)</td>
<td>1.092</td>
<td>1.082</td>
</tr>
<tr>
<td>⟨d⟩ (kpc)</td>
<td>4.95</td>
<td>2.31</td>
</tr>
<tr>
<td>⟨V_{\text{tan}}⟩ (km s^{-1})</td>
<td>253</td>
<td>255</td>
</tr>
<tr>
<td>⟨I_E⟩ (d)</td>
<td>107.9</td>
<td>56.8</td>
</tr>
</tbody>
</table>

Table 3.2: Average values for the ONe white dwarf population.
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Figure 3.3: Fraction of microlenses due to ONe white dwarfs with respect to the whole population of white dwarfs for the standard initial mass function — squares — and for the log-normal initial mass function of Adams & Laughlin (1996) — triangles.

Einstein radius scales as the root of the mass of the object and it also depends on the lens–object distance — see Eq. (2.3). We note that average mass of an ONe white dwarf is larger than that of a CO white dwarf. Also, given the intrinsic faintness of ONe white dwarfs, their spatial distribution in the computational volume is different because we are selecting microlensing candidates with magnitudes fainter than a given limiting magnitude. Thus, it can be expected that the contribution to the optical depth of a representative object of these two populations should be different as well.

In Table 3.2 we show the average parameters of the ONe white dwarf population susceptible to produce a microlensing event. The average mass of an ONe white dwarf is $\approx 1.1 \, M_\odot$, while for a CO white dwarf it is $\approx 0.6 \, M_\odot$. On the other hand, the average distance of ONe white dwarfs is in the range between $\approx 2$ and 4 kpc, independently of the limiting magnitude, while for the CO white dwarf population the average distance increases for increasing magnitude cuts. Finally, the average tangential velocities are very similar for all the magnitude cuts, given that the selection criteria are independent of the kinematics properties of the sample. With these data and using Eq. (2.3) and Eq. (2.4) the ratio of the contribution to the optical depth of a typical ONe white dwarf with respect to the contribution of a typical CO white dwarf is

$$\frac{\tau_{\text{ONe}}}{\tau_{\text{CO}}} = \frac{\hat{t}_{\text{ONe}}}{\hat{t}_{\text{CO}}} \frac{\varepsilon(\hat{t}_{\text{CO}})}{\varepsilon(\hat{t}_{\text{ONe}})} \approx \sqrt{\frac{M_{\text{ONe}} D_{\text{OL}}^{\text{ONe}}}{M_{\text{CO}} D_{\text{OL}}^{\text{CO}}}} \frac{\varepsilon(\hat{t}_{\text{CO}})}{\varepsilon(\hat{t}_{\text{ONe}})} \approx 1.5$$

This ratio turns out to be $\tau_{\text{ONe}}/\tau_{\text{CO}} \approx 1.5$. Recalling that the fraction $\eta$ of ONe white dwarfs for limiting magnitudes fainter than $25^{\text{mag}}$ is typically 0.02 for the standard initial mass function and 0.01 for the biased initial mass function, the
increment in the total optical depth due to ONe white dwarfs can be estimated to be

\[ \frac{\Delta \tau}{\tau_0} \approx \eta \frac{\tau_{\text{ONe}}}{\tau_{\text{CO}}}, \]

which represents an increment of roughly 3% for the case in which a standard initial mass function is considered and a 2% increment for the case of the log-normal initial mass function. These results are in nice agreement with those previously presented in Fig. 3.1. On the other hand, when the magnitude cut is 30\( \text{mag} \) the fraction of ONe microlenses \( \eta \) increases significantly and, thus, the fractional increase of the optical depth due to ONe white dwarfs consequently increases, reaching values as high as 100%. This fact is the responsible for different behaviour of the deepest magnitude bins of the left panel of Fig. 3.1, which show the situation for the standard initial mass function. The biased initial mass function suppresses the formation of moderately massive ONe white dwarfs, and this is the reason why these faintest luminosity bins are not as populated as the equivalent bins for the case in which a standard mass function is considered.

In a second set of Monte Carlo calculations we have simulated the observational data obtained by the EROS team. We recall here that the EROS collaboration have not found any microlensing event towards the LMC and one candidate event towards the SMC. Adopting a standard halo model and assuming \( \tau_{\text{SMC}} = 1.4 \tau_{\text{LMC}} \), the EROS results imply an optical depth \( \tau_0 = 0.36 \times 10^{-7} \) (Tisserand et al., 2007), which is four times smaller than that obtained by the MACHO team. Although it is expected that the value of the optical depth obtained from our simulations should be only slightly different, it is as well true that this may be a test of the robustness of our numerical procedures. In particular, the detection efficiency of both experiments is very different. Additionally, the areas (and the number of objects) surveyed by

<table>
<thead>
<tr>
<th>Magnitude</th>
<th>17.5</th>
<th>22.5</th>
<th>27.5</th>
<th>17.5</th>
<th>22.5</th>
<th>27.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \langle N_{\text{WD}} \rangle )</td>
<td>0 ± 1</td>
<td>0 ± 1</td>
<td>0 ± 1</td>
<td>1 ± 2</td>
<td>1 ± 2</td>
<td>0 ± 2</td>
</tr>
<tr>
<td>( \langle m \rangle (M/M_\odot) )</td>
<td>0.607</td>
<td>0.595</td>
<td>0.622</td>
<td>0.631</td>
<td>0.634</td>
<td>0.642</td>
</tr>
<tr>
<td>( \langle \mu \rangle (''\text{yr}^{-1}) )</td>
<td>0.013</td>
<td>0.011</td>
<td>0.008</td>
<td>0.034</td>
<td>0.025</td>
<td>0.010</td>
</tr>
<tr>
<td>( \langle d \rangle (\text{kpc}) )</td>
<td>4.29</td>
<td>4.52</td>
<td>6.71</td>
<td>1.50</td>
<td>2.03</td>
<td>5.39</td>
</tr>
<tr>
<td>( \langle V_{\text{tan}} \rangle (\text{km s}^{-1}) )</td>
<td>256</td>
<td>239</td>
<td>246</td>
<td>240</td>
<td>244</td>
<td>258</td>
</tr>
<tr>
<td>( \langle t_E \rangle (\text{d}) )</td>
<td>64.9</td>
<td>77.0</td>
<td>89.7</td>
<td>37.9</td>
<td>45.3</td>
<td>74.8</td>
</tr>
<tr>
<td>( \langle \tau/\tau_0 \rangle )</td>
<td>0.344</td>
<td>0.372</td>
<td>0.392</td>
<td>0.368</td>
<td>0.384</td>
<td>0.505</td>
</tr>
</tbody>
</table>

Table 3.3: Summary of the results obtained for the simulation of microlenses towards the LMC for the EROS model for an age of the halo of 14 Gyr, different model IMFs, and several magnitude cuts.
both teams are different. The results are summarized in Table 3.3. Our simulations show that the white dwarf population could account for a 35% of the optical depth found by the EROS team if a standard initial mass function is adopted, while for the non–standard initial mass function the contribution of the white dwarf population could be as large as 50%. On the other hand, the expected number of objects has an upper limit of 1 for the standard initial mass function and 2 for the log–normal initial mass function. Both results are in agreement with the results of the EROS experiment. Again, as it was the case for the simulation of the MACHO experiment, the contribution of ONe white dwarfs is small. All in all, it seems that the microlensing optical depth obtained by the MACHO collaboration is a clear overestimate.

3.3.3 The Hubble Deep Field South

We have performed a series of Monte Carlo simulations in the direction of the HDF–S ($l = 328.25^\circ$ $b = -49.21^\circ$) for a small window of 4.062 arcmin$^2$. We have used the Johnson–Cousins $UBVRI$ system instead of the WFPC2 photometry because the differences between both photometric systems is smaller than 0.02 mag for the range of colors under study (Holtzman et al., 1995). Also, no reddening was applied to the synthetic white dwarf stars. Contrary to what has been done until now the results presented in next section are the average of $10^3$ different realizations. Each of these realizations has been normalized to the local density of halo white dwarfs as previously described in the preceding sections.

In Fig. 3.4 we represent two typical simulations for the halo white dwarf population in the direction of the HDF–S for the two initial mass functions under study. As can be seen, the number of white dwarfs susceptible to be detected in the HDF–S survey — that is, those with $I$ magnitude smaller than 27 mag — is substantially larger for the log–normal initial mass function of Adams & Laughlin (1996) than for the standard initial mass function. Specifically, the average number of objects with $I < 27$ mag turns out to be $6 \pm 2$ for the case in which a standard initial mass function is adopted, while for the log–normal initial mass function this number is $110 \pm 8$. However, and in order to avoid confusion with blue extragalactic objects and main sequence stars, Kilic et al. (2005) restricted their search for white dwarfs candidates to colors in the range $V – I < 0.4$. Adding this new restriction we obtain that the expected number of white dwarfs should be $1 \pm 1$ for both initial mass functions. Although this result implies that both initial mass functions are compatible with the observations, the log–normal initial mass function produces a large number of white dwarfs with colors in the interval $0.6 < V – I < 1.4$, which has no observational counterpart.

Additionally, in Fig. 3.4 we also show the only one ONe white dwarf obtained for each one of these two typical simulations. In both cases its location is shown as an encircled dot in the color–magnitude diagram. It is worth mentioning that in
most of the $10^3$ realizations an ONe white dwarf is found, and thus we also show the average location of ONe white dwarfs in the color–magnitude diagram, along with the corresponding $1\sigma$ error bars. Note that in any case ONe white dwarfs are much fainter and bluer than normal CO white dwarfs, as it should be expected given that for a typical age of the halo most ONe white dwarfs have already reached the blue hook in the color–magnitude diagram.

### 3.3.4 The dark matter density

The results discussed so far indicate that, even in the case in which the contribution of ONe white dwarfs is taken into account, only a small fraction of the microlensing optical depth towards the LMC can be attributed to white dwarfs. We recall that if we adopt the microlensing optical depth of the MACHO experiment this contribution is nearly a 20% for the biased initial mass function of Adams & Laughlin (1996) and $\sim 10\%$ for the standard initial mass function. Besides, for a spherical isothermal halo model the microlensing optical depth towards the LMC is given by the expression (Alcock et al., 2000; Griest, 1991):

$$\tau_{\text{LMC}} = 5.1 \times 10^{-7} f$$  \hspace{1cm} (3.3)
Table 3.4: Density of baryonic matter ($M_\odot/\text{pc}^3$) in the Galactic halo within 300 pc from the Sun in the form gas returned to the interstellar medium (ISM) and in the form of white dwarfs (WD).

<table>
<thead>
<tr>
<th></th>
<th>Standard</th>
<th>AL</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CO</td>
<td>ONe</td>
</tr>
<tr>
<td>ISM</td>
<td>$1.1 \times 10^{-4}$</td>
<td>$6.4 \times 10^{-6}$</td>
</tr>
<tr>
<td>WD</td>
<td>$5.4 \times 10^{-5}$</td>
<td>$9.5 \times 10^{-7}$</td>
</tr>
</tbody>
</table>

where $f$ is the fraction of the halo mass that is made of lensing objects. Thus, the white dwarf population would contribute $f \approx 0.05$ to the mass of the halo in the most optimistic case.

However, we can go one step beyond using the results of our Monte Carlo simulations. In particular, we can compute the baryonic dark matter density in the form of white dwarfs using the $1/V_{\text{max}}$ method. We proceed as follows. For each star of the sample we determine the maximum volume over which each star can contribute as a microlensing event using the expression

$$V_{\text{max}} = \frac{\Omega}{3} (r_{\text{max}}^3 - r_{\text{min}}^3) \quad (3.4)$$

where $r_{\text{max}}$ is the radius of the volume in which we distribute the objects of our sample, which in our case is the radius of Galactic halo, and $r_{\text{min}}$ is the minimum volume for which a white dwarf still belongs to the sample considering its apparent magnitude to be fainter than the adopted magnitude cut. Then, the number density of white dwarfs is

$$n = \sum_{i=1}^{N_{\text{obj}}} \frac{1}{V_{\text{max}_i}} \quad (3.5)$$

Using this procedure we find that the contribution of white dwarfs to the baryonic dark matter would be roughly a 3% in the case in which a standard initial mass function is considered and nearly a 5% for the case in which the initial mass function of Adams & Laughlin (1996) is adopted.

Finally, from our Monte Carlo simulations we can also derive the total density of baryonic matter in the Galactic halo within 300 pc from the Sun in the form of main sequence stars, stellar remnants and in the corresponding ejected mass. We obtain $\rho_0 = 2.6 \times 10^{-4} M_\odot \text{pc}^{-3}$ for the standard initial mass function and $3.8 \times 10^{-3} M_\odot \text{pc}^{-3}$ for the log–normal initial mass function. The respective contributions of CO and ONe white dwarfs to the mass budget and of the mass returned to the interstellar medium are also shown in Table 3.4. Note that the total contribution of ONe white dwarfs is rather limited. The total density of baryonic matter obtained
from our Monte Carlo simulations can be compared as well with the local dynamical matter density:

\[ \rho_{DM} = \frac{v_{\text{rot}}^2}{4\pi GR_\odot^2}, \]

(3.6)

where \( v_{\text{rot}} \) is the rotation velocity of the Galaxy and \( R_\odot \) is the Galactocentric distance. Thus, the fraction \( \eta \) of baryonic matter of the Galaxy resulting from the white dwarf population can be estimated. Our results indicate that \( \eta \) would be a modest 0.02 for the case in which a standard initial mass function is adopted, whereas a sizeable fraction of the baryonic matter, \( \eta = 0.52 \), can be accounted if the initial mass function of Adams & Laughlin (1996) is assumed.

### 3.4 Conclusions

We have analyzed the contribution of ONe white dwarfs to the MACHO content of the Galactic halo. We find that although ONe white dwarfs fade to invisibility very rapidly and, thus, they are good baryonic dark matter candidates, their contribution to the microlensing optical depth towards the LMC is rather limited. In particular, we have found that when the contribution of ONe white dwarfs is taken into account the microlensing optical depth does not increase significantly, independently of the adopted initial mass function. If the microlensing optical depth is adopted to be that of the MACHO experiment, \( \tau_0 = 1.2 \times 10^{-7} \) (Alcock et al., 2000) — which probably is an overestimate — we find that the fraction of the microlensing optical depth due to the whole white dwarf population is at most \( \sim 13\% \) in the case in which a standard initial mass function is adopted and \( \sim 19\% \) if the log-normal initial mass function of Adams & Laughlin (1996) is considered. These values are roughly \( \sim 3\% \) larger than those already found by García-Berro et al. (2004), who only considered the contribution of CO white dwarfs. We have also studied if some of the candidate white dwarfs of the Hubble Deep Field South could be ONe white dwarfs and we have found that most probably this is not the case. Finally, we have also discussed the contribution of the whole white dwarf population to the mass of the Galactic halo. We have found that this contribution is of the order of a modest 5\% in the most optimistic case. All in all, we conclude that white dwarfs are not significant contributors to the mass of the Galactic halo.
Chapter 4

The contribution of red dwarfs and white dwarfs to the halo dark matter

4.1 Introduction

In the previous chapter, we scrutinized the role played by the population of oxygen–neon (ONe) white dwarfs in addition to that of (CO) carbon–oxygen white dwarfs as possible contributors to the halo dark matter. A wide range of Galactic inputs, including different initial mass functions and halo ages, and several density profiles corresponding to different halo models, were appraised. The calculations indicated that a sizeable fraction of the halo dark matter cannot be locked in the form of white dwarfs. We found that the contribution of white dwarfs is, in fact, approximately a modest 5% in the most optimistic case. This contribution is mainly due to old CO white dwarfs with hydrogen-rich atmospheres and the contribution of ONe white dwarfs with hydrogen atmospheres is minor, because although ONe white dwarfs can reach fainter magnitudes more rapidly than CO ones, their contribution is heavily suppressed by the initial mass function.

In this chapter we extend our Monte Carlo simulator and we add the red-dwarf population. We analyze, in a comprehensive way, a significant range of masses $0.08 < M/M_\odot < 10$ likely to produce microlensing events towards the LMC and, thus, to contribute to the halo dark matter. This mass range represents almost 90% of the stellar content, including the red–dwarf regime ($M > 0.075 M_\odot$), the CO white–dwarf population, and the population of massive ONe white dwarfs. Our goal is to evaluate the contribution of the population of red dwarfs to the microlensing optical depth towards the LMC, besides that of white dwarfs. The results will be compared to those of the MACHO and EROS teams. We will also estimate the probability that a microlensing event could be assigned to one or another of the populations under
study and we will discuss the contribution of red and white dwarfs to the baryonic content of the Galaxy.

4.2 Expanding the model

We have expanded our Monte Carlo simulator, presented in previous chapters, by adding the population of red dwarfs. In order to do this, we proceed as follows. As soon as the mass of a synthetic star is chosen, its main-sequence lifetime is inferred and we are able to determine which stars evolved into white dwarfs and which ones remain on the main sequence as red dwarfs. We considered red dwarfs to have masses in the range $0.08 < M/M_\odot < 1$. For these stars, we adopted the evolutionary models of Baraffe et al. (1998). Stars with such small masses have large main–sequence lifetimes. Therefore, no post-main-sequence evolutionary tracks of these stars were required.

As we did in the previous chapter, the mass distribution of synthetic stars was computed using two different initial mass functions, the standard initial mass function of Scalo (1998) and the biased log–normal initial mass function proposed by Adams & Laughlin (1996). We note, however, that any kind of biased initial mass functions appear to be incompatible with the observed properties of the halo white–dwarf population Isern et al. (1998); García-Berro et al. (2004), with the contribution of thermonuclear supernovae to the metallicity of the Galactic halo Canal et al. (1997), and with the observations of galactic halos in deep galaxy surveys Charlot & Silk (1995). For the sake of completeness we prefer, however, to include a representative example of these biased mass functions to illustrate the role played by the red dwarf population when a biased initial mass function is adopted.

Finally, to compare the simulated results with the observational ones, a normalization criterion should be used. We have proceeded as in our previous chapter. That is, we have normalized our simulations to the local density of halo white dwarfs obtained from the halo white dwarf luminosity function of Torres et al. (1998) taking into account the new halo white dwarf candidates in the SDSS Stripe 82 (Vidrih et al., 2007).

4.3 Results and discussion

4.3.1 Optical depth towards the LMC

As previously mentioned, the optical depth provides the utmost, immediate and simplest information about the microlensing experiments. Even so, the optical depth plays a critical role in our analysis, since it provides a wealth of information about the Galactic halo and the presence of dark matter. We compare results obtained using our Monte Carlo simulator with those derived by the MACHO collaboration.
In Fig. 4.1 we present the contribution of the different simulated populations to the optical depth, for the two initial mass function studied, as a function of the adopted magnitude cut. Our simulations were normalized to the value of the optical depth derived by Alcock et al. (2000), $\tau_0 = 1.2 \times 10^{-7}$. The white-dwarf populations are
Table 4.1: Summary of the results obtained for whole population simulation of microlenses towards the LMC for an age of the halo of 14 Gyr, different model initial mass functions, and several magnitude cuts.

<table>
<thead>
<tr>
<th></th>
<th>Standard</th>
<th>AL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Magnitude</td>
<td>17.5</td>
<td>22.5</td>
</tr>
<tr>
<td>⟨N WD⟩</td>
<td>0 ± 1</td>
<td>0 ± 1</td>
</tr>
<tr>
<td>⟨m⟩ (M/M⊙)</td>
<td>0.421</td>
<td>0.411</td>
</tr>
<tr>
<td>⟨μ⟩ (yr⁻¹)</td>
<td>0.020</td>
<td>0.017</td>
</tr>
<tr>
<td>⟨d⟩ (kpc)</td>
<td>2.48</td>
<td>3.79</td>
</tr>
<tr>
<td>⟨V tan⟩ (km s⁻¹)</td>
<td>240</td>
<td>247</td>
</tr>
<tr>
<td>⟨τ/τ₀⟩</td>
<td>0.283</td>
<td>0.214</td>
</tr>
</tbody>
</table>

The results obtained using the non–standard initial mass function deserve two additional comments. In particular, we note that the largest contribution to the optical depth measurement is made by the CO white-dwarf population and, secondly, that the contribution of red dwarfs is negligible for magnitude cuts larger than ∼ 23 mag, which is a reasonable value for current surveys. Both facts are unsurprising.
4.3 Results and discussion

<table>
<thead>
<tr>
<th>Magnitude</th>
<th>Standard</th>
<th>AL</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>17.5</td>
<td>22.5</td>
</tr>
<tr>
<td>⟨N_{WD}⟩</td>
<td>0 ± 1</td>
<td>0 ± 1</td>
</tr>
<tr>
<td>⟨m⟩ (M/M_⊙)</td>
<td>0.324</td>
<td>0.228</td>
</tr>
<tr>
<td>⟨µ⟩ (&quot; yr(^{-1}))</td>
<td>0.018</td>
<td>0.011</td>
</tr>
<tr>
<td>⟨d⟩ (kpc)</td>
<td>2.89</td>
<td>4.88</td>
</tr>
<tr>
<td>⟨V_{tan}⟩ (km s(^{-1}))</td>
<td>242</td>
<td>244</td>
</tr>
<tr>
<td>⟨t_E⟩ (d)</td>
<td>41.2</td>
<td>48.5</td>
</tr>
<tr>
<td>⟨τ/τ₀⟩</td>
<td>0.130</td>
<td>0.118</td>
</tr>
</tbody>
</table>

Table 4.2: Summary of the results obtained for the population of red dwarf microlenses towards the LMC for an age of the halo of 14 Gyr, different model initial mass functions, and several magnitude cuts.

since this particular initial mass function was tailored to produce a large population of 0.5 M_⊙ white dwarfs. In summary, we find that, for the mass range considered, a model stellar halo produces a microlensing optical-depth that is at most one third of that measured by the MACHO team, independently of the adopted initial mass function.

In Table 4.1 we summarize the average values of parameters of the entire population for the two initial mass functions and four magnitude cuts, that is, we present the number of microlensing events, the average mass of the microlenses, their average proper motion, distance and tangential velocity, the corresponding Einstein crossing times and, finally, the contribution to the microlensing optical depth. It is clear that some parameters are dependent of the magnitude cut. For instance, the average distance of the sample increases as the magnitude cut is larger. This is a natural consequence of selecting more distant objects which, in turn, implies longer Einstein crossing times. This behavior is independent of the assumed initial mass function. However, there are characteristics which do not change as the magnitude cut increases, for instance, the expected number of events or the average mass of the sample. In the case of a standard initial mass function, no more than one microlensing event should be expected at the 1σ confidence level, while for a log-normal mass function up to 5 events might be expected. In any case, the expected number of microlensing events is far from the 17 events claimed by the MACHO experiment.

As already mentioned, the average mass of the microlenses depends on the initial mass function. To investigate this further in Fig. 4.2, the contribution to the optical depth as a function of the mass of the lens object for both initial mass functions, is shown. The results obtained with our Monte Carlo simulator clearly show that for a standard initial mass function (shown in the top panel of Fig. 4.2) there are two peaks centered at masses ∼ 0.3 M_⊙ and ∼ 0.6 M_⊙, respectively. These masses correspond to the average masses of red dwarfs and CO white dwarfs, respectively.
We note that, in the case of a standard initial mass function, the contribution of ONe white dwarfs appears as an extended tail. This agrees with studies of the distribution of masses of the white dwarf population (Finley et al., 1997; Liebert et al., 2005). These studies indicate that a narrow, sharp peak exists close to $0.6\,M_\odot$, with a tail extending towards larger masses, and that several white dwarfs with spectroscopically determined masses occupy the mass interval between 1.0 and 1.2 $M_\odot$. The situation is different for the non–standard initial mass function, which is shown in the bottom panel of Fig. 4.2. The log–normal initial mass function considered here cannot produce red dwarfs with masses below $\sim 0.45\,M_\odot$ and thus the peak at $0.3\,M_\odot$ previously found is absent in this case.

A more detailed analysis of the role played by the red–dwarf population is possible. In Table 4.2, we summarize the average parameter values of the red–dwarf population for both initial mass functions. Similar sets of data for the white–dwarf population can be found in our previous studies (Camacho et al., 2007; García-Berro et al., 2004). As seen in Table 4.2, the red–dwarf population constitutes roughly 10% of the observed MACHO optical depth for a standard initial mass function. It is also important to discuss the other parameters shown in Table 4.2. For instance, the average mass clearly decreases when the magnitude cut increases, which is the opposite to what occurs for the white–dwarf population. We should expect to find less massive objects for larger magnitude cuts, because the more massive the red dwarf, the brighter it will be. This result is reinforced by the fact that the average distance increases for increasing magnitude cuts. Since the average tangential velocity remains constant, the combined effect of a mass that decreases on average and a distance that increases on average is that the Einstein crossing–time remains almost constant. The characteristics of the red–dwarf population differ significantly when the initial mass function of Adams & Laughlin (1996) is used, since in this case the production of low–mass red dwarfs is heavily suppressed. Accordingly, in our simulations we have not produced red dwarfs with masses smaller than $\sim 0.45\,M_\odot$. Thus, since the masses on average are larger, we also find brighter stars. We therefore expect no contribution at all for magnitude cuts above 22.5 mag, while for brighter magnitude cuts the average mass expected is $\sim 0.7\,M_\odot$, which is even larger than expected for CO white dwarfs.

For the standard initial mass function, a double–peaked profile is found, as already observed; but the peak amplitude, however, should be analyzed in more detail. The ratio of the contribution to the optical depth of a typical red dwarf with respect to the contribution of a typical CO white dwarf is

$$\frac{\tau_{RD}}{\tau_{CO}} = \frac{t_{RD}}{t_{CO}} \frac{\varepsilon(t_{CO})}{\varepsilon(t_{RD})} \approx \sqrt{\frac{M_{RD}D_{OL}^{RD}}{M_{CO}D_{OL}^{CO}} \frac{\varepsilon(t_{CO})}{\varepsilon(t_{RD})}} \quad (4.1)$$

This value depends on the adopted initial mass function and on the magnitude cut used. For the standard initial mass function and a magnitude cut of 22.5 mag the
average values of the mass and distance of a red dwarf are, respectively, $\sim 0.228 \, M_\odot$ and 4.88 kpc, while for a typical CO white dwarf the average mass is $\sim 0.568 \, M_\odot$ and the average distance is 3.14 kpc. For these values, the ratio of the optical depths is equal to $\tau_{\text{RD}}/\tau_{\text{CO}} \approx 0.9$. Thus, although the sample of red dwarfs and white dwarfs differ, their contribution to the optical depth, per object, remains the same. For instance, the red–dwarf population has a smaller average mass than that of white
dwarfs but, conversely, the average distance is larger. The total contribution of both populations is therefore the number of microlenses. To clarify this issue, we evaluated the fraction of microlenses, for the different populations, as a function of the adopted magnitude cut. The results are shown in Fig. 4.3 for both the standard initial mass function (top panel) and the log–normal initial mass function (bottom panel).

As can be seen in Fig. 4.3, for the standard initial mass function the relative
contribution of red dwarfs decreases with increasing value of magnitude cuts, while that of CO white dwarfs increases. Both contributions are equal for a magnitude cut of \( \approx 24^{\text{mag}} \). Finally, the contribution of ONe white dwarfs remains roughly constant and only becomes significant for large magnitude cuts. These trends can be attributed to the fact that red dwarfs are more numerous at bright magnitudes than white dwarfs, for which typical luminosities are of the order of \( \log\left(\frac{L}{L_\odot}\right) \sim -3.5 \).

The situation is completely different when the log–normal initial mass function of Adams & Laughlin (1996) is used. As can be seen in the bottom panel of Fig. 4.3, the number of microlenses is practically dominated by the CO white–dwarf contribution, while the contribution of red dwarfs and ONe white dwarfs is negligible.

### 4.3.2 The microlensing event rate

As previously pointed out, the contribution to the optical depth for a standard initial mass function is doubled when the red dwarf population is considered. We have also shown that for a standard initial mass function the contributions of red dwarfs and CO white dwarfs are roughly the same. It is natural to ask whether there are differences that can help us to discern the contribution of one or another population, using the observational data of the MACHO experiment. To answer this question we analyzed the microlensing rate as a function of event duration. The results of our simulations, for a standard initial mass function, are shown in Fig. 4.4. Each of the panels is clearly labeled with the adopted magnitude cut and the population of microlenses. In the left panels of Fig. 4.4 we adopted a magnitude cut of 25\(^{\text{mag}}\), whilst for the right panels a magnitude cut of 30\(^{\text{mag}}\) was adopted. In all cases, the simulated microlensing rate is shown using solid lines, while the observational data obtained by the MACHO team is shown using a dotted line. All distributions are normalized to unit area. The red–dwarf and the white–dwarf distributions present some differences. For a magnitude cut of 25\(^{\text{mag}}\), the white–dwarf population presents a wider distribution, even though both the red–dwarf population and the white–dwarf populations show a peak located at nearly \( \sim 20 \) days. When a magnitude cut of 30\(^{\text{mag}}\) is adopted, the differences are more pronounced and it is clear that the distribution peak for the CO white–dwarf population moves to longer durations (\( \sim 70 \) days); in contrast, the peak of the red–dwarf population does not move appreciably.

To be able to attain more quantitative estimates, we performed a \( Z^2 \) statistical test of the compatibility of the different populations with the observed data. The \( Z^2 \) statistical test (Lucy, 2000) represents an improvement to the standard \( \chi^2 \) statistical test and was specially developed for small data sets. In Table 4.3, we show the \( Z^2 \) probability that the different simulated populations are compatible with the distribution of Einstein times, obtained by the MACHO experiment. It should be clarified that this probability represents an estimate of the degree to which the observed event–rate distribution can be derived from a single population of stars. As
can be seen in Table 4.3, the CO white–dwarf population provides the most appropriate description of the observational data, given that its compatibility is as high as 0.90 for the faintest magnitude cut. Moreover, the compatibility of this population with the observational data increases at fainter magnitude bins. In sharp contrast, the population of red dwarfs presents a decreasing trend as the magnitude cut in-
Z$^2$ COMPATIBILITY TEST

<table>
<thead>
<tr>
<th>Magnitude</th>
<th>17.5$^{\text{mag}}$</th>
<th>22.5$^{\text{mag}}$</th>
<th>25.0$^{\text{mag}}$</th>
<th>27.5$^{\text{mag}}$</th>
<th>30.0$^{\text{mag}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Red dwarfs</td>
<td>0.58</td>
<td>0.67</td>
<td>0.65</td>
<td>0.55</td>
<td>0.40</td>
</tr>
<tr>
<td>CO white dwarfs</td>
<td>0.61</td>
<td>0.70</td>
<td>0.80</td>
<td>0.87</td>
<td>0.90</td>
</tr>
<tr>
<td>ONe white dwarfs</td>
<td>0.76</td>
<td>0.55</td>
<td>0.68</td>
<td>0.68</td>
<td>0.72</td>
</tr>
<tr>
<td>Entire population</td>
<td>0.59</td>
<td>0.69</td>
<td>0.75</td>
<td>0.82</td>
<td>0.89</td>
</tr>
</tbody>
</table>

Table 4.3: Compatibility, as obtained using the Z$^2$ statistical test, of the observed MACHO distribution and the different Monte Carlo simulated populations.

increases and, additionally, the compatibility with the observational data is, at most, 0.70. With regard to the ONe white–dwarf population, the compatibility presents an almost constant value of around 0.70, independently of the magnitude cut. These results indicate that the CO white–dwarf population can reproduce the observed distribution of microlensing event–rates. Even more, they dominate the behavior of the entire population, as can be seen from the final row of Table 4.3, in which we analyze the compatibility of the entire population of simulated stars. Therefore, even if the expected number of microlensing events obtained in our simulations is considerably smaller than the ∼ 15 events claimed by the MACHO team, the event rate distribution of the CO white-dwarf population is in fair agreement with the observed distribution. This result places doubt on how well the characteristics of the halo white–dwarf population are known and if there are other ways to produce a larger number of old white dwarfs in the stellar halo.

### 4.3.3 The EROS experiment

While the MACHO team claim the identification of up to 17 observed events, the EROS collaboration have not found any microlensing event towards the LMC and one candidate event towards the SMC. Adopting a standard halo model and assuming $\tau_{\text{SMC}} = 1.4\tau_{\text{LMC}}$, the EROS results imply an optical depth $\tau_0 = 0.36 \times 10^{-7}$ (Tisserand et al., 2007), which is four times smaller than that obtained by the MACHO team. We performed a set of simulations emulating the conditions of the EROS experiment with inputs similar to those described in the previous chapter. Although only minor differences should be expected in the analysis of the main results, it is clear as well that a joint study of both experiments, using a controlled set of prescriptions, represents a test of the robustness of our numerical procedure.

In Table 4.4, we summarized the results obtained in this second set of Monte Carlo simulations of microlenses towards the LMC, for the EROS experiment. Our simulations show that, for the standard initial mass function, the expected optical depth could be 70% of the value found by the EROS team. The value obtained, when only the white–dwarf population was considered, was previously found to be
Table 4.4: Summary of the results obtained for the simulation of microlenses towards the LMC for the EROS experiment for an age of the halo of 14 Gyr, different model initial mass functions, and several magnitude cuts.

50% (Camacho et al., 2007). Our simulations reproduce the results of the EROS experiment more effectively. The red–dwarf population is obviously responsible for this increase. When a non-standard initial mass function is adopted, the results show, however, only marginal differences with respect to those obtained for a white–dwarf population, given that in this case the role of red dwarfs is limited. In summary, our results are in fair agreement with those obtained by the EROS experiment, and appear to indicate that the microlensing optical depth, obtained by the MACHO collaboration, is an overestimate.

4.3.4 The dark matter density

Using the information presented in this chapter, we are able to assess the contribution of stellar populations, for the mass range studied, to the mass of the baryonic dark-matter halo. Based on their ∼ 15 microlensing events, the MACHO collaboration derived an estimate of the halo fraction of dark matter $f$, as well as the MACHO mass $m$, using maximum–likelihood techniques. A similar analysis was completed by the EROS team, but with the significant difference that, in that case, no event was reported for the LMC, which implies that only an upper limit to the halo mass fraction can be obtained.

To compare the results of the MACHO and EROS collaborations with our Monte Carlo simulations, we adopted, as our reference model, the isothermal sphere of core radius 5 kpc, with a value of $\rho_0 = 0.0079 M_\odot \text{pc}^{-3}$ for the local dark-matter density and disregarding the contribution of the LMC halo. Using this model, we obtained that the optical depth towards the LMC is $\tau_{\text{LMC}} = 5.1 \times 10^{-7}$. The different estimates of the halo mass fraction $f$, as a function of mass, are plotted in Fig. 4.5. As a solid line we show the curve of the MACHO 95% confidence–level, as taken from Alcock et al. (2000), and the EROS 95% confidence–level upper–limit, based on no observed events in the EROS–1 and EROS–2 data (Tisserand et al., 2007).
4.4 Conclusions

We have extended previous studies of the contribution to the halo dark matter of the white–dwarf population and included the Galactic population of red dwarfs. We have estimated the contribution of these objects to the microlensing optical depth towards the LMC and compared our estimate with the measurements of the MACHO and EROS collaborations. Our estimate is based on a series of Monte Carlo simulations that incorporate the most up–to–date evolutionary tracks for red dwarfs, CO white

dalso represent the individual contributions of each population studied and the entire population, in addition to the corresponding 95% confidence–level error bars. It is remarkable that the value obtained for the entire halo simulated–population agrees within the 95% confidence–level curves of both observational estimates.

Our results therefore predict that the range of stellar masses within 0.08 and 10 $M_\odot$, provides $f = 0.05$ and an average mass of 0.411 $M_\odot$ to the halo dark matter, in agreement with the observational data. This result corroborates our previous estimates of the limited contribution of both CO white dwarfs and ONe white dwarfs (García-Berro et al., 2004; Camacho et al., 2007).

4.4 Conclusions

Figure 4.5: Halo dark matter fraction as a function of the mass lens. We plot using a solid line the 95% confidence–level curve for the MACHO experiment and the 95% confidence–level upper–limit for the EROS experiment.
dwarfs, and ONe white dwarfs, and reliable models of our Galaxy and the LMC. In a first set of simulations, we have found that the contribution of the red–dwarf population practically doubles the contribution found so far for the white-dwarf population. Our results indicate that the entire population of these stars can account for at most \( \sim 0.3 \) of the optical depth found by the MACHO team. This value implies that the contribution of the full range of masses between 0.08 and 10 \( M_\odot \) represents 5\% of the halo dark matter with an average mass of 0.4 \( M_\odot \). Although this result is in partial agreement with the 95\% confidence level MACHO estimate for a standard isothermal sphere and no halo LMC contribution, the expected number of events obtained by our simulations (3 events at the 95\% confidence level) is substantially below the 13 to 17 observed MACHO events. These arguments reinforce the idea, previously pointed out by other studies, that the optical depth found by the MACHO team should be an overestimate, probably due to contamination of self–lensing objects, variable stars and others. Moreover, we have assessed the compatibility between the observed event rate distribution and the ones obtained for the different populations under study. Our results show that the CO white–dwarf population can reproduce fairly well the observed event rate distribution although, as mentioned earlier, the expected number of events is considerable smaller. On the other hand, the negative results obtained by the EROS team towards the LMC are in agreement with our standard halo simulation. Finally, and for the sake of completeness, we have studied the effects of a log–normal biased initial mass function. In this case, the contribution of the red–dwarf population is only marginal given that the production of low–mass stars is strongly inhibited. Accordingly, the total contribution to the microlensing optical depth is not different from that found in previous studies of the white–dwarf contribution.
Chapter 5

White dwarfs with hydrogen–deficient atmospheres and the dark matter content of the Galaxy

5.1 Introduction

In previous chapters we have exhaustively analyzed the contributions of the halo populations of carbon-oxygen (CO) and oxygen-neon (ONe) white dwarfs with pure hydrogen atmospheres. We have also extended our initial studies to include the population of halo red dwarfs. Thus, these studies covered so far the full range of initial masses able to produce microlensing events compatible with the required durations, and nearly 90% of the stellar content. The main conclusion of these studies is that the entire population of these stars can account at most for $\sim 0.3$ of the optical depth found by the MACHO team. This in turn implies that the contribution of the full range of masses between $0.08$ and $10 M_\odot$ represents $\leq 5\%$ of the halo dark matter, with an average mass of $0.4 M_\odot$. Even though, we also found that the expected number of events obtained in our simulations (three events at the 95% confidence level) is substantially below the number of events detected by the MACHO team. Thus these results support the idea previously pointed out in several other studies, that the optical depth found by the MACHO team is probably an overestimate, possibly due to contamination of self-lensing objects, variable stars and others.

In all previous studies in which the contribution of white dwarfs to the dark matter content of the Galaxy was appraised, white-dwarf evolutionary sequences with pure hydrogen atmospheres (white dwarfs of the DA type) were employed, and the contribution of non-DA white dwarfs was disregarded. However, non-DA white
dwarfs represent roughly 20% of the entire white dwarf population, and consequently their contribution cannot be considered negligible a priori. Moreover, there is strong observational evidence that non-DA white dwarfs represent an even more important fraction of the cool white dwarf population (Bergeron, Leggett & Ruiz, 2001), but the current simulations of the halo white dwarf population do not take this fact into account. Additionally, the colors and magnitudes of cool white dwarfs depend on their atmospheric composition — see Fig. 5.1. Indeed, it has been demonstrated (Hansen, 1998) that white dwarfs with hydrogen-rich atmospheres experience a blue turn at low luminosities, which is the result of extremely strong H$_2$ molecular absorption features in the infra-red. This blue hook prevents DA white dwarfs from reaching very faint magnitudes. On the contrary, white dwarfs of the non-DA types cool like black bodies and hence may easily reach the faintest magnitudes within the age of the Galaxy. Again, this important fact has been overlooked in the most up-to-date models of the population of halo white dwarfs. Finally, the rate of cooling is controlled by the thickness and composition of the atmospheric layers. It turns out that non-DA white dwarfs cool faster than their corresponding DA counterparts, another fact that has not been taken into account in previous simulations.

Figure 5.1: Color-magnitude diagram of a typical 0.6 $M_\odot$ white dwarf. The solid line corresponds to a cooling sequence of a hydrogen-rich (DA) white dwarf (Salaris et al., 2000), while the dashed line corresponds to a helium-rich (non-DA) white dwarf (Benvenuto & Althaus, 1997). The dots correspond to cooling ages of 6, 8, 10, 12 and 14 Gyr.
Another controversial issue which deserves attention is whether the lenses belong to the halo or to an extended thick disk population (Reid et al., 2001; Torres et al., 2002). After all, and as pointed out by Gyuk & Gates (1999), the thick disk population presents a reasonable alternative to a halo population of lenses. Several observational (Oppenheimer et al., 2001; Kilic et al., 2006; Harris et al., 2006; Vidrich et al., 2007) works have addressed this question, and a definitive answer still requires more theoretical and observational efforts.

In this chapter we extend our Monte Carlo simulator to include the contribution of non-DA halo white dwarfs to the microlensing event rate, and we study as well the role played by the thick-disk populations of these stars. Special emphasis has been put on the analysis of the simulated microlensing events as a function of the range of colors susceptible to be detected by the EROS and MACHOS surveys, as well as on comparing our results with such surveys. For this purpose not only do we incorporate up-to-date evolutionary sequences of hydrogen-deficient atmospheres, but also two distinct thick disk models.

The chapter is organized as follows. In Section 5.2 we summarize the main ingredients of our Monte Carlo code and other basic assumptions and procedures. Section 5.3 is devoted to the discussion of our main findings, such as the contribution of red dwarfs and DA and non-DA white dwarfs to the microlensing optical depth towards the LMC following both MACHOS and EROS experiment, the probability that a microlensing event may be assigned either to the thick disk or the halo, and the contribution of the entire population of red and white dwarfs of whatever type to the baryonic content of the Galaxy.

### 5.2 Building the model

We expanded our Monte Carlo simulator to include the population of non-DA white dwarfs. Specifically, for those stars which have had time enough to enter into the white dwarf cooling track and given a set of theoretical cooling sequences and the initial to final mass relationship (Iben & Laughlin, 1989) their luminosities, effective temperatures and colors were obtained. The cooling sequences adopted here depend on the mass of the white dwarf. White dwarfs with masses smaller than $M_{\text{WD}} = 1.1 M_\odot$ are expected to have CO cores and, consequently, we adopt for them the cooling tracks of Salaris et al. (2000) if they belong to the DA spectral class. If, on the contrary, the white dwarf has a hydrogen-deficient atmosphere we use the cooling sequences of Benvenuto & Althaus (1997) — corresponding to pure helium atmospheres — and the bolometric corrections of Bergeron et al. (1995). These are our fiducial cooling sequences. However, to study the effects of different cooling sequences for hydrogen-deficient white dwarfs (and, hence, different cooling speeds) which may affect our results we also use the cooling sequences of Bergeron et al. (1995) — see below. White dwarfs with masses larger than $M_{\text{WD}} = 1.1 M_\odot$ most
probably have ONe cores, and for these white dwarfs we adopt the cooling sequences of Althaus et al. (2007). All these cooling sequences incorporate the most accurate physical inputs for the stellar interior (including neutrinos, crystallization, phase separation and Debye cooling) and, for the case of DA white dwarfs, reproduce the blue turn at low luminosities (Hansen, 1998).

### 5.2.1 The fraction of DA and non-DA white dwarfs

To assign a spectral type to each of the white dwarfs in the simulated sample we proceeded as follows. In a first set of simulations we adopted the canonical fraction of 80% of white dwarfs of the spectral type DA and 20% of the non–DA class, independently of the effective temperature of the white dwarf. We regard this as our fiducial model, and we refer to it as model A. However, several observations indicate that this ratio is a function of the effective temperature. For instance, the well–known DB–gap, where no white dwarfs of the DB spectral class can be found, occurs at effective temperatures between 45 000 K and 30 000 K. Additionally, Bergeron et al. (2001) found that most white dwarfs with effective temperatures ranging from 6 000 K to 5 000 K are DAs. Finally, Bergeron & Leggett (2002) argued that all white dwarfs cooler than 4 000 K have mixed H/He atmospheres.

Many of these early findings have been corroborated by the wealth of data obtained from recent large surveys, like the Sloan Digital Sky-Survey (Harris et al., 2006; Kilic et al., 2006). Accordingly, we have produced a second set of simulations, and we refer to them as model B, following these observational results. Basically, in model B we adopt the same fraction of DA white dwarfs (80%) for temperatures above 6 000 K. All white dwarfs in the range of effective temperatures between 6 000 K and 5 000 K were considered to be DA white dwarfs. Finally, for effective temperatures below this value we adopt a fraction of 50% (Bergeron & Leggett, 2002; Gates et al., 2004).

We would like to note that we model the transitions between the different spectral

<table>
<thead>
<tr>
<th>Temperature Range</th>
<th>Model A</th>
<th>Model B</th>
<th>Model C</th>
</tr>
</thead>
<tbody>
<tr>
<td>below 4000 K</td>
<td>20%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>4000 K — 5000 K</td>
<td>20%</td>
<td>64.5%</td>
<td>64.5%</td>
</tr>
<tr>
<td>5000 K — 6000 K</td>
<td>20%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>&gt; 6000 K</td>
<td>20%</td>
<td>16.5%</td>
<td>16.5%</td>
</tr>
</tbody>
</table>

Table 5.1: Percentages of non-DA white dwarfs and its corresponding cooling tracks for the different simulated models.
classes in a purely heuristic way because currently there are no cooling sequences which correctly reproduce these transitions, as this is a long-standing problem, which is indicative of a failure of the theoretical cooling models. However, our model correctly reproduces the observations, and thus we consider it to be a fair approach. Finally, to check the sensitivity of our results to the adopted cooling tracks we have also computed a third set of simulations, based on model B, in which we use the cooling sequences of Bergeron et al. (1995). We refer to this model as model C. The principal characteristics of all these models are summarized in Table 5.1.

### 5.2 Building the model

The structure and kinematics of the Galactic disk remain a source of controversy and discussion. In particular the nature of the thick disk is an active field of research. Consequently we have used two distinct models in our simulations. The first of these is a canonical thick disk model, which we consider as a starting reference model. However, there are alternative thick disk models based on the kinematics of metal–poor stars of the Galaxy — see Chiba & Beers (2000) and references therein — that challenge the canonical model. Accordingly, we also consider the most recent thick disk model of Carollo et al. (2010), which is based on the SDSS Data Release 7. We describe them separately, while a summary of both the canonical thick disk model and the metal–weak thick disk is given in Table 5.2.

The kinematical properties of the canonical model are well represented by an ellipsoid with constant values of the velocity and dispersions and an asymmetrical
drift. Within this model the spatial distribution is generally assumed to follow exponential laws characterized by a scale height and a scale length with no vertical gradients. Thus we have chosen a double exponential law for the density profile of this model with a scale height of 1.5 kpc and a scale length of 3.0 kpc (Reid, 2005). The kinematical properties of the synthetic thick disk stars have been modeled according to an ellipsoid with the standard dispersion \( (\sigma_U, \sigma_V, \sigma_W) = (60, 45, 35) \) km s\(^{-1}\) and an asymmetric velocity drift \( V_\phi = -40 \) km s\(^{-1}\) (Reid, 2005).

In a recent study, Carollo et al. (2010) analyzed the structure and kinematical properties of the Milky Way based on the Sloan Digital Sky Survey Data Release 7 and showed evidence that a sizeable fraction of the thick disk is composed by metal–weak stars with independent kinematical properties. Following Carollo et al. (2010) we use an ellipsoid with standard dispersions \( (\sigma_U, \sigma_V, \sigma_W) = (59, 40, 44) \) km s\(^{-1}\), and a scale height and a scale length of 1.36 and 2.0 kpc, respectively. The most distinctive feature of the model of Carollo et al. (2010) is that the asymmetric drift varies as a function of height above the Galactic plane. Specifically, the gradient in the asymmetric drift is \( \Delta \langle V_\phi \rangle / \Delta |z| = -36 \) km s\(^{-1}\) kpc\(^{-1}\), which agrees with the previous studies of Chiba & Beers (2000). We note that although the observations indicate that only a fraction of the thick disk could be explained by the metal–weak thick disk population, we have considered a full metal–weak thick disk to obtain an upper limit to the possible contribution of this population to the microlensing experiments.

Additionally, in both cases we took into account the peculiar velocity of the Sun \( (U_\odot, V_\odot, W_\odot) = (10.0, 15.0, 8.0) \) km s\(^{-1}\) (Dehnen & Binney, 1998) and discarded those stars that escape the potential of the Galaxy. We also assumed that the thick disk formation started 12 Gyr ago with a maximum star formation rate occurring 10 Gyr ago and exponentially decreased since, following the model of Gilmore, Wyse & Jones (1995). Finally our thick disk models have been normalized assuming that the thick disk density represents 8.5% of the thin disk density (Reid, 2005).

### 5.3 Results and discussion

#### 5.3.1 The optical depth towards the LMC

In this section we examine carefully the contribution of halo non-DA white dwarfs to the optical depth, which provides the most immediate and simple information about the microlensing experiments. Thus we compare our simulations with the optical depth derived by the MACHO collaboration. In Fig. 5.2 we show the contribution to the optical depth of the different populations under study as a function of the adopted magnitude cut, in the same manner as it was done in García-Berro et al. (2004) and subsequent papers. Our simulations have been normalized to the value derived by Alcock et al. (2000), \( \tau_0 = 1.2 \times 10^{-7} \). The contributions to the microlensing optical depth of the different populations are represented by solid and open squares for the
5.3 Results and discussion

Figure 5.2: Microlensing optical depth towards the LMC as a function of the limiting magnitude. Solid and open squares represent the DA and non–DA white dwarf populations, respectively. Red dwarfs are represented by open triangles, while the entire population is shown by open circles.

populations of DA and non-DA white dwarfs respectively, while the contribution of the red dwarf population is displayed by open triangles. Finally, the contribution to the microlensing optical depth of the entire population is shown by open circles. For the sake of clarity, the contribution of the ONe white dwarf population is not shown in the top panels of Fig. 5.2, but it is taken into account when the total contribution (shown in the bottom panels of Fig. 5.2) is computed. As can be seen, for model A at bright magnitude cuts the contribution to the microlensing optical depth is roughly 7% for the population of non–DA white dwarfs and ~15% for the DA white dwarf population (see the top left panel of Fig. 5.2). However, it is remarkable that
as the magnitude cut increases, the contribution of non–DA white dwarfs remains almost constant, while the contribution of DA white dwarfs rapidly drops. This is a direct consequence of the faster cooling rate of non–DA white dwarfs and of the fact that non–DA white dwarfs do not experience the blue turn. The contribution of the red dwarf population is very similar to the one found in our previous studies, with a fairly constant decreasing slope as the magnitude cut increases. The decreasing contribution of red dwarfs to the microlensing optical depth for increasing magnitude cuts stems from the fact that in general red dwarfs are brighter than regular white dwarfs.

When model B is considered, the overall contribution of DA white dwarfs is smaller than the contribution of non–DA white dwarfs — see the top central panel of Fig. 5.2. Note that for model A the opposite occurs, that is, the contribution of DA white dwarfs is more sizeable than the one of non–DA white dwarfs. The reason for this is easy to understand. Since the luminosity function of halo white dwarfs of Torres et al. (1998) only provides the density of relatively bright DA white dwarfs \( \log(L/L_\odot) \geq -3.7 \) and the fraction of low luminosity white dwarfs in model B is only 50% (in contrast with that of model A, for which a fraction of 80% was adopted independently of the effective temperature), the contribution of low luminosity white dwarfs to the optical depth decreases.

Finally, the top right panel of Fig. 5.2 shows the relative contributions to the microlensing optical depth when model C is considered. As can be seen, the results are virtually indistinguishable of those obtained for model B, as one should expect given that the cooling tracks of Bergeron et al. (1995) are very similar to those of Benvenuto & Althaus (1997). In all cases it is important to highlight that as far as the entire population is concerned, there is a noticeable increase in the contribution to the optical depth, which is exclusively due to the inclusion of non–DA white dwarfs in our calculations. Moreover, the global contribution of white dwarfs to the microlensing optical depth is very similar in both models — see the bottom panels of Fig. 5.2 — for magnitude cuts larger than \( m_V \sim 23 \) mag, which is a reasonable value for current surveys. This value, roughly 30% of the observed optical depth obtained by the MACHO team, represents a 50% increment with respect to the value found in our previous studies, see Torres et al. (2008).

A more precise information can be obtained from our simulations. A summary is presented in Table 5.3, where we show several interesting parameters for the three models under study as a function of the adopted magnitude cut. In particular we show in this table the expected number of white dwarf microlensing events, the number of microlensing events produced by red dwarfs, the average mass of the microlenses for both the microlensing events produced by white and red dwarfs, the fraction of the white dwarf microlensing events produced by white dwarfs of the non–DA spectral type \( \eta \) over the total white dwarf microlensing events, the average proper motion, distance and tangential velocity of the lenses, the corresponding Einstein crossing times of the microlenses and finally the relative contribution to
<table>
<thead>
<tr>
<th>Magnitude</th>
<th>Model A</th>
<th>Model B</th>
<th>Model C</th>
</tr>
</thead>
<tbody>
<tr>
<td>17.5</td>
<td>22.5</td>
<td>27.5</td>
<td>32.5</td>
</tr>
<tr>
<td>17.5</td>
<td>22.5</td>
<td>27.5</td>
<td>32.5</td>
</tr>
<tr>
<td>17.5</td>
<td>22.5</td>
<td>27.5</td>
<td>32.5</td>
</tr>
<tr>
<td>17.5</td>
<td>22.5</td>
<td>27.5</td>
<td>32.5</td>
</tr>
<tr>
<td>17.5</td>
<td>22.5</td>
<td>27.5</td>
<td>32.5</td>
</tr>
<tr>
<td>17.5</td>
<td>22.5</td>
<td>27.5</td>
<td>32.5</td>
</tr>
<tr>
<td>⟨N_{WD}⟩</td>
<td>0 ± 1</td>
<td>0 ± 1</td>
<td>0 ± 1</td>
</tr>
<tr>
<td>⟨N_{RD}⟩</td>
<td>0 ± 1</td>
<td>0 ± 1</td>
<td>0 ± 1</td>
</tr>
<tr>
<td>⟨m_{WD}⟩ (M/M_{⊙})</td>
<td>0.599</td>
<td>0.605</td>
<td>0.627</td>
</tr>
<tr>
<td>⟨m_{RD}⟩ (M/M_{⊙})</td>
<td>0.325</td>
<td>0.233</td>
<td>0.109</td>
</tr>
<tr>
<td>⟨η⟩</td>
<td>0.204</td>
<td>0.227</td>
<td>0.323</td>
</tr>
<tr>
<td>⟨µ⟩ (&quot; yr⁻¹)</td>
<td>0.020</td>
<td>0.014</td>
<td>0.010</td>
</tr>
<tr>
<td>⟨d⟩ (kpc)</td>
<td>2.54</td>
<td>3.62</td>
<td>5.28</td>
</tr>
<tr>
<td>⟨V_{tan}⟩ (km s⁻¹)</td>
<td>243</td>
<td>247</td>
<td>253</td>
</tr>
<tr>
<td>⟨t_E⟩ (d)</td>
<td>41.3</td>
<td>49.6</td>
<td>59.0</td>
</tr>
<tr>
<td>⟨τ/τ_0⟩</td>
<td>0.331</td>
<td>0.271</td>
<td>0.194</td>
</tr>
</tbody>
</table>

Table 5.3: Summary of the results obtained for the entire population of microlenses towards the LMC for several magnitude cuts when the results of the MACHO collaboration are simulated. An age of the halo of 14 Gyr has been adopted.
the microlensing optical depth. A close inspection of Table 5.3 reveals that all three models produce similar results except in one aspect, the fraction of microlensing events attributable to a non-DA white dwarf. As can be seen, the expected number of microlensing events is very small in all models, since in all cases no more than one microlensing event is expected to be found at the 1σ confidence level. Additionally, the average masses of the microlenses are around $0.6\,M_\odot$ in the case of white dwarfs, while for red dwarfs it is $\sim 0.2\,M_\odot$, the average distances to the microlenses are also very similar for both models, and there are no significant differences in the Einstein crossing times.

The only relevant difference between the simulations is the spectral type of the white dwarf responsible for the simulated microlensing events. Whereas for model A the DA type prevails in $\sim 73\%$ of the cases, for model B this fraction drops to $\sim 20\%$ of the cases, while for model C we obtain a very similar value, $\sim 21\%$. This can be understood by the same reasoning employed before. For models B and C, at low effective temperatures the fraction of hydrogen–rich white dwarfs is considerably smaller than for model A and, additionally, old DA white dwarfs are brighter than non–DAs. Thus for models B and C non-DA white dwarfs dominate at low luminosities and produce most of the microlensing events.

Additionally, from a detailed analysis of the data used to build Table 5.3, we have found that on average the microlenses produced by non–DA white dwarfs have slightly higher average masses ($\sim 0.61\,M_\odot$ and $\sim 0.56\,M_\odot$, respectively) and can be found at smaller distances ($\sim 1.7$ kpc and $\sim 2.9$ kpc, respectively) than those produced by the population of DA white dwarfs. That is again a consequence of the different cooling rates and colors of non–DA white dwarfs. As previously mentioned, non–DA white dwarfs cool faster and moreover, as they cool, they become substantially dimmer than their corresponding DA counterparts. Hence, not only can the population of non–DA white dwarfs produce microlenses at significantly smaller distances, but these values do not depend significantly on the model adopted for the evolution of the atmospheric composition of white dwarfs. Since the distribution of velocities does not depend on the spectral type, the final result is that the Einstein crossing times are on average different for the microlensing events produced by non-DA and DA white dwarfs ($\sim 40$ and $\sim 57$ days, respectively).

### 5.3.2 The EROS experiment

The EROS experiment has monitored a wider solid angle and less crowded fields in the LMC than the MACHO team. In addition, it has also monitored the SMC. For these reasons, self–lensing of the LMC should be less important in the EROS experiment than in the case of the MACHO collaboration. Consequently, a smaller value of the optical depth should be expected, and this is indeed the case. The EROS results, adopting a standard halo model and assuming $\tau_{\text{SMC}} = 1.4\tau_{\text{LMC}}$ indicate that the microlensing optical depth is $\tau_0 = 0.36\times10^{-7}$ (Tisserand et al., 2007), which is four
Table 5.4: Summary of the results obtained for the entire population of microlenses towards the LMC for the EROS experiment, using models A, B and C and adopting an age of the halo of 14 Gyr and several magnitude cuts.
Figure 5.3: Proper motion as a function of the $V$ magnitude for the halo white dwarf population. The EROS selection zone is shown as a bold solid line.

The times are smaller than that obtained by the MACHO team.

We have performed a set of simulations emulating the conditions of the EROS
experiment using the same populations described previously. Although only small differences should be expected, this new series of simulations represents a test of the robustness of our numerical procedures. In Table 5.4 we summarize the results obtained for this set of simulations. Our simulations show that independently of the adopted model for the spectral type of white dwarfs, the joint population of red dwarfs and white dwarfs of the galactic halo provides at most $\sim 90\%$ of the optical depth estimated by the EROS team. This value represents an increase of $\sim 20\%$ with respect to the one obtained in our previous simulations (Torres et al., 2008). Obviously, the non–DA white dwarf population is responsible for this result, and this confirms our previous conclusion that there is a general agreement between the theoretical models and the results of the EROS team.

Moreover the EROS experiment used a set of selection criteria in the search of halo white dwarfs to distinguish halo objects from thick disk stars (Goldman et al., 2002). For those stars detectable by EROS, namely those with magnitudes brighter than $V = 21.5$ and $I = 20.5$, the selection criteria are implemented by two cuts. The first one uses the reduced proper motion and requires that the reduced proper motion of a halo object should be $\mu^H > 22.5$. The second cut is applied to the resulting sample and only selects those stars with large proper motions, $\mu > 0.8''$ yr$^{-1}$. In Fig. 5.3 we present a typical simulation of the halo white dwarf population adapted to the requirements of the EROS team. The previously mentioned criteria are displayed by dotted lines, while the resulting halo selection zone is represented by a bold solid line. For model A we obtain that at the $1\sigma$ confidence level, $4 \pm 2$ DA white dwarfs and $1 \pm 1$ non–DA white dwarfs should be found in the selection zone, while for model B we obtain $1 \pm 1$ and $1 \pm 1$ white dwarfs, respectively, and the same occurs for model C. These results indicate that the models which take into account the temperature dependence of the white dwarf spectral type (models B and C) seem to yield a more realistic and consistent estimate, given that it agrees well with the null results of the EROS team. It is also worth noting that the applied selection criteria, in particular the proper motion cut ($\mu > 0.8''$ yr$^{-1}$), are so restrictive that only a small (1%) fraction of the halo white dwarf population can be found in the selection zone.

5.3.3 The thick disk contribution

As already mentioned, the thick disk is characterized by higher velocity distributions and a larger scale height than those of the thin disk. Several studies on halo white dwarfs have considered the thick disk population as a possible source of contamination (Oppenheimer et al., 2001; Reid et al., 2001; Torres et al., 2002), but a comprehensive theoretical study remains to be done. Accordingly we evaluate in this section the joint contribution of thick disk white dwarfs and red dwarfs to the microlensing optical depth. We do that for both the MACHO and EROS experiments in the same way as for the halo simulations presented in the previous section. The
model of spectral evolution of white dwarfs adopted for this study is our model B, which we consider to be the most realistic one. Before starting the discussion of our results, we would like to emphasize that the calculation of the microlensing optical depth involves the addition of individual contributions, which are proportional to the Einstein crossing time corrected by the efficiency function — see Eq. 2.4. The efficiency function in turn depends on the crossing time, which is directly proportional to the Einstein radius and inversely proportional to the velocity perpendicular to the observer. For a thick disk object the average distance is smaller than that of a typical halo object. Thus there are two competing effects, smaller distances clearly imply smaller individual contributions to the optical depth. However, thick disk stars have also lower velocities than those of the halo, thus implying more important individual contributions. The precise balance between these two effects determines the final contribution.

The results of these simulations are shown in Fig. 5.4 and Table 5.5. In the top panels of Fig. 5.4 we show the contribution of the different populations under study to the optical depth derived by the MACHO experiment for both the canonical thick disk — left panels — and the metal–weak thick disk of Carollo et al. (2010) — right panels. It is interesting to realize that in both cases DA and non–DA white dwarfs contribute by roughly the same amount. Additionally, the contribution of red dwarfs quickly decreases and becomes almost negligible for realistic magnitude cuts, while that of white dwarfs decreases only slightly. Consequently, for realistic magnitude cuts — say $m_V > 20^{\text{mag}}$ — the contributions to the microlensing optical depth of both DA and non–DA white dwarfs are much more significant than that of red dwarfs. In the bottom panels of Fig. 5.4 we show the contribution of the
5.3 Results and discussion

Figure 5.4: Microlensing optical depth towards the LMC as a function of the limiting magnitude for the thick disk population. Solid and open squares represent the DA and non-DA white dwarf populations, respectively. Red dwarfs are represented by open triangles, while the entire population is shown by open circles.

entire population to the microlensing optical depth for both thick disk models. We obtain that in the case of the MACHO experiment and for a typical magnitude cut of \(22.5\, \text{mag}\) the contribution of the populations of the canonical thick disk white dwarfs and red dwarfs to the optical depth can be as large as 30\%, which is slightly more than that of the metal–weak thick disk model, which is on the order of 20\%. At first glance, this result may seem to be in contrast with other recent estimates. For instance, Alcock et al. (2000) estimated the contribution of thick disk stars to be \(\sim 2\%\) of the observed optical depth. This agrees with our model if we only consider the red dwarf population, for which we obtain a contribution to the optical depth of
White dwarfs with hydrogen–deficient atmospheres

<table>
<thead>
<tr>
<th></th>
<th>Canonical thick disk</th>
<th>Metal–weak thick disk</th>
</tr>
</thead>
<tbody>
<tr>
<td>Magnitude</td>
<td>17.5 22.5 27.5 30.0</td>
<td>17.5 22.5 27.5 30.0</td>
</tr>
<tr>
<td>$\langle N_{\text{WD}} \rangle$</td>
<td>0 ± 1 0 ± 1 0 ± 1 0 ± 1</td>
<td>0 ± 1 0 ± 1 0 ± 1 0 ± 1</td>
</tr>
<tr>
<td>$\langle N_{\text{RD}} \rangle$</td>
<td>0 ± 1 0 ± 1 0 ± 1 0 ± 1</td>
<td>0 ± 1 0 ± 1 0 ± 1 0 ± 1</td>
</tr>
<tr>
<td>$\langle m_{\text{WD}} \rangle$ ($M/M_\odot$)</td>
<td>0.629 0.636 0.651 0.746</td>
<td>0.584 0.595 0.619 0.604</td>
</tr>
<tr>
<td>$\langle m_{\text{RD}} \rangle$ ($M/M_\odot$)</td>
<td>0.200 0.221 0.106 0.080</td>
<td>0.325 0.177 0.085 0.076</td>
</tr>
<tr>
<td>$\langle \eta \rangle$</td>
<td>0.297 0.425 0.667 0.999</td>
<td>0.394 0.438 0.667 0.999</td>
</tr>
<tr>
<td>$\langle \mu \rangle$ ($&quot;$ yr$^{-1}$)</td>
<td>0.005 0.004 0.004 0.006</td>
<td>0.010 0.009 0.007 0.008</td>
</tr>
<tr>
<td>$\langle d \rangle$ (kpc)</td>
<td>3.37 4.08 4.41 3.73</td>
<td>1.68 1.95 2.55 2.09</td>
</tr>
<tr>
<td>$\langle V_{\text{tan}} \rangle$ (km s$^{-1}$)</td>
<td>87 88 94 98</td>
<td>83 85 86 77</td>
</tr>
<tr>
<td>$\langle t_E \rangle$ (d)</td>
<td>137 141 149 140</td>
<td>110 112 141 110</td>
</tr>
<tr>
<td>$\langle \tau/\tau_0 \rangle$</td>
<td>1.360 1.214 0.529 0.083</td>
<td>1.224 0.546 0.308 0.015</td>
</tr>
</tbody>
</table>

Table 5.6: Same as table 3 for the EROS experiment.

$\sim$ 3%, a value very similar to that obtained by Alcock et al. (2000). On the contrary, when thick disk white dwarfs are taken into account, the contribution of the thick disk is as large as that of the halo.

A more detailed analysis of the thick disk population can be done and reveals that in the case of the canonical thick disk the possible microlensing events have an Einstein crossing time $t_E \approx 170$ days for a magnitude cut of $22.5 \text{ mag}$, while for the case of the metal–weak thick disk the average Einstein crossing time amounts to $t_E \approx 120$ days. Both values are considerably higher than that of the halo population. Moreover, as can be seen in Table 5.5, the mean average tangential velocity is $\sim 80 \text{ km s}^{-1}$ for both models — which is what we would expect for a thick disk population, but the mean average distance of the lenses is $\sim 4 \text{ kpc}$ — which is comparable to that obtained for the halo population. This can be easily understood in terms of the selection criteria we use to decide when a star can be considered responsible of a microlensing event. In particular, we only consider as reliable microlensing events those in which the lens is dimmer than a certain magnitude cut and, given that the thick population is intrinsically brighter than the halo population, we only select those thick disk lenses which are far enough away. In any case, as can be seen in Table 5.5, our simulations show that the thick disk populations can produce at most one microlensing event. We emphasize that the results obtained using the canonical thick disk model appear to provide an upper limit for the contribution to the total microlensing optical depth — see Fig. 5.4.

We have also estimated the contribution to the optical depth of the thick disk populations in the case of the EROS experiment. The results are shown in Table 5.6. For a realistic magnitude cut of $22.5 \text{ mag}$, $1 \pm 1$ microlensing event is expected at a $1\sigma$ confidence level. The confirmation of this microlensing event would increase the value of the optical depth measured by the EROS team by $\sim 40\%$. However, we
5.3 Results and discussion

Point out that given the poor statistics, the number of microlensing events obtained in our simulations agrees reasonably well with the observations of the EROS team, who found none.

5.3.4 The event rate distribution

Besides the optical depth and the Einstein crossing time, a third quantity was proposed by Paczynski (1986) as relevant for the study of the microlensing experiments. This quantity is the microlensing event rate $\Gamma$, which provides the rate at which the lenses enter the microlensing tube. While the optical depth does not depend on the mass function, the event rate does, and consequently useful information about the different populations responsible for the microlensing events can be obtained by studying it.

In Fig. 5.5 we display with solid lines the normalized distributions of the microlensing event rate as a function of the event duration for the different populations of the canonical thick disk (left panels), the metal–weak thick disk (central panels) and the halo (right panels). We also show the results obtained by the MACHO team with a dashed line. The top panels show the distribution obtained for the population of red dwarfs, while the middle and the bottom panels show the distributions obtained for the populations of DA and non–DA white dwarfs respectively. To produce these distributions we have adopted a magnitude cut of $22.5^{\text{mag}}$, which can be considered as representative of the current experiments. Although for this magnitude cut the contribution to the microlensing optical depth is approximately the same for the canonical thick disk (27.4%) and the halo populations (24.9%) and somewhat smaller for the metal–weak thick disk (20.3%), the event rate distributions are significantly different. We obtain for instance for the canonical thick disk population in all the cases very extended distributions with no clear maxima (except for the population of red dwarfs, which peaks at 70 days), while for the metal–weak thick disk population of red dwarfs a deficit of stars with long Einstein crossing times is found. Finally, for the halo populations the theoretical distributions of the microlensing event rate have clear maxima and moderate dispersions. Still, all the distributions are only marginally consistent with the observational distribution, which is characterized by event time scales in the range of 35 to 110 days. These results show the difficulty of explaining the MACHO microlensing events with a single population.

A more quantitative assessment of the compatibility of the different simulated populations with the observational data can be done using the $Z^2$ compatibility test. The $Z^2$ statistical test Lucy (2000) is specifically designed to deal with meagre data sets and is thus especially well suited for our case. The results of this compatibility test are presented in Table 5.7 for the different populations under study and for different magnitude cuts. As can be seen, the probability that for our reference magnitude cut ($22.5^{\text{mag}}$) the distributions of microlensing time scales of the canonical thick disk populations are compatible with the observational data are $\sim 0.8$, while
Figure 5.5: Normalized distributions of the microlensing event rate as a function of the event duration for the different population under study (solid lines) and also for the observed microlensing events of the MACHO experiment (dashed lines). All the distributions have been computed for a magnitude cut of 22.5\textsuperscript{mag}.
### Z$^2$ Compatibility Test

<table>
<thead>
<tr>
<th></th>
<th>Canonical thick disk</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Magnitude</strong></td>
<td>17.5 22.5 27.5 30.0</td>
</tr>
<tr>
<td>Red dwarfs</td>
<td>0.87 0.86 0.64 0.39</td>
</tr>
<tr>
<td>DA white dwarfs</td>
<td>0.84 0.82 0.68 0.54</td>
</tr>
<tr>
<td>non-DA white dwarfs</td>
<td>0.84 0.86 0.82 0.67</td>
</tr>
<tr>
<td>Metal–weak thick disk</td>
<td></td>
</tr>
<tr>
<td><strong>Magnitude</strong></td>
<td>17.5 22.5 27.5 30.0</td>
</tr>
<tr>
<td>Red dwarfs</td>
<td>0.84 0.73 0.43 0.08</td>
</tr>
<tr>
<td>DA white dwarfs</td>
<td>0.76 0.74 0.74 0.01</td>
</tr>
<tr>
<td>non-DA white dwarfs</td>
<td>0.70 0.73 0.70 0.41</td>
</tr>
<tr>
<td><strong>Halo</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Magnitude</strong></td>
<td>17.5 22.5 27.5 30.0</td>
</tr>
<tr>
<td>Red dwarfs</td>
<td>0.54 0.57 0.43 0.37</td>
</tr>
<tr>
<td>DA white dwarfs</td>
<td>0.56 0.62 0.71 0.61</td>
</tr>
<tr>
<td>non-DA white dwarfs</td>
<td>0.52 0.56 0.56 0.60</td>
</tr>
</tbody>
</table>

Table 5.7: Z$^2$ compatibility test between the Einstein crossing times obtained by the MA-CHO team and the simulated thick disk and halo populations for different magnitude cuts.

...those of the metal–weak thick disk are less probable (∼0.7) and those of the halo populations are significantly smaller, ∼0.6. In particular it is to be noted that the population of red dwarfs and DA white dwarfs of a metal–weak thick disk is practically incompatible with the observational data when a magnitude cut of 30$^{\text{mag}}$ is adopted. As previously mentioned, the thick disk populations present wider time scale distributions than the halo (see Fig. 5.5) and, given that the observational results are to some extent spread over a wide range of time scales, the result is that the thick disk populations match the observational distribution better.

Finally, it is interesting to realize that as the magnitude cut becomes larger, the compatibility of the thick disk population with the observational data substantially decreases, while those of the halo white dwarf populations remain almost constant. That is a clear consequence of the different nature of the thick disk and halo white dwarf populations: while the population of thick disk white dwarfs is constituted by bright objects at sufficiently far away distances, the halo white dwarf population is made of intrinsically dim and distant objects.

#### 5.3.5 The joint contribution of the thick disk and halo populations

We have also computed the joint contribution to the microlensing optical depth of the thick disk and halo populations of red dwarfs and white dwarfs. A summary of our results is displayed in Table 5.8 where the same quantities are displayed as...
### Table 5.8: Summary of the results obtained for the thick disk and halo populations of microlenses towards the LMC for the MACHO experiment.

<table>
<thead>
<tr>
<th>Magnitude</th>
<th>Canonical thick disk+halo</th>
<th>Metal–weak thick disk+halo</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>17.5</td>
<td>22.5</td>
</tr>
<tr>
<td>⟨N_{WD}⟩</td>
<td>0 ± 2</td>
<td>0 ± 2</td>
</tr>
<tr>
<td>⟨N_{RD}⟩</td>
<td>1 ± 2</td>
<td>1 ± 2</td>
</tr>
<tr>
<td>⟨m_{WD}⟩ (M⊙)</td>
<td>0.613</td>
<td>0.612</td>
</tr>
<tr>
<td>⟨m_{RD}⟩ (M⊙)</td>
<td>0.360</td>
<td>0.222</td>
</tr>
<tr>
<td>⟨η⟩</td>
<td>0.446</td>
<td>0.450</td>
</tr>
<tr>
<td>⟨μ⟩ (&quot; yr⁻¹)</td>
<td>0.008</td>
<td>0.006</td>
</tr>
<tr>
<td>⟨d⟩ (kpc)</td>
<td>3.20</td>
<td>3.89</td>
</tr>
<tr>
<td>⟨V_{tan}⟩ (km s⁻¹)</td>
<td>115</td>
<td>118</td>
</tr>
<tr>
<td>⟨t_E⟩ (d)</td>
<td>131</td>
<td>146</td>
</tr>
<tr>
<td>⟨τ/τ₀⟩</td>
<td>0.738</td>
<td>0.523</td>
</tr>
</tbody>
</table>

those in Table 5.3 for the case of the halo population and Table 5.5 for the case of the thick disk simulation. We present the outcome for both the cases in which a canonical thick disk (left section) and a metal–weak thick disk (right section) are adopted. Moreover, we only show in this table the results obtained for model B (which we remind is the most realistic model for the white dwarf population) when the results of the MACHO towards the LMC are simulated. The main effect is that the entire population under study can explain about half of the optical depth obtained by the MACHO experiment, irrespective of the adopted thick disk model. This value practically doubles the one obtained when only the halo population was considered. Clearly, these findings indicate that the thick disk population must be taken into account as a potential source of contamination in the current experiments. For a realistic magnitude cut of 22.5 mag, a maximum of three microlensing events is expected at the 1σ confidence level, which is far below the ∼ 11 microlensing events of the MACHO experiment. Our results show that in the case in which a white dwarf is responsible of the microlensing event, the average mass of the lenses is approximately 0.6 M⊙, whereas in the case in which the one responsible for the microlensing event is a red dwarf the average mass is ∼ 0.2 M⊙. Both values are typical of their respective populations. Moreover, in the case of white dwarfs, half of the microlensing events are due to non–DA white dwarfs.

### 5.3.6 Halo dark matter

In this section we have computed the contribution of the halo populations to the baryonic dark matter density of the Galaxy. The fraction of dark matter in the form of MACHOs, f, can be directly obtained from the microlensing optical depth towards the LMC. Assuming a halo isothermal sphere we have τ_{LMC} = 5.1 × 10⁻⁷ f.
Thus we obtain from our simulations $f = 0.07$ in the case of model A, whereas for model B we derive $f = 0.06$. These values can be compared with our previous results of $f = 0.05$ (Torres et al., 2008). Hence when we include the population of non–DA white dwarfs we find a modest increase, which is still not enough to account for the bulk of halo dark matter.

## 5.4 Conclusions

We have analyzed the contribution to the microlensing optical depth towards the LMC of the halo population of white dwarfs with both hydrogen–rich and hydrogen–deficient atmospheres. We have used three models to describe the atmospheric evolution of white dwarfs. In the first of these models we have assumed a canonical ratio of hydrogen–rich white dwarfs, to 80% independent of the effective temperature. In our second model, which we consider to be the most realistic one, we have adopted a fraction of white dwarfs with helium–rich atmospheres which depend on the effective temperature. In these two models the cooling sequences of Salaris et al. (2000) for DA white dwarfs and those of Benvenuto & Althaus (1997) for non–DA white dwarfs were used. In the third set of calculations the fraction of non–DA white dwarfs was assumed to depend on the effective temperature, but the cooling tracks of Bergeron et al. (1995) for non–DA white dwarfs were adopted. We have found that when the contribution of hydrogen–deficient white dwarfs is considered, the theoretical optical depth towards the LMC for both the MACHO and EROS experiments is substantially increased by nearly 34%, with respect to previous calculations. Nevertheless, we have also found that no more than one third of the microlensing optical depth found by the MACHO team can be explained by the halo population of white dwarfs at the 1σ confidence level, and that no more than three microlensing events could be expected at the same confidence level in reasonable agreement with the results of the EROS experiment.

We have also studied the role played by the thick disk populations of white dwarfs and red dwarfs, thus extending our previous calculations. For this purpose we have used two thick disk models. The first one is a canonical thick disk model, while the second one corresponds to the most recent model of Carollo et al. (2010), which is based in the data of the Sloan Digital Sky Survey Data Release 7. We have obtained that for both thick disk models, the contribution of these populations to the microlensing optical depth is comparable to that of the halo populations, which is somewhat larger for the canonical thick disk model, which provides an upper limit to this contribution. In particular we have found that the thick disk contribution is dominated by the white dwarf population in both cases, as the contribution of thick disk red dwarfs is only half of that of halo red dwarfs. Besides, we have also found that the average distance of the simulated lenses is very similar for the thick and halo populations, $\sim 3$ kpc. This unexpected result can be easily explained in terms
of the selection criteria used to decide when a star can be considered responsible of a microlensing event. Since we only consider as reliable microlensing events those in which the lens is dimmer than a certain magnitude cut, intrinsically bright lenses must be located at larger distances. Consequently, since the thick population is intrinsically brighter than the halo population, we only select those thick disk lenses which are far enough away, at distances very similar to those of the halo population, which are naturally located at large distances. We have found as well that although both populations have similar average distances and thick disk objects have smaller average velocities, their event timescales are nearly three times more extended than those of the halo population. We have also assessed the compatibility of our simulated populations with the scarce observational data. We have found that the thick disk population agrees better with the MACHO observational distribution of event timescales than the halo population.

Finally, we found that when both the halo and the thick disk populations are considered, nearly half of the measured value of the microlensing optical depth towards the LMC can be explained at the 95% confidence level by our simulated halo and thick disk populations. According to our simulations, the fraction of halo dark matter that can be expected from MACHOs increases moderately (to \( f = 0.06 \)) with respect to our previous simulations when hydrogen-deficient white dwarfs are taken into account.
Chapter 6

Monte Carlo simulations of the WD+MS population in the SDSS

6.1 Introduction

Close-compact binaries are at the heart of several interesting phenomena in our Galaxy and in other galaxies. In particular, cataclysmic variables, low mass X-ray binaries or double degenerate white dwarf binaries — just to mention the most important and well studied ones — are systems that not only deserve attention by themselves, but also because their statistical distributions are crucial to understand the underlying physics of the evolution during a common envelope episode. Actually, the vast majority of close-compact binaries are formed through at least one common envelope episode. This phase occurs when the more massive star, hereafter the primary, fills its Roche lobe during the first giant branch (FGB) or when it climbs the asymptotic giant branch (AGB). The mass transfer episode is dynamically unstable and the envelope of the giant star engulfs the less massive star, i.e. the secondary, forming a common envelope around both the core of the primary (the future compact star) and the secondary star. Drag forces transfer orbital energy and angular momentum from the orbit to the envelope, leading to a dramatic decrease of the orbital separation, and to the ejection of the common envelope. If the system survives the common envelope phase, the outcome is a post-common envelope binary (PCEB) formed by a compact object and the main sequence companion with an orbital period separation much smaller than that of the original main sequence binary system. The PCEBs studied in detail in this chapter are those in which the compact object is a white dwarf.

Binary systems formed by a white dwarf star and a main sequence companion (WD+MS) are intrinsically one of the most common, and structurally simplest,
population of PCEBs. Thus, the statistical properties of this population are expected to provide crucial observational inputs that are necessary to improve the theory of common envelope evolution (Davis et al., 2010; Zorotovic et al., 2010; De Marco et al., 2011). However, until now, detailed population synthesis studies have failed to effectively constrain the free parameters involved in the formulation of the common envelope phase, due to an utter lack of observational data — see e.g. de Kool (1992), Willems & Kolb (2004), Politano & Weiler (2007), and Davis et al. (2010). In particular, it has been shown that the early sample of well studied PCEBs is not only small but, being drawn mainly from “blue” quasar surveys, it is also heavily biased towards young systems with low–mass secondary stars (Schreiber & Gänsicke, 2003). However, the SDSS (Frieman et al., 2008; Abazajian et al., 2009) has allowed to identify a large number of WD+MS binaries (Heller et al., 2009; Rebassa-Mansergas et al., 2013), and a dedicated radial velocity survey among them has provided the so far largest and most homogeneous sample of close compact binaries with available orbital periods (Rebassa-Mansergas et al., 2008; Nebot Gómez-Morán et al., 2011). Hence, studying the populations of WD+MS binaries that have undergone a common envelope episode it is essential since the distribution of orbital periods and other characteristics of the populations, like the distributions of primary and secondary masses, can be used to constrain the values of the free parameters of the theory of common envelope evolution.

In this chapter we describe the results of a detailed population synthesis study of PCEBs in the Galaxy in which one of the components is a white dwarf whereas the other is a main sequence star. To model the observational selection effects affecting the observed population of WDMS binaries we use the large and well–characterized sample of PCEBs detected in the Sloan Digital Sky Survey (SDSS). A direct comparison of the simulated and the observed sample of PCEBs is performed as well, with the ultimate aim of constraining the current theories of common envelope evolution. The chapter is organized as follows. Sect. 6.2 describes the main features of the simulated population of WD+MS PCEBs. In particular, in this section we explain which are the color cuts employed to cull a representative sample (Sect. 6.2.1), and we also give a detailed description of each of the filters applied to the theoretical sample to take into account the biases of the observational procedure — Sects. 6.2.2, 6.2.3, and 6.2.4. Sect. 6.3 presents the main results of our simulations. Specifically, in this section we discuss the biases of the observational sample, followed by an exhaustive analysis of the mass and period distributions of the simulated sample, which are then compared with the observational distributions. In this section a comprehensive statistical study of some selected models is also done with the aim of constraining the parameters involved in the calculation of the common envelope phase. Finally, Sect. 6.4 closes the chapter with a summary of our main findings and our concluding remarks.
6.2 The simulated population of WD+MS PCEBs

We expanded an existing Monte Carlo code (García-Berro et al., 1999, 2004) specifically designed to study the Galactic population of single white dwarfs to deal with one observed population of binaries in which one of the components is a white dwarf. In Sect. 2.3 we described in detail the most important ingredients of our Monte Carlo simulator. Consequently, here we will only discuss the specific methods necessary to deal with the photometric and spectroscopic selection criteria, and their associated biases.

Specifically, in chapter 2 we thoroughly described how we simulated the WD+MS PCEB population in the Galaxy in the directions of the SDSS DR7 spectroscopic plates — see Fig. 6.1 — and how we computed the SDSS ugriz magnitudes of the entire simulated sample. Given that the main purpose of this chapter is to perform a detailed comparison of the simulated and the observed WD+MS binary populations in the SDSS that underwent a common envelope phase, it becomes necessary to incorporate the observational selection effects in a very realistic and detailed way. In the subsequent subsections we describe how we modeled these selection biases.

6.2.1 Color cuts

Our first step consisted in applying a color filter. The color cuts allow to observationally cull WD+MS binary systems from the spectroscopic SDSS DR7 WD+MS binary catalog (Rebassa-Mansergas et al., 2012). From this sample, we only considered systems observed by the SDSS Legacy survey (see Fig. 6.1), as WD+MS binaries identified by SEGUE — Sloan Extension for Galactic Understanding and Exploration (Yanny et al., 2009) — were selected following a completely different algorithm (Rebassa-Mansergas et al., 2012). For magnitudes within the range $15 < i < 19.5$ the color cuts we applied to the synthetic sample were the following — see also Rebassa-Mansergas et al. (2013):

\[
(u - g) < 0.93 - 0.27 \times (g - r) - 4.7 \times (g - r)^2 + \\
+12.38 \times (g - r)^3 + 3.08 \times (g - r)^4 - \\
-22.19 \times (g - r)^5 + 16.67 \times (g - r)^6 - \\
-3.89 \times (g - r)^7 \\
-0.5 < (g - r) < 1.7 \\
-0.4 < (r - i) < 1.8
\]

and
Figure 6.1: Position of Legacy (black) and SEGUE (red) SDSS DR 7 WD+MS binaries in Galactic and equatorial coordinates. Taken from Rebassa-Mansergas et al. (2012).
The simulated population of WD+MS PCEBs

Table 6.1: Total number and percentage of simulated WD+MS binary systems obtained after applying the successive selection criteria.

| Model 1 | He C/O | O/Ne Total Filtered (%) Cumulative (%) |
|---------|--------|-----------------------------|------------------|
| Unfiltered sample | 8 344 (36%) | 14 834 (64%) | 23 178 | — | 100 |
| Color cuts | 980 (57%) | 740 (43%) | 1 720 | 7.42 | 7.42 |
| Spectroscopic completeness | 35 (70%) | 15 (30%) | 50 | 2.91 | 0.21 |
| Intrinsic binary bias | 13 (65%) | 7 (35%) | 20 | 40.00 | 0.86 |
| Period filter | 8 (67%) | 4 (33%) | 12 | 60.00 | 0.05 |

| Model 2 | He C/O | O/Ne Total Filtered (%) Cumulative (%) |
|---------|--------|-----------------------------|------------------|
| Unfiltered sample | 12 499 (30%) | 28 890 (70%) | 41 389 | — | 100 |
| Color cuts | 1 478 (52%) | 1 365 (48%) | 2 843 | 6.87 | 6.87 |
| Spectroscopic completeness | 66 (62%) | 41 (38%) | 107 | 3.76 | 0.26 |
| Intrinsic binary bias | 22 (58%) | 16 (42%) | 38 | 35.51 | 0.09 |
| Period filter | 14 (61%) | 9 (39%) | 23 | 60.52 | 0.06 |

| Model 3 | He C/O | O/Ne Total Filtered (%) Cumulative (%) |
|---------|--------|-----------------------------|------------------|
| Unfiltered sample | 17 674 (25%) | 53 023 (75%) | 70 697 | — | 100 |
| Color cuts | 2 596 (47%) | 2 927 (53%) | 5 523 | 7.81 | 7.81 |
| Spectroscopic completeness | 126 (56%) | 99 (44%) | 225 | 4.03 | 0.32 |
| Intrinsic binary bias | 40 (55%) | 33 (45%) | 73 | 32.44 | 0.10 |
| Period filter | 28 (65%) | 15 (35%) | 43 | 58.90 | 0.06 |
\[(g - r) < 2 \times (r - i) + 0.38 \quad \text{if} \quad -0.4 < (r - i) \leq 0.1\]
\[(g - r) < 0.5 \quad \text{if} \quad 0.1 < (r - i) \leq 0.3\]
\[(g - r) < 4.5 \times (r - i) - 0.85 \quad \text{if} \quad 0.3 < (r - i) \leq 0.5\]
\[(g - r) < 0.25 \times (r - i) + 1.3 \quad \text{if} \quad 0.5 < (r - i) \leq 1.8\]

### 6.2.2 Spectroscopic completeness

The main science driver of the SDSS Legacy survey was to acquire spectroscopy for magnitude-limited samples of galaxies (Strauss et al., 2002) and quasars (Richards et al., 2002). Because of their composite nature, WD+MS binaries form a “bridge” in the color space that connects the white dwarf locus with that of low-mass stars (Smolčić et al., 2004). The blue end of the bridge, characterized by WD+MS binaries with hot white dwarfs and/or late type companions, strongly overlaps with the color locus of quasars, and was therefore intensively targeted for spectroscopy by the SDSS Legacy Survey. In contrast, the red end of the bridge is dominated by WD+MS binaries containing cool white dwarfs, and excluded from the quasar program. Thus, the next step in producing realistic simulations of the PCEB population is to apply a spectroscopic completeness correction that takes into account the probability of a given simulated PCEB with appropriate colors to be spectroscopically observed by the SDSS Legacy survey.

To estimate this probability we proceeded as follows. We first calculated the spectroscopic completeness of each WD+MS binary observed by the SDSS DR7 Legacy Survey — see Fig. 6.1, which is taken from Rebassa-Mansergas et al. (2012). It is important to keep in mind that these observed WD+MS binaries include wide systems that never interacted during their evolution and PCEBs, and that only PCEBs are considered in the numerical sample. Strictly speaking we should consider then only those observed WD+MS binaries that are PCEBs. However, the number of known PCEBs is just \(\sim 10\) per cent of the entire WD+MS binary observed population. Besides, there is no reason to believe that the spectroscopic completeness will vary from wide to close WD+MS binaries. In order to avoid low number statistics in our calculations we thus decided to use the entire observed sample, i.e. wide WD+MS plus PCEBs. We did exclude however WD+MS binaries that are resolved in their SDSS images, as these are associated to large uncertainties in their photometric magnitudes. The resulting sample contains 1645 systems.

We obtained the \(u - g\), \(g - r\), \(r - i\) and \(i - z\) colors of each of our 1645 observed WD+MS binaries, and defined a four-dimension (one dimension per color) sphere of 0.2 color radius around each of them. Within each sphere we calculated via DR7 casjobs (Li & Thakar, 2008) the number of point sources with clean photometry \(M_{\text{phot}}\) as well as the number of spectroscopic sources \(N_{\text{spec}}\). This search was restricted to those systems fulfilling the color cuts given in Sect. 6.2.1. The choice of a sphere radius of 0.2 ensures that \(N_{\text{spec}}\) is larger than 15 in each case. The spec-
6.2 The simulated population of WD+MS PCEBs

The simulated population of each of the observed WD+MS systems is simply given by $N_{\text{spec}}/N_{\text{phot}}$. The probability for a simulated PCEB to be observed spectroscopically by the Legacy survey of SDSS finally corresponds to the spectroscopic completeness of the observed WD+MS binary with the most similar colors, i.e. the closest color distance (as defined by the four colors) between the simulated WD+MS binary and the observed systems.

6.2.3 Intrinsic WD+MS binary bias

It is expected that a certain fraction of the simulated WD+MS PCEBs should contain primary or secondary stars that would be undetectable in the spectrum if observed spectroscopically by the SDSS. This is the case when one of the stellar components is considerably brighter than the other and overshines the companion. For late-type secondary stars, this implies an upper limit on the white dwarf effective temperature, at which we would be able to discern the companion in the SDSS spectrum. Conversely, the detection of white dwarfs next to early-type companions results in a lower limit on the white dwarf effective temperature. In addition, SDSS spectra of farther objects are associated to lower signal-to-noise ratio. Our observed sample of WD+MS PCEBs is partially based on the visual identification of both binary components in the SDSS spectrum (Rebassa-Mansergas et al., 2010), and consequently objects with low signal-to-noise ratio may have not passed the identification criteria. This implies an upper limit in the distance of WD+MS binaries. These two effects need to be taken into account in our simulated sample of WD+MS PCEBs.

In order to evaluate the above described selection effects we followed the approach adopted by Rebassa-Mansergas et al. (2011) and used the white dwarf atmosphere models of Koester et al. (2005) and the M-dwarf templates of Rebassa-Mansergas et al. (2012) to obtain synthetic composite WD+MS binary spectra in the wavelength range and resolution provided by typical SDSS spectra for a wide range of white dwarf effective temperatures ($T_{\text{eff}}$ ranging from 6000 to 100000 K in 37 steps nearly equidistant in $\log T_{\text{eff}}$) and surface gravities (covering from $\log g = 6.5$ to 9.5 in steps of 0.5), spectral type of the companions (M0−9, in steps of one subclass), and distances (from 50 to 1700 pc in steps of 50 pc). To the complete set of synthetic composite spectra we added artificial Gaussian noise varying according to the distance used. Specifically, the noise level introduced to the composite spectra reproduces the signal-to-noise ratio that the observed WD+MS binary spectra have at the considered distance.

Once the synthetic spectra were obtained, we subjected the complete sample to the identification criteria defined for real WD+MS binary spectra in SDSS, namely a visual inspection of the spectra, and a search for blue and red excess in those spectra dominated by the flux of the secondary star and white dwarf components, respectively — see Rebassa-Mansergas et al. (2010) for details. In addition we calculated the $ugriz$ magnitudes from the synthetic spectra and excluded all systems
exceeding the magnitude limits given in Sect. 6.2.1. From the resulting sample we then evaluated the WD effective temperature and distance limits that were then applied accordingly to the sample of WD+MS binaries obtained from the Monte Carlo simulator.

### 6.2.4 PCEB orbital period filter

Finally, we filtered our simulated binary systems according to a period efficiency function, which measures the probability of identifying a PCEB among the WD+MS SDSS sample. The detection probability function (Nebot Gómez-Morán et al., 2011) is shown in Fig. 6.2. As can be seen, the probability of finding a binary system decreases for increasing periods, and drops rapidly for those systems with period larger than 3 days. For orbital periods of one day or multiples of one day the probability for sampling the same orbital phase increases, which translates in a decrease of the period efficiency function.
6.3 Results

6.3.1 The observational sample

The sample of binary systems that we use for comparison consisted on 53 WD+MS PCEBs from the SDSS DR7 catalogue with known periods — see Rebassa-Mansergas et al. (2012), Nebot Gómez-Morán et al. (2011) and Zorotovic et al. (2010), and references therein. As we already mentioned, SEGUE systems have been excluded. The periods are well determined, and therefore the distribution of periods is useful to compare with the period distribution obtained for the simulated systems. To compare with our models, we are also interested in knowing the core composition of the white dwarf in the observed systems, to estimate the fraction of systems containing He white dwarfs, and also the number of systems containing more massive oxygen-neon white dwarfs. To do this we proceeded as follows. If the mass of a white dwarf is smaller than 0.5 \( M_\odot \), we assumed that it has a He core. On the contrary, if the mass of a white dwarf is larger than 0.5 \( M_\odot \) but smaller than 1.1 \( M_\odot \), a carbon-oxygen core was adopted. Finally, if the mass of the white dwarf is larger than 1.1 \( M_\odot \), an oxygen-neon core was adopted. For 49 of the 53 PCEBs in the sample, it has been possible to determine the mass of the white dwarf using the method described by Rebassa-Mansergas et al. (2007). As in Zorotovic et al. (2010), in order to determine their compositions we decided to exclude systems with white dwarf temperatures below 12,000 K, because the spectral fitting methods are not reliable for cooler white dwarfs and therefore their masses can not be trusted. This implies that reliable white dwarf masses can be obtained for 40 of the 53 systems that form our observed sample, of which 14 have a He white dwarf, 23 a carbon-oxygen white dwarf and 2 an oxygen-neon white dwarf. There is also one system with \( M_{\text{WD}} = 0.5 \ M_\odot \) for which we can not decide which type of white dwarf it is. This corresponds to a fraction of 36 ± 8% of He white dwarfs in the sample, where we have assumed binomial errors.

6.3.2 Overview of the simulations

We computed a large number (~500) of Monte Carlo simulations covering a wide range of values of the common envelope efficiency parameter, \( 0.0 \leq \alpha_{\text{CE}} \leq 1.0 \), and the fraction of the thermal energy available to eject the common envelope, \( 0.0 \leq \alpha_{\text{int}} \leq 0.3 \), which can result in very large values of the binding energy parameter, \( \lambda \). We also performed simulations in which \( \lambda \) was computed including the contribution of different fractions of the internal energy, \( \alpha_{\text{int}} \). All this was done for the three IMRDs, \( n(q) \), previously mentioned in Sect. 2.3. For each of our models we generated 10 independent Monte Carlo simulations (with different initial seeds) and for each of these Monte Carlo realizations, we increased the number of simulated Monte Carlo realizations to \( 10^4 \) using bootstrap techniques. Using this procedure we ensure convergence in all the final values of the relevant quantities. In what
6.3.3 Color-color space

We first investigate whether the simulated PCEB population is placed in the same regions in the color-color space as the observed PCEBs. To that end, and for the sake of definiteness, we define a reference model for which we considered $\alpha_{\text{CE}} = 1.0$, $\lambda = 0.5$, and $n(q) = 1$. This choice of parameters should not be considered
as a representative case, and we use it just to illustrate the effects of the different filters applied to the simulated samples. Moreover, we adopted this model because it represents an extreme (albeit frequently employed) case among the many possible choices of the free parameters of common envelope evolution. Figure 6.3 shows an example of the color-color diagram of present-day WD+MS PCEBs obtained in a typical Monte Carlo realization for our reference model. Systems which underwent the common envelope phase before He ignition (case B) contain He white dwarfs and are represented by black dots. Systems which underwent the common envelope episode after He ignition during the early AGB (case C) or during the thermally pulsing AGB phase (TPAGB) contain carbon-oxygen or oxygen-neon white dwarfs and are displayed using light blue dots. Red dots correspond to the observational WD+MS PCEBs. The different color cuts discussed in the Sect. 6.2.1 are represented by red lines. A quick look at Fig. 6.3 reveals that our simulations recover fairly well the observed population of WD+MS PCEBs in the different color-color diagrams, and that our synthetic WD+MS PCEBs overlap with the real ones. Moreover, our simulated population lies within the region allowed by the different color cuts. However, as expected, the entire simulated Galactic population of PCEBs occupies a region larger than the observational one, especially in the $i$ vs. $g-r$ color-magnitude diagram. Finally, we note as well that the discrete cyan tracks come from the fact that we are mapping main sequence stars onto discrete spectral types.

### 6.3.4 The effects of biases and selection criteria

The effect of each filter over the simulated WD+MS PCEBs is illustrated in Fig. 6.4 for our reference model in the $g-r$ versus $i$ color-magnitude diagram. Each panel represents the systems that survive after consecutively applying the filter indicated on it. We show the effect of the color selection filter (upper-left panel), the result of applying the spectroscopic completeness filter (upper-right panel) to the previous sample, the effect of using the intrinsic binary bias filter (lower-left panel), and finally the result after using the period filter (lower-right panel). As can be seen, the different filters applied to the original synthetic sample (black and light blue dots) severely reduce the total number of observable objects, which is consistent (within an order of magnitude) with the observational sample (red symbols).

In order to quantitatively analyze the effects of the different selection criteria on the entire population of simulated WD+MS PCEBs, we show in Table 6.1 the total number and percentage (in parentheses) of WD+MS PCEBs initially simulated and obtained after applying consecutively the selection criteria and observational biases described in Sects. 6.2.1 to 6.2.4. We also list in the last column of this table the cumulative percentage of the WD+MS population obtained after applying the selection cuts. We show the results for three representative models. Model 1 is our reference model, previously described. In model 2 we also used $\alpha_{\text{CE}} = 1.0$ and $\lambda = 0.5$, but we adopted $n(q) \propto q^{-1}$, to illustrate the effects of the IMRD. Finally,
Figure 6.4: Color-magnitude diagram of the synthetic WD+MS PCEBs obtained using our Monte Carlo simulator (light blue and black dots) compared with the observational systems (red symbols) after applying the different filters explained in the text to our reference model. Colors are the same as in Fig. 6.3.

for model 3 we adopted $\alpha_{CE} = 0.3$, and $n(q) \propto q^{-1}$, while $\lambda$ was computed for every binary assuming $\alpha_{int} = 0.2$. The selection criteria produce a dramatic decrease of the total number of simulated WD+MS PCEBs, independently of the adopted model. In particular, the final simulated population is smaller than 0.1% of the initial sample for all three models — see the last column of this table. The most restrictive selection criteria are the color cuts and the spectroscopic completeness filter. Only $\sim 7\%$ of the objects in the input sample pass the cuts in colors and magnitude for all three
models, while the spectroscopic completeness filter eliminates $\sim 97\%$ of those that survive the first filter. If only these two filters are applied the total population of potentially observable systems decreases drastically down to $0.2 - 0.3\%$ of the unfiltered sample. This behavior can be easily explained. First, the SDSS only covered $15 < i < 19.5$ and most WD+MS binaries in our Galaxy are obviously fainter. Second, the SDSS was primarily designed to detect galaxies and quasars and thus the probability for a WD+MS binary system to be spectroscopically detected by the SDSS is relatively small, specially for WD+MS binaries containing cool white dwarfs (Rebassa-Mansergas et al., 2013). The remaining filters, i.e. the intrinsic binary bias filter and the period filter, further reduce the size of the sample of simulated PCEBs systems. In particular, the intrinsic binary bias filter reduces the number of systems surviving the spectroscopic completeness filter to about $30 - 40\%$, whilst the period filter reduces the sample of systems that survive the spectroscopic completeness filter to $\sim 60\%$. Thus, the selection criteria play a crucial role since only $\sim 0.05\%$ of the simulated binary systems survive the successive filters.

The final number of WD+MS PCEBs predicted to be identified by the SDSS is in reasonable agreement with the observed number of systems (see table 6.1). This indicates that both our initial assumptions as well as the computation of the selection effects and biases are likely good representations of reality. However, it is important to realize that the number of predicted PCEBs depends somewhat on the adopted values of $\alpha_{CE}$ and $\lambda$ during the common envelope phase. We obtain the best agreement (i.e. the largest number of predicted systems) assuming a variable binding energy parameter and a small common envelope efficiency, namely for model 3.

Interestingly, the selection criteria employed to select the sample introduce an unexpected bias in the observed population of WD+MS PCEBs, as the fraction of systems containing He WDs that are finally culled from the total population increases independently of the model, from $\sim 25 - 35\%$ to $\sim 60 - 70\%$. This implies that the observed population of WD+MS PCEBs is severely biased as a consequence of the selection criteria employed to cull it, and that WD+MS PCEBs containing a He white dwarf are over-represented in the final sample, independently of the adopted model, due to the observational selection effects.

### 6.3.5 The role of the enhanced mass-loss parameter

It has been suggested (Tout & Eggleton, 1988) that the presence of a close companion could enhance mass loss during the red giant phase. As shown in Eq. (2.7) the mass-loss tidal enhancement depends on a parameter, $B_W$, which at present is unknown. To evaluate the influence of this parameter on the resulting population of WD+MS PCEBs, and to better constrain the value of this enhancement parameter, we performed an additional set of simulations in which we adopted several values for $B_W$, ranging from 0 (no tidal enhancement) to $10^3$. The results of such simulations are presented in Table 6.2, where we show the percentages of He and
carbon-oxygen (or oxygen-neon) white dwarfs in WD+MS PCEBs for several values of $B_W$, after applying all the selection effects to the three models previously described in Sect. 6.3.4. These percentages are computed as the ensemble average of a sufficiently large number of individual Monte Carlo realizations, for which we also compute the corresponding standard deviations. Both are listed in Table 6.2. In general, the percentage of He white dwarfs increases as $\log B_W$ increases. We stress that even for a small value of the enhancement parameter, the percentage of He white dwarfs is somewhat large, at odds with the observational data set we are using to compare, for which the fraction of helium white dwarfs is $\sim 40\%$ (see Sect. 6.3.1). Consequently, small values of $B_W$ seem to be more compatible with the observational data. For this reason in the simulations described in what follows we adopted $B_W = 0$, which is a conservative choice.

### Table 6.2: Enhanced mass-loss parameter and white dwarf percentages.

<table>
<thead>
<tr>
<th></th>
<th>Model 1</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$B_W$</td>
<td>0</td>
<td>10</td>
<td>$10^{2}$</td>
<td>$10^{3}$</td>
</tr>
<tr>
<td>He (%)</td>
<td>$67 \pm 12$</td>
<td>$72 \pm 8$</td>
<td>$76 \pm 8$</td>
<td>$77 \pm 8$</td>
</tr>
<tr>
<td>CO/ONe (%)</td>
<td>$33 \pm 12$</td>
<td>$28 \pm 8$</td>
<td>$24 \pm 8$</td>
<td>$23 \pm 8$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Model 2</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$B_W$</td>
<td>0</td>
<td>10</td>
<td>$10^{2}$</td>
<td>$10^{3}$</td>
</tr>
<tr>
<td>He (%)</td>
<td>$61 \pm 10$</td>
<td>$62 \pm 7$</td>
<td>$65 \pm 7$</td>
<td>$76 \pm 7$</td>
</tr>
<tr>
<td>CO/ONe (%)</td>
<td>$39 \pm 10$</td>
<td>$38 \pm 7$</td>
<td>$35 \pm 7$</td>
<td>$24 \pm 7$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Model 3</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$B_W$</td>
<td>0</td>
<td>10</td>
<td>$10^{2}$</td>
<td>$10^{3}$</td>
</tr>
<tr>
<td>He (%)</td>
<td>$62 \pm 10$</td>
<td>$63 \pm 7$</td>
<td>$68 \pm 7$</td>
<td>$75 \pm 8$</td>
</tr>
<tr>
<td>CO/ONe (%)</td>
<td>$38 \pm 10$</td>
<td>$37 \pm 7$</td>
<td>$32 \pm 7$</td>
<td>$25 \pm 8$</td>
</tr>
</tbody>
</table>

6.3.6 The effects of the binding energy parameter

Since more than a decade we know that assuming a constant binding energy parameter $\lambda$ is probably not a good approximation (Dewi & Tauris, 2000). Instead $\lambda$ depends on the mass and the evolutionary stage. We explore this issue in Figs. 6.5 and 6.6 where we show from top to bottom: the distributions of the binding energy parameter ($\lambda$), primary ZAMS masses, white dwarf masses and periods, as a function of the radius of the primary just prior to the common envelope episode, i.e. of its Roche-lobe radius. We compare here two models, both with $\alpha_{CE} = 0.3$ — which is consistent with the results of Zorotovic et al. (2010) — and $n(q) = 1$, but with $\alpha_{int} = 0.0$ or $\alpha_{int} = 0.2$, respectively. We have chosen these two particular models to highlight the effects of including a fraction of the internal energy of the envelope.
Figure 6.5: From top to bottom: binding energy parameter, primary ZAMS mass, white dwarf mass and orbital period as a function of the Roche-lobe radius. The case B, case C and TPAGB case common envelope episodes are represented using green, blue and red dots, respectively. We show the results for a model in which $\alpha_{CE} = 0.3$, $n(q) = 1$ and without fraction of the internal energy contributing to expel the envelope ($\alpha_{int} = 0.0$).

that helps in the ejection process. Fig. 6.5 displays the results for the model in which $\alpha_{int} = 0.0$, while Fig. 6.6 displays the results for the model with $\alpha_{int} = 0.2$. Systems that have experienced a case B common envelope episode are displayed using green dots, while blue dots show the WD+MS systems which underwent a case C common envelope episode and red dots those in which a TPAGAB common envelope episode took place. As can be seen in this figure, for those models in which no internal energy is available to eject the envelope, the value of $\lambda$ remains practically constant and with a relatively small dispersion which increases first with increasing Roche-lobe radius, until it reaches a maximum at $R_L \sim 200 R_\odot$, and then decreases again for larger values of $R_L$ (see the top panel of Fig. 6.5). On the other hand, when a moderate amount of internal energy is available to eject the envelope we find an overall enhancement of the resulting values of $\lambda$ (top panel of Fig. 6.6). This was expected since the contribution of the internal energy becomes more important for more extended envelopes, where the gravitational energy becomes smaller and the
envelope is less tightly bound. Moreover, this enhancement is more noticeable for the largest values of the Roche-lobe radius at which the CE episode occurs. We also find that the dispersion in the values of $\lambda$ increases for wider systems. The distributions of primary ZAMS masses and white dwarf masses as a function of the Roche-lobe radius is rather similar for both models (second and third panel from top, respectively). Finally, the distribution of orbital periods is also very similar in both cases, except for a population of long period ($\gtrsim 10$ days) PCEBs, descending from the initially more separated systems. This is only observed when a fraction of the internal energy of the envelope is taken into account. In summary, the only relevant differences between both models are the distribution of the values of $\lambda$ and the existence of systems with very long final periods, being the rest of the distributions very similar.

6.3.7 The fraction of PCEBs containing He white dwarfs

One important and relatively robust value that can be derived from the observed sample is the fraction of PCEBs containing He-core white dwarfs. We therefore here
Table 6.3: Percentage of systems with He white dwarfs and Kolmogorov-Smirnov test of the period distribution for six representative models with $\lambda = 0.5$.

<table>
<thead>
<tr>
<th>$\alpha_{\text{CE}}$</th>
<th>$n(q) \propto q^{-1}$</th>
<th>$n(q) = 1$</th>
<th>$n(q) \propto q$</th>
</tr>
</thead>
<tbody>
<tr>
<td>He(%)</td>
<td>He(%)</td>
<td>He(%)</td>
<td>He(%)</td>
</tr>
<tr>
<td>$\alpha_{\text{CE}}$</td>
<td>$0.10$</td>
<td>$0.25$</td>
<td>$0.10$</td>
</tr>
<tr>
<td>He(%)</td>
<td>$67 \pm 12$</td>
<td>$47 \pm 15$</td>
<td>$61 \pm 10$</td>
</tr>
<tr>
<td>KS</td>
<td>$0.46 \pm 0.31$</td>
<td>$0.53 \pm 0.31$</td>
<td>$0.54 \pm 0.30$</td>
</tr>
</tbody>
</table>

compare the percentage of white dwarfs with He cores in the final sample of our simulations with that of the observational sample, which is around 40%.

In table 6.3 we display the percentage of He white dwarfs, as well as the results of a Kolmogorov-Smirnov test resulting from a comparison between the observed and the theoretical period distributions (we will describe and discuss the Kolmogorov-Smirnov test in Sect. 6.3.8), for some of the Monte Carlo simulations in which a fixed value of $\lambda = 0.5$ was adopted, for the three IMRDs. We emphasize that for the sake of conciseness in this table only a selected handful of models is shown. However, the actual number of models analyzed is much larger. The results displayed in table 6.3 — and those obtained from similar models not explicitly shown here — show that only the models for which a small value of $\alpha_{\text{CE}}$ is adopted produce the required percentage of helium white dwarfs. In all the models in which $\alpha_{\text{CE}}$ is larger than 0.3 the fraction of white dwarfs with helium cores is significantly larger than the observed value, 36 $\pm$ 8%. This is true for all three IMRDs.

Table 6.4 shows the same results but for the case in which $\lambda$ is computed for different values of $\alpha_{\text{int}}$. Again we do this for several values of $\alpha_{\text{CE}}$, $\alpha_{\text{int}}$ (with $\alpha_{\text{int}} \leq \alpha_{\text{CE}}$), and for the three IMRDs. Based on our previous results, we only show here the results for our models with $\alpha_{\text{CE}} \leq 0.3$. Again, the fraction of white dwarfs with helium cores depends sensitively on the adopted value of $\alpha_{\text{CE}}$, and also a bit on $\alpha_{\text{int}}$. In particular, as $\alpha_{\text{CE}}$ is increased the percentage of helium white dwarfs also increases, independently of the adopted IMRD.

### 6.3.8 The period distribution

The parameter of PCEBs that can be most accurately measured is the orbital period. Thus, comparing the predicted and observed orbital period distribution is crucial. We performed Kolmogorov-Smirnov tests to estimate the similarity of the theoretical and observational period distributions. We restrict ourselves to models with $\alpha \leq 0.3$ as otherwise the fraction of PCEBs containing He-core white dwarfs drastically disagrees with the observations (see previous section). All models with $\alpha_{\text{CE}} \leq 0.3$ reproduce reasonably well the observed orbital period distribution which is indicated by Kolmogorov-Smirnov values exceeding 0.2. This means that there are no significant indications for the simulated and the observed distribution to be dif-
Figure 6.7: Period histograms (normalized to unit area) of the distribution of present-day WD+MS PCEBs for our four best models (black line) compared with the observational distribution (dotted line, gray histogram).
ferent. We obtain the largest Kolmogorov-Smirnov values (exceeding 0.6) for models with $\alpha_{\text{CE}} = 0.3$. In what follows we describe the results obtained for those models that best fit the period distribution in some more detail.

For the sake of conciseness we only considered those models with a Kolmogorov-Smirnov value larger than 0.6, and with a percentage of WD+MS PCEBs with He-core white dwarfs smaller than 70%. Once these criteria are employed we are left with only four models. The first model has $\alpha_{\text{int}} = 0.2$ and $n(q) \propto q^{-1}$, the second one has $\alpha_{\text{int}} = 0$ and $n(q) = 1$, the third one has $\alpha_{\text{int}} = 0$ and $n(q) \propto q$, and finally the fourth one has $\alpha_{\text{int}} = 0.1$ and $n(q) \propto q$. Note that all the models correspond to a common envelope prescription in which $\lambda$ is computed for each binary. Among these four best models there is a degeneracy between the adopted prescription for the common envelope phase and the IMRD. This implies that on the basis of the present observational data we cannot determine which is the IMRD.

In Figure 6.7 we compare the distribution of periods of the present-day WD+MS PCEBs simulated sample (white histograms, solid lines) with the observational one (gray histograms, dotted lines). We show the period distributions for the entire sample of WD+MS PCEBs (bottom panel of each figure) but also separately for systems containing helium white dwarfs (middle panels) and carbon-oxygen or oxygen-neon white dwarfs (top panels). From the 40 systems with white dwarf mass determination and white dwarf temperature larger than 12000 K described in Sect. 6.3.1, we found that six of them, with masses close to 0.5 $M_\odot$, can contain either a helium white dwarf or a carbon-oxygen one, given their mass error. Of the 34 remaining systems, 11 contain a helium white dwarf and 23 a carbon-oxygen or an oxygen-neon one. These are the systems that were considered for the middle and top panels, respectively, while the bottom panels contain the 53 systems with available periods. In general, our Monte Carlo simulations agree well with the observational period distribution for the entire population. However, the still large observational error bars and the almost negligible differences between the different theoretical models preclude from drawing definite conclusions of which of these is the best one. This is indicative that the selection criteria dominate the final observational distribution. Nevertheless, a detailed inspection of Fig. 6.7 reveals that those models with non-zero internal energy present slightly extended tails in the long-period end of the distribution. Even though these tails possibly could not be statistically significant, their mere existence provides a hint that these models do not describe appropriately the ensemble properties of the period distribution of WD+MS PCEBs. Consequently, this compels us to consider as more convenient those models with a small amount of internal energy.
Table 6.4: Percentage of systems with He white dwarfs and Kolmogorov-Smirnov test of the period distribution for our models with \( \alpha_{\text{CE}} \leq 0.3 \) and \( \lambda \) properly computed for each system, where different fractions of internal energy are taken into account.

<table>
<thead>
<tr>
<th>( n(q) )</th>
<th>( \propto q^{-1} )</th>
<th>( \propto q )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \alpha_{\text{CE}} )</td>
<td>( \alpha_{\text{int}} = 0.0 )</td>
<td>( \alpha_{\text{int}} = 0.1 )</td>
</tr>
<tr>
<td>He (%)</td>
<td>KS</td>
<td>He (%)</td>
</tr>
<tr>
<td>0.1</td>
<td>0.2</td>
<td>0.3</td>
</tr>
</tbody>
</table>
| 37 \( \pm \) 13 | 50 \( \pm \) 14 | 58 \( \pm \) 8 | 38 \( \pm \) 15 | 53 \( \pm \) 14 | 62 \( \pm \) 10 | 41 \( \pm \) 15 | 57 \( \pm \) 12 | 63 \( \pm \) 11 | 48 \( \pm \) 13 | 55 \( \pm \) 13 | 64 \( \pm \) 8 | 47 \( \pm \) 15 | 56 \( \pm \) 14 | 65 \( \pm \) 10 | 52 \( \pm \) 15 | 63 \( \pm \) 11 | 68 \( \pm \) 11 | 48 \( \pm \) 0.31 | 0.53 \( \pm \) 0.30 | 0.56 \( \pm \) 0.29 | 0.48 \( \pm \) 0.31 | 0.55 \( \pm \) 0.30 | 0.57 \( \pm \) 0.30 | 0.44 \( \pm \) 0.31 | 0.50 \( \pm \) 0.29 | 0.62 \( \pm \) 0.29 | 48 \( \pm \) 0.31 | 0.55 \( \pm \) 0.30 | 0.56 \( \pm \) 0.29 | 0.57 \( \pm \) 0.30 | 0.58 \( \pm \) 0.29 | 0.61 \( \pm \) 0.29 | 0.58 \( \pm \) 0.29 | 0.58 \( \pm \) 0.29 | 0.62 \( \pm \) 0.29 | — | — | 0.55 \( \pm \) 0.30 | — | — | 0.50 \( \pm \) 0.31 | — | — | 0.58 \( \pm \) 0.30 | — | — | 0.58 \( \pm \) 0.30 | — | — | 0.58 \( \pm \) 0.30 | — | — | 0.58 \( \pm \) 0.30 |}
6.3 Results

Table 6.5 contains the statistics obtained for our four best models. This table also shows that those models with non-zero values of the internal energy parameter have maximum periods much larger (a factor of $\sim 10$) than the ones in which $\alpha_{\text{int}} = 0.0$ is adopted, while the minimum periods remain nearly the same. The average value for the periods is therefore larger when we include a fraction of internal energy, which is specially true for systems containing a carbon-oxygen or an oxygen-neon white dwarf. This is clearly expected. Those models in which no internal energy is available to eject the common envelope fit better the measured average period of the observed distribution of WD+MS PCEBs ($\langle P \rangle = 0.69$ days). It is as well interesting to remember that the internal energy becomes specially important for more evolved primaries, which have a more massive core (the future white dwarf) and a more extended envelope. For this reason those simulations in which $\alpha_{\text{int}} \neq 0$ have an enhanced production of WD+MS systems with an oxygen-neon white dwarf, because it becomes easier for these systems to survive a common envelope phase due to this additional source of energy. This is an important fact, because in the observational sample there are only two WD+MS PCEBs in which the resulting white dwarf has a mass larger than $1.1 M_\odot$. All in all, we conclude that to account for the ensemble properties of the distribution of periods and the detection of a small fraction of WD+MS PCEBs with very massive white dwarfs, the fraction of the internal energy available to eject the envelope must be small.

Finally, it is worth mentioning that the average periods for the two sub-populations of white dwarfs with helium and carbon-oxygen or oxygen-neon cores, are markedly different, being that of WD+MS systems with helium core white dwarfs significantly smaller than that of systems with more massive white dwarfs. This is in agreement with the observational analysis of Zorotovic et al. (2011). If one separates He-core and carbon-oxygen or oxygen-neon core systems, however, the number of observed systems becomes too small to separately compare model predictions and observations.

6.3.9 Period-mass distribution

Figures 6.8 and 6.9 show the period-mass distributions of the simulated PCEBs for two of our best models ($\alpha_{\text{CE}} = 0.3$ and $n(q) \propto q$) without and with the inclusion of internal energy ($\alpha_{\text{int}} = 0.0$ and $\alpha_{\text{int}} = 0.1$, respectively). For each model the left panels show the distribution of orbital periods as a function of the white dwarf mass, while the right panels show the same distribution as a function of the mass of the secondary. As in Fig. 6.7 the top panels show the sub-population of systems containing carbon-oxygen or oxygen-neon white dwarfs, the middle panels those with helium white dwarfs, whilst the bottom panels show the distributions for the entire population.

Clearly, our simulations match remarkably well the observed distribution of WD+MS PCEBs (magenta squares). It is interesting to note that the WD+MS
Table 6.5: Statistics for the best models.

<table>
<thead>
<tr>
<th></th>
<th>$n(q)$</th>
<th>$\propto q^{-1}$</th>
<th>$1$</th>
<th>$\propto q$</th>
<th>$\propto q$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_{CE}$</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
</tr>
<tr>
<td>$\alpha_{int}$</td>
<td>0.2</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.1</td>
</tr>
<tr>
<td>$N_{WD+MS}$</td>
<td>42 ± 6</td>
<td>24 ± 5</td>
<td>19 ± 5</td>
<td>20 ± 5</td>
<td></td>
</tr>
<tr>
<td>He (%)</td>
<td>65 ± 7</td>
<td>61 ± 10</td>
<td>63 ± 11</td>
<td>68 ± 11</td>
<td></td>
</tr>
<tr>
<td>CO (%)</td>
<td>32 ± 7</td>
<td>38 ± 10</td>
<td>37 ± 11</td>
<td>31 ± 11</td>
<td></td>
</tr>
<tr>
<td>ONe (%)</td>
<td>3 ± 3</td>
<td>0 ± 1</td>
<td>0 ± 1</td>
<td>1 ± 2</td>
<td></td>
</tr>
<tr>
<td>$\langle P \rangle$ (days)</td>
<td>1.54 ± 7.20</td>
<td>0.80 ± 1.32</td>
<td>0.73 ± 1.33</td>
<td>1.36 ± 7.16</td>
<td></td>
</tr>
<tr>
<td>$\langle P \rangle_{He}$ (days)</td>
<td>0.57 ± 0.74</td>
<td>0.50 ± 0.50</td>
<td>0.51 ± 0.52</td>
<td>0.61 ± 0.67</td>
<td></td>
</tr>
<tr>
<td>$\langle P \rangle_{CO}$ (days)</td>
<td>3.52 ± 12.24</td>
<td>1.40 ± 1.24</td>
<td>1.17 ± 1.75</td>
<td>3.13 ± 12.27</td>
<td></td>
</tr>
<tr>
<td>$P_{\text{min}}$ (days)</td>
<td>0.049</td>
<td>0.067</td>
<td>0.068</td>
<td>0.067</td>
<td></td>
</tr>
<tr>
<td>$P_{\text{max}}$ (days)</td>
<td>325</td>
<td>32</td>
<td>41</td>
<td>313</td>
<td></td>
</tr>
</tbody>
</table>

Binary systems that contain a helium white dwarf (middle panels of Figs. 6.8 and 6.9) occupy a narrow strip in white dwarf masses and, moreover, the periods of these systems cluster around 0.2–0.3 days. All this is in excellent agreement with the properties of the observed sub-population of WD+MS PCEBs with helium white dwarfs. For those WD+MS binaries containing carbon-oxygen or oxygen-neon white dwarfs (top panels of Figs. 6.8 and 6.9) the distribution of white dwarf masses is considerably broader, and most of the white dwarf masses of our synthetic sub-population are below 1.1 $M_\odot$, and thus are carbon-oxygen white dwarfs. Our simulations also predict that WD+MS PCEBs containing an oxygen-neon white dwarf are possible, although these systems should be rare, specially when no internal energy is included. This is again consistent with the observational sample, where only 2 systems contain an oxygen-neon white dwarf. The periods of WD+MS PCEBs with carbon-oxygen or oxygen-neon white dwarfs also span a larger range, with typical periods ranging from $\lesssim 0.1$ to $\sim 4$ days, also in good agreement with the observations. When all the WD+MS PCEBs with available period and masses are considered (bottom panels) the agreement with the observed distribution is excellent.

### 6.4 Summary and conclusions

In this chapter we presented a comprehensive set of Monte Carlo simulations of the population of WD+MS PCEBs in the SDSS. Our simulations encompass a very broad range of possible situations, including three IMRDs, different prescriptions for the treatment of the common envelope episode, and of the parameters controlling the tidally enhanced mass loss during this phase. In our simulations we included all the known systematic observational biases. We found that the color cuts reduce con-
Figure 6.8: Period-mass density distribution of present-day WDMS systems for our best model with \( n(q) = 1 \) and no internal energy parameter compared with the observational distribution (magenta squares).
Figure 6.9: Period-mass density distribution of present-day WDMS systems for our best model with $n(q) \propto q$ and non-zero internal energy parameter compared with the observational distribution (magenta squares).
siderably the initial sample, and that typically only \( \sim 7\% \) of the simulated WD+MS PCEBs survive the cuts. The number of surviving systems is further reduced when the spectroscopic completeness filter is applied, leaving only \( \sim 3\% \) of the systems that previously survived the color cuts. The intrinsic binary bias and the period filter additionally reduce the total size of the simulated samples, resulting in total sample sizes which are of the order of \( \sim 0.1\% \) of the initial one. All in all, our simulations show that, given the actual observational capabilities, we are probing a very limited number of WD+MS PCEBs, and that the observational sample suffers from poor statistics. This prevents from drawing definite conclusions about the overall properties of the WD+MS PCEB population, despite the huge observational efforts done so far. Additionally, we also find that the population of WD+MS PCEBs containing helium white dwarfs is over-represented within SDSS due to selection effects. Here we simulated the entire process of discovery, PCEB identification, and orbital period determination of PCEBs discovered by SDSS and compared model predictions and observations. Our results can be summarized as follows:

- Even for small values of the mass loss enhancement parameter the percentage of helium white dwarfs is at odds with that observationally found. However, small values of this parameter agree better with the observational data set.
- In agreement with our findings in Zorotovic et al. (2014), a small value of the common envelope efficiency \( (\alpha_{\text{CE}} \leq 0.3) \) is required to reproduce the observed fraction of PCEBs containing He-core white dwarfs.
- Models with a variable binding energy parameter seem to fit better the observed distribution of periods than models in which the binding energy parameter is assumed to be constant.
- Our results also show that large values of \( \alpha_{\text{int}} \) are ruled out by the observations, although the ensemble properties of the population of WD+MS PCEBs do not allow us to discard small values of \( \alpha_{\text{int}} \), say smaller than 0.2, approximately.
- We have also compared the distribution of orbital periods as a function of the mass and find excellent agreement with the observational data. Our simulations can not only reproduce the distribution of orbital periods, but also the observed period distribution as a function of the mass of the white dwarf if small values for the common envelope efficiencies and a detailed prescription of the binding energy parameter are assumed.

The present analysis suffers from the still scarce number of WD+MS PCEBs that have been identified in an homogenous way. This prevents us to draw more definite conclusions. However, evidence for small common envelope efficiencies is growing.
Chapter 7

Conclusions

7.1 Gravitational microlensing and halo dark matter

We have designed and implemented a Monte Carlo simulator in order to understand the contribution of white dwarfs to the microlensing event rates towards the Large Magellanic Cloud (LMC) reported by the MACHOs and EROs surveys. This study takes as a reference previous studies which only analyzed the expected contribution of carbon-oxygen white dwarfs with pure hydrogen atmospheres. The studies presented in this work include both halo and thick disk populations of all types of white dwarfs in addition to the population of red dwarfs.

7.1.1 The contribution of oxygen-neon white dwarfs

In a first step we analyzed the contribution of oxygen-neon white dwarfs with pure hydrogen atmospheres to the MACHO content of the Galactic halo. We found that although oxygen-neon white dwarfs fade to invisibility very rapidly and, thus, they are good baryonic dark matter candidates, their contribution to the microlensing optical depth towards the LMC is rather limited. In particular, we found that when the contribution of oxygen-neon white dwarfs is taken into account the microlensing optical depth does not increase significantly, independently of the adopted initial mass function. If the microlensing optical depth is adopted to be that of the MACHO experiment, \( \tau_0 = 1.2 \times 10^{-7} \) (Alcock et al., 2000) — which probably is an overestimate — we found that the fraction of the microlensing optical depth due to the entire white dwarf population, that is white dwarfs with carbon-oxygen cores and oxygen-neon cores with atmospheres made of pure hydrogen, is at most \( \sim 13\% \) in the case in which a standard initial mass function is adopted and \( \sim 19\% \) if the log-normal initial mass function of Adams & Laughlin (1996) is considered. These values are roughly \( \sim 3\% \) larger than those already found by García-Berro et al. (2004), who only considered the contribution of carbon-oxygen white dwarfs. We also studied if some of the candidate white dwarfs of the Hubble Deep Field South could be oxygen-
neon white dwarfs, and we found that most probably this is not the case. Finally, we also discussed the contribution of the entire white dwarf population to the mass of the Galactic halo. We found that this contribution is of the order of a modest 5% in the most optimistic case. The specific reason for this is clear. Although oxygen-neon white dwarfs are more massive than their carbon-oxygen counterparts, their contribution is heavily suppressed by the steep decline of the initial mass function for increasing masses. All in all, we conclude that oxygen neon white dwarfs with pure hydrogen atmospheres are not significant contributors to the mass of the Galactic halo.

7.1.2 The contribution of halo red dwarfs

We also extended our previous study of the contribution to the halo dark matter of the white dwarf population and included the Galactic population of halo red dwarfs. Specifically, we computed the contribution of these objects to the microlensing optical depth towards the LMC and compared our estimate with the measurements of the MACHO and EROS collaborations. Our estimate is based on a series of Monte Carlo simulations that incorporate the most up-to-date evolutionary tracks for red dwarfs, carbon-oxygen white dwarfs, and oxygen-neon white dwarfs, and reliable models of our Galaxy and the LMC. We found that the contribution of the red dwarf population practically doubles the contribution found so far for the white dwarf population. Our results indicate that the entire population of these stars can account for at most $\sim 0.3$ of the optical depth found by the MACHO team. This value implies that the contribution of the full range of masses between 0.08 and 10 $M_\odot$ represents 5% of the halo dark matter with an average mass of 0.4 $M_\odot$. Although this result is in partial agreement with the 95% confidence level MACHO estimate for a standard isothermal sphere and no halo LMC contribution, the expected number of events obtained by our simulations (3 events at the 95% confidence level) is substantially below the 13 to 17 observed MACHO events. Moreover, we also assessed the compatibility between the observed event rate distribution and the ones obtained for the different populations under study. Our results show that the carbon-oxygen white dwarf population can reproduce fairly well the observed event rate distribution although, as mentioned earlier, the expected number of events is considerably smaller. On the other hand, the negative results obtained by the EROS team towards the LMC are in agreement with our standard halo simulation. Finally, and for the sake of completeness, we studied the effects of a log–normal biased initial mass function. In this case, the contribution of the red dwarf population is only marginal given that the production of low–mass stars is strongly inhibited. Accordingly, the total contribution to the microlensing optical depth is not different from that found in previous studies of the white dwarf contribution.
We also analyzed the contribution to the microlensing optical depth towards the LMC of the population of halo white dwarfs with hydrogen-deficient atmospheres. We used three models to describe the atmospheric evolution of white dwarfs. In the first of these models we assumed a canonical ratio of hydrogen-rich to hydrogen-deficient white dwarfs, namely 80%, independently of the effective temperature. In our second model, which we consider to be the most realistic one, we adopted a fraction of white dwarfs with helium-rich atmospheres which depends on the effective temperature. In these two models the cooling sequences of Salaris et al. (2000) for DA white dwarfs and those of Benvenuto & Althaus (1997) for non-DA white dwarfs were used. In the third set of calculations the fraction of non-DA white dwarfs was assumed to depend on the effective temperature, but the cooling tracks of Bergeron et al. (1995) for non-DA white dwarfs were adopted. We found that when the contribution of hydrogen-deficient white dwarfs is considered, the theoretical optical depth towards the LMC for both the MACHO and EROS experiments is substantially increased, by nearly 34% with respect to previous calculations. Nevertheless, we also found that no more than one third of the microlensing optical depth found by the MACHO team can be explained by the halo population of white dwarfs at the 1σ confidence level, and that no more than three microlensing events could be expected at the same confidence level in reasonable agreement with the results of the EROS experiment.

We have also studied the role played by the thick disk populations of white dwarfs and red dwarfs, thus extending our previous calculations. For this purpose we used two thick disk models. The first one is a canonical thick disk model, while the second one corresponds to the most recent model of Carollo et al. (2010), which is based in the data of the Sloan Digital Sky Survey Data Release 7. We obtained that for both thick disk models, the contribution of these populations to the microlensing optical depth is comparable to that of the halo populations. We note that this contribution is somewhat larger for the canonical thick disk model, which therefore provides an upper limit to this contribution. In particular, we found that the thick disk contribution is dominated by the white dwarf population in both cases, as the contribution of thick disk red dwarfs is only half of that of halo red dwarfs. Besides, we have also found that the average distance of the simulated lenses is very similar for the thick and halo populations, ∼ 3 kpc. This unexpected result can be easily explained in terms of the selection criteria used to decide when a star can be considered responsible of a microlensing event. Since we only consider as reliable microlensing events those in which the lens is dimmer than a certain magnitude cut, intrinsically bright lenses must be located at larger distances. Consequently, since the thick population is intrinsically brighter than the halo population, we only select those thick disk lenses which are far enough away, at distances very similar to those of the halo population, which are naturally located at large distances. We found as well that although both populations have similar average distances and thick disk
objects have smaller average velocities, their event timescales are nearly three times more extended than those of the halo population. We also assessed the compatibility of our simulated populations with the scarce observational data. We found that the thick disk population agrees better with the MACHO observational distribution of event timescales than the halo population. Finally, we found that when both the halo and the thick disk populations are considered, nearly half of the measured value of the microlensing optical depth towards the LMC can be explained at the 95% confidence level by our simulated halo and thick disk populations. According to our simulations, the fraction of halo dark matter that can be expected from MACHOs increases moderately (to $f = 0.06 - 0.07$) with respect to our previous results ($f = 0.05$) when hydrogen-deficient white dwarfs are taken into account.

7.1.4 Summary

To sum up, our findings show that neither white dwarfs nor red dwarfs can be major contributors to the microlensing optical depth towards the LMC. Hence, they cannot account for the bulk of dark matter. Our simulations are in good agreement with the results of the EROS survey (Goldman et al., 2002), and with other similar theoretical (although not as complete as ours) studies (Isern et al., 1998; Koopmans, 2002; Bennett, 2005), and also with studies based on the chemical evolution of our Galaxy (Canal et al., 1997; Gibson & Mould, 1997; Komatsu et al., 2011). Our findings reinforce the idea, previously pointed out by other studies, that the optical depth found by the MACHO survey is most likely an overestimate, probably due to contamination of self-lensing objects — see, for instance, Besla et al. (2013) — among other possible explanations.

7.2 White dwarf-main sequence binaries in the SDSS-DR7

We designed and implemented a Monte Carlo simulator aimed to study the properties of a sample of white dwarf–main sequence binaries, taking into account the different biases of the sample. Also, we carried on a comprehensive set of Monte Carlo simulations of the population of white dwarf plus main sequence binary systems in the Sloan Digital Sky Survey. Our simulations encompass a very broad range of possible situations, including three distributions of secondary masses, different prescriptions for the treatment of the common envelope episode, and of the parameters controlling the tidally enhanced mass loss during this phase. In our simulations we included all the known systematic observational biases, among which we mention the photometric selection effects (including detailed color cuts), the spectroscopic completeness of the sample, the intrinsic binary bias, and the efficiency detection resulting from the distribution of the observed period distribution. Additionally, our population
synthesis code incorporates detailed and up-to-date descriptions of the most important necessary physical and astronomical inputs. In particular, we use reliable white dwarf cooling sequences for helium, carbon-oxygen, and oxygen-neon white dwarfs, and main sequence lifetimes. We also employed a recent initial mass function and the most recent available initial-final mass relationship. We adopted as well the most commonly used distributions of initial orbital separations and eccentricities, and we also used standard prescriptions to compute the Galactic distributions of the binary systems.

Armed with these tools we first studied how the different photometric selection cuts affect the final size of the theoretical sample. We found that the color cuts reduce considerably the initial sample, and that typically only $\sim 7\%$ of the simulated systems survive the cuts. The number of surviving systems is further reduced when the spectroscopic completeness filter is applied, leaving only $\sim 3\%$ of the original synthetic systems. The intrinsic binary bias and the period filter additionally reduce the total size of the simulated samples, resulting in total sample sizes which are of the order of $\sim 0.2\%$ of the initial one. All in all, our simulations show that, given the actual observational capabilities, we are probing a very limited number of systems, and that most possibly the observational sample suffers from poor statistics. This, in conclusion, very likely prevents from drawing definite conclusions about the overall properties of the distribution of systems, despite the huge observational efforts done so far. Additionally, we also find that the population of pairs containing white dwarfs with helium cores is over-represented in the final sample.

Nevertheless, given that the size of the sample has noticeable increased during the last years we studied how the different theoretical prescriptions compare with the wealth of observational data. We started studying the role of the enhanced mass-loss parameter during the red giant phase due to the presence of a close companion. We found that even for small values of the enhancement parameter the percentage of helium white dwarfs is at odds with that observationally found, and that only small values of this parameter are compatible with the observational data set. We then studied the effects of a variable binding energy parameter, finding that the distributions of the most relevant quantities (mass of the primary at the common envelope episode, white dwarf mass and final orbital period) are not markedly affected by the choice of the fraction of the thermal energy available to eject the common envelope, $\alpha_{\text{int}}$. The only distribution that changes noticeably is the distribution of binding energy parameters, $\lambda$, as it should be expected.

We then compared the results of our population synthesis studies with the observational data. Specifically, we compared the results of our Monte Carlo simulations with the observed period distribution of post-common envelope systems, and the fraction of systems with helium core white dwarfs in the SDSS. We computed a large number of simulations covering a wide range of values of the common envelope efficiency parameter, $\alpha_{\text{CE}}$, and the binding energy parameter, $\lambda$ in which we adopted the most standard inputs for the rest of the necessary prescriptions. We also com-
computed another set of Monte Carlo calculations in which a variable $\lambda$ was adopted, for different values of the internal energy parameter, $\alpha_{\text{int}}$. All this was done for three different secondary mass distributions, a flat one, a mass distribution inversely proportional to $q = M_2/M_1$, and a mass distribution of secondaries which increases linearly with $q$. Although the observational error bars are still large, we were able to discard a significant number of models, whereas a reduced set of models presented a nice agreement with the observational distributions. Using a Kolmogorov-Smirnov test we ended up with four models which are able to match both the percentage of helium white dwarfs in the SDSS sample, and the observed distribution of periods. All these models were computed adopting $\alpha_{\text{CE}} = 0.3$, but different distributions of secondary masses and different values of the fraction of thermal energy available to eject the common envelope, $\alpha_{\text{int}}$. We found that a degeneracy between the distribution of secondary masses and the value of $\alpha_{\text{int}}$ exists. Nonetheless, our results show that large values of this parameter are ruled out by the observations, although the ensemble properties of the population of this kind of systems do not allow us to discard small values of $\alpha_{\text{int}}$, say smaller than 0.2, approximately. Instead, our simulations show that models with a variable binding energy parameter seem to fit better the observed distribution of periods and the fraction of helium white dwarfs in the SDSS sample than models in which the binding energy parameter is assumed to be constant.

Finally, we studied as well the distribution of orbital periods as a function of the masses of the primary and the secondary, and for two of the simulations discussed before we found an excellent agreement with the observational data. These simulations were obtained using $\alpha_{\text{CE}} = 0.3$, $n(q) = 1$ and $\alpha_{\text{int}} = 0$, and $\alpha_{\text{CE}} = 0.3$, $n(q) = q$ and $\alpha_{\text{int}} = 0.1$, respectively. These simulations reproduce not only the distribution of orbital periods, the fraction of helium white dwarfs but also the observed period distribution as a function the mass of the white dwarf, for carbon-oxygen white dwarfs, helium white dwarfs and for the entire population of white dwarfs. Consequently our simulations yield support to the hypothesis that some moderate fraction (of the order of $\sim 10\%$) of the thermal energy is used to eject the common envelope. However, the scarce number of WDMS systems, although largely increased by the discoveries of the SDSS and the subsequent analysis, prevents us from drawing definite conclusions on this issue.
Appendix A

Schmidt’s estimator

The Schmidt’s estimator, also known as the \((1/V_{\text{max}})\) method, is a non-parametric method used to calculate the luminosity function for a complete sample of objects. It was first designed and used by Schmidt (1968) in the studies of the quasar population, and later on it was extended to proper motion selected samples (Schmidt, 1975). Some time later Felten (1976) made a generalization of the method introducing the dependence on the direction of the sample. This issue results to be essential when considering non-uniform distributions of objects. For instance, when the effects of the Galactic scale height need to be considered. On the other hand, it has been mathematically demonstrated that the \((1/V_{\text{max}})\) method is an unbiased estimator for a sample limited in proper motion and apparent magnitude. For all of these reasons the \((1/V_{\text{max}})\) method is widely used to estimate the luminosity function of the white dwarf population. Here we describe the main ingredients of this method.

First of all we consider the radial distance from the observer. Thus, for each white dwarf of the sample we obtain the maximum distance \(r_{\text{max}}\) and the minimum distance \(r_{\text{min}}\) at which the white dwarf would still belong to the sample. These values are calculated using the expressions:

\[
r_{\text{max}} = \pi^{-1} \min \left[ \left( \mu/\mu_l \right); 10^{0.2(m_f - m)} \right]
\]

\[
r_{\text{min}} = \pi^{-1} \max \left[ \left( \mu/\mu_u \right); 10^{0.2(m_b - m)} \right]
\]

where \(\pi\), \(\mu\) and \(m\) are respectively the parallax, proper motion and apparent magnitude of a particular white dwarf of the sample. The lower and upper proper-motion survey limits are denoted by \(\mu_l\) and \(\mu_u\), while the faintest and the brightest apparent magnitude survey limits are denoted by \(m_f\) and \(m_b\), respectively. Secondly, we can now estimate the maximum volume \(V_{\text{max}}\) over which each white dwarf contributes as

\[
V_{\text{max}} = (4/3)\pi \beta (r_{\text{max}}^3 - r_{\text{min}}^3)
\]
where \( \beta \) is the fraction of the sky covered by the sample. We note that since \( V_{\text{max}} \) is the volume defined by the maximum and minimum distance for which a particular white dwarf would still appear as a member of the selected sample, it also provides the likelihood of detecting this particular white dwarf. Consequently, its contribution to the space density will be the inverse of this volume, \( 1/V_{\text{max}} \).

Until now we have assumed that the spatial distribution of a given population does not depend on the distance, and hence that its luminosity function — that is, its space density — is not affected by the presence of gradients in the spatial distribution. However, for most Galactic samples this is not true, as the density of disk stars decreases rapidly as we move away from the Galactic plane. Therefore, the effects of the Galactic scale height law need to be taken into account. This can be done modifying conveniently the expression for the maximum volume in the following way:

\[
V_{\text{max}} = \frac{4}{3}\pi \beta (r_{\text{max}}^3 - r_{\text{min}}^3) \exp(-z/H) \tag{A.4}
\]

where \( H \) is the Galactic disk scale height and \( z \) is the perpendicular distance from the Galactic plane.

With all these considerations we can proceed to compute the luminosity function of any white dwarf population simply adding the individual values of \( 1/V_{\text{max}} \) for each star of the sample. This is done, obviously, for each luminosity luminosity bin, and as a result the distribution of white dwarfs as a function of the bolometric magnitude is obtained. Moreover, it can be shown that a sample can be considered complete when the average of the individual white dwarf volumes divided by its maximum value is just half unit, \( \langle V/V_{\text{max}} \rangle = 0.5 \).

Finally, we would like to recall that, as previously mentioned, the \( 1/V_{\text{max}} \) method in an unbiased estimator for a complete sample. However, Takeuchi et al. (2000) have pointed out that the \( 1/V_{\text{max}} \) method is seriously affected when the input data is clustered, that is, when the input data is not homogeneously scattered. Consequently, \( 1/V_{\text{max}} \) method should only be used when homogeneity and completeness of the sample is guaranteed. For a comprehensive analysis of the \( 1/V_{\text{max}} \) method — as well as other and more sophisticated ones, such as the C– method, the STY method or the Choloniewski method — their statistical significance and the effects of the measurement errors and other biases, we refer the reader to Geijo et al. (2006) and Torres et al. (2007).
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