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THESIS ABSTRACT 
 

It is widely believed that many drawbacks in today’s wireless   communication paradigm 
might be relieved by enabling high carrier frequency transmission, and endowing both the 
network and the user equipment with some degree of reconfigurability. The urgency of a new 
framework in wireless digital transmission which should allow for higher bit rate, lower latency 
and tighter delay constraints, led us to investigate the fundamental building blocks which, at the 
circuital/device level, will foster a change towards more efficient communication schemes, 
delivering a more satisfactory end user experience.  

Specifically, this work deals with the inherently analog devices, found at the core of each 
transceiver module and capable of providing the carrier signal; these are the oscillators. In 
particular, two distinct classes of oscillators are regarded central to our contribution. One class is 
constituted by N-push oscillators, which thanks to coupling effect of N identical core oscillators 
allow N-fold harmonic generation (and thus high frequency transmission). The second class is 
constituted by wideband tunable oscillators, whose topology derives from a feedback distributed 
amplifier and therefore called distributed oscillators; by adequately altering the bias level at each 
section Distributed Voltage Controlled Oscillators can be implemented (which can scan a wide 
frequency range). The introductory part of this work, deals with their operation principles in great 
detail. 

As microwave oscillators are nonlinear devices, a full nonlinear analysis, synthesis, and 
optimization is considered for their implementation. Consequently, nonlinear numerical 
techniques have been reviewed in the second part of the thesis. Particularly, the role of Harmonic 
Balance simulations and the auxiliary generator/probe method for obtaining the oscillator 
solutions has been emphasized; the overall research goal of this dissertation is to show that  the 
former techniques are very effective in obtaining detailed information about the periodic steady 
state behavior for the two class of circuits being investigated. 

  A triple-push oscillator topology has been initially considered. Provided a certain phase 
distribution is maintained among the oscillating elements, the output power of the third harmonic 
increases while the lower order harmonics cancel out, which represents the default operating 
mode.   Due to circuit symmetry, to the presence of delay in the coupling network and to 
unavoidable mismatches, unwanted oscillating modes might coexist with the intended one. A 
design strategy relying on the Harmonic Balance parametric analysis of the oscillating voltage at a 
selected node in the coupling network with respect to coupling phase and coupling strength is 
presented, to the aim of quenching undesired oscillation modes. 

Moreover the design of a four stage reverse mode distributed voltage controlled oscillator  
(DVCO) has been described.  All the design steps have been reported, from a very idealized, 
purely behavioral design to a very concrete one, involving details derived from electromagnetic 
simulations. Harmonic Balance techniques were used to evaluate its tuning function, output power 
and DC current consumption, which have been completely characterized across the tuning 
bandwidth. Finally, a method for an optimized design with reduced variations in the output 
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power has been presented. An alternative implementation, targeting wider tuning ranges/ higher 
oscillation frequencies was introduced. The measurements performed on the fabricated prototypes 
revealed good agreement with the simulation results, confirming the validity of the approach. 
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RESUMEN DE LA TESIS  
 

Muchos inconvenientes en el paradigma actual de comunicación inalámbrica podrían ser 
aliviados al permitir la transmisión de alta frecuencia de la portadora, y dotando a la red y el 
equipo de usuario con un cierto grado de reconfigurabilidad. La urgencia de un nuevo marco en la 
transmisión digital inalámbrica que debe tener en cuenta bit-rates elevados, menor latencia y 
restricciones en el  retardo máximo, nos llevó a investigar los principales elementos  constitutivos 
para fomentar un cambio, a nivel circuital y de dispositivo, hacia esquemas de  comunicación más 
eficientes.  

Específicamente, este trabajo se ocupa de los subsistemas inherentemente analógicos, que 
se encuentran en el núcleo de cada módulo transceptor y proporcionan la señal portadora, los 
osciladores. En particular,  nuestra contribución se enfoca en el análisis y el diseño de dos 
tipologías distintas de osciladores. La primera,  está constituida por osciladores N-push, que 
gracias a un efecto de acoplamiento de N osciladores elementales, permite subir el nivel de 
potencia de la componente armónica de orden N y por lo tanto, alcanzar la transmisión de alta 
frecuencia. La segunda clase está constituida por osciladores sintonizables de banda ancha, cuya 
topología se deriva de un amplificador distribuido (con bucle de realimentación)  llamados 
osciladores distribuidos; modificando el nivel de polarización en cada sección, se obtienen 
osciladores distribuidos controlados por tensión (DVCO) que pueden escanear una amplia gama 
de frecuencias.  

En la sección introductora, se abordan los fundamentos de ambas clases de osciladores. 
Como los osciladores de microondas funcionan a través de mecanismos no lineales, se consideran 
técnicas de análisis, síntesis y optimización no lineal para evaluar sus prestaciones.  
Consecuentemente, se han revisado  técnicas numéricas no lineales en la segunda parte de la tesis. 
En particular, se ha destacado el papel de las simulaciones utilizando el método del Balance 
Armónico (Harmonic Balance, HB),  aprovechando de la técnica del Generador Auxiliar  para 
obtener las soluciones oscilantes.  Estas técnicas se han aplicado con éxito a dos clases de 
osciladores.   

Inicialmente, ha sido considerado el análisis y el diseño de un oscilador triple-push. A 
condición de que una distribución de fase determinada se quede constante entre los elementos 
oscilantes, en un oscilador triple-push se observa un incremento de la potencia de salida del 
tercero armónico,  mientras que los armónicos de orden inferior resultan suprimidos; esto es su 
funcionamiento designado. Sin embargo, debido a la simetría del circuito, a la presencia de retardo 
en la red de acoplamiento y a otros desajustes, otros  modos de oscilación no deseados pueden 
aparecer, coexistiendo con aquello previsto por defecto. Se ha  presentado una estrategia de diseño 
basada en simulaciones paramétricas con el método del Balance Armónico. Siguiendo la evolución  
del primer armónico de la tensión oscilante (en un nodo seleccionado en la red de acoplamiento) 
en función de dos parámetros del circuito  (relacionados con la fase de acoplamiento y la fuerza de 
acoplamiento)  se proporcionó una análisis no lineal completa obteniendo la posibilidad  de evitar 
los modos de oscilación no deseados.   
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Además, se ha descrito el diseño de un  oscilador distribuido controlado por tensión en 
modalidad de ganancia inversa  (reverse mode DVCO) compuesto por cuatro secciones activas. 
Conjuntamente, se ha presentado  un método para lograr un diseño optimizado que presentase 
variaciones reducidas de la potencia de salida. En conclusión, se introdujo una implementación 
alternativa, dirigida hacia  más amplias gamas de sintonía / mayores frecuencias de oscilación. Las 
medidas realizadas sobre los prototipos fabricados mostraron buena coincidencia con los 
resultados de la simulación, confirmando la validez de la aproximación. 
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RESUM DE LA TESIS 
 

Molts inconvenients en el paradigma actual de comunicació sense fils podrien ser alleujats 
en permetre la transmissió d'alta freqüència de la portadora, i dotant a la xarxa i l'equip d'usuari 
amb un cert grau de reconfigurabilitat. La urgència d'un nou marc en la transmissió digital sense 
fils que ha de tenir en compte bit-rates elevats, menor latència i restriccions al retard màxim, ens va 
portar a investigar els principals elements constitutius per fomentar un canvi, a nivell circuital i de 
dispositiu, cap a esquemes de comunicació més eficients.  

Específicament, aquest treball s'ocupa dels subsistemes inherentment analògics, que es 
troben en el nucli de cada mòdul transceptor i proporcionen el senyal portadora, els oscil � ladors. 
En particular, la nostra contribució s'enfoca en l'anàlisi i el disseny de dues tipologies diferents 
d'oscil � ladors. La primera, està constituïda per oscil � ladors N-push, que gràcies a un efecte 
d'acoblament de N oscil � ladors elementals, permet pujar el nivell de potència de la component 
harmònica d'ordre N i per tant, aconseguir la transmissió d'alta freqüència. La segona classe està 
constituïda per oscil � ladors sintonitzables de banda ampla, la topologia es deriva d'un 
amplificador distribuït (amb bucle de realimentació) anomenats oscil � ladors distribuïts; 
modificant el nivell de polarització a cada secció, es obtienenen oscil � ladors distribuïts controlats 
per tensió (DVCO) que puguin escanejar una àmplia gamma de freqüències.  

A la secció introductora, s'aborden els fonaments de les dues classes d'oscil � ladors. Com 
els oscil � ladors de microones funcionen a través de mecanismes no lineals, es consideren 
tècniques d'anàlisi, síntesi i optimització no lineal per avaluar les seves prestacions. 
Conseqüentment, s'han revisat tècniques numèriques no lineals en la segona part de la tesi. En 
particular, s'ha destacat el paper de les simulacions utilitzant el mètode del Balanç Harmònic 
(Harmonic Balanç, HB), aprofitant de la tècnica del Generador Auxiliar per obtenir les solucions 
oscil � lants. Aquestes tècniques s'han aplicat amb èxit a dues classes d'oscil � ladors. Inicialment, 
ha estat considerat l'anàlisi i el disseny d'un oscil � lador triple-push. A condició que una 
distribució de fase determinada es quedi constant entre els elements oscil � lants, en un oscil � lador 
triple-push s'observa un increment de la potència de sortida del tercer harmònic, mentre que els 
harmònics d'ordre inferior resulten suprimits, és a dir el seu funcionament designat. No obstant 
això, a causa de la simetria del circuit, a la presència de retard en la xarxa d'acoblament i altres 
desajustos, altres maneres d'oscil � lació no desitjats poden aparèixer, coexistint amb allò previst 
per defecte. S'ha presentat una estratègia de disseny basada en simulacions paramètriques amb el 
mètode del Balanç Harmònic. Seguint l'evolució del primer harmònic de la tensió oscil � lant (en un 
node seleccionat a la xarxa d'acoblament) en funció de dos paràmetres del circuit (relacionats amb 
la fase d'acoblament i la força d'acoblament) es va proporcionar una anàlisi no lineal completa 
obtenint la possibilitat d'evitar les maneres d'oscil � lació no desitjats.  

A més, s'ha descrit el disseny d'un oscil � lador distribuït controlat per tensió en modalitat 
de guany inversa (reverse mode DVCO) compost per quatre seccions actives. Conjuntament, s'ha 
presentat un mètode per aconseguir un disseny optimitzat que presentés variacions reduïdes de la 
potència de sortida. En conclusió, es va introduir una implementació alternativa, dirigida cap més 
àmplies gammes de sintonia / majors freqüències d'oscil � lació. Les mesures realitzades sobre els 
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prototips fabricats mostrar bona coincidència amb els resultats de la simulació, confirmant la 
validesa de l'aproximació. 
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CHAPTER I. INTRODUCTION 

1.1 GENERAL OVERVIEW. MOTIVATIONS AND SCOPE 

Since more than a century ago, when first electromagnetic waves were put into use to the 
radio transoceanic transmission in the famous Marconi’s experiment, the role of wireless 
communication technology has become so relevant and pervasive to such an extent, that it represents 
a difficult exercise to imagine how the world would look without it. Aside to the conventional 
broadcasting communications (radio & TV) the last century had witnessed the deployment of wireless 
networked communication, the most important example being the cellular phone infrastructure, 
which led to a profound modification, a real paradigm shift, the way people worldwide interact 
exchanging information. On the other hand, a parallel revolution took place due to what originally 
was aimed at being a distributed computing platform for facilitating the collaboration among labs 
and faculties across the US, and ultimately became known as the Internet, which nowadays 
delivers a variety of multimedia audiovisual content, and interconnects billions of computing 
devices across the world.  

Comprehensibly enough then, in the last ten years several research proposals dealt with the 
interplay among computing and communications targeting more efficient ways to improve the 
existing network infrastructure and users’ equipments, in order to guarantee the end user content 
delivery with an unprecedented fidelity, utilizing the wireless transmission framework. This goal 
clearly sets a constraint on the mapping between the class of services/ content-type being requested 
and the streaming rates of the digital baseband signal to be transmitted. Surely, from the point of view 
of performance optimization, adopting better engineered transmission protocols and modulation and 
coding schemes would help in achieving a good compromise between the two conflicting 
requirements (quality of service vs. achievable bitrates), based on many ad-hoc solutions tailored for 
the specific software application, media type, and traffic patterns. At the end of the day, the fact 
remains: higher quality is associated to higher bitrates, and thus (according to Nyquist Theorem) 
to a wider spectral occupancy of the baseband signal around the frequency of the carrier (a given 
radio channel). This constitutes a problem in the overcrowded electromagnetic licensed spectrum, where a 

plethora of coexisting standards have been allocated in frequency, with pre-established physical layer 

parameters, due to the possibility of mutual channel interference. This issue can be addressed by 
having recourse to two options, in order to efficiently allocate radio resources. The signal  
transmission could be shifted in the unlicensed band employing higher frequencies carriers, taking 
advantage of  still available unused portions of the electromagnetic spectrum to achieve higher bitrates 
and making the interference constraint appear as a minor issue;  e.g. transmissions at 100 Mbit/s— 
1Gbit/s have been demonstrated in the 60 GHz bandwidth [1].  Otherwise the electromagnetic 

spectrum could be managed in a more flexible way, according to the recently introduced Cognitive 
Radio paradigm [2], by requiring both user devices and the network infrastructure are endowed 
with advanced software functionalities that dynamically map the telecommunication services of a 
given user to the locally and temporarily idle bands (i.e. not being used at the moment, in the immediate 

surroundings by other users) of the licensed spectrum, pursuing load balancing on the network side, 
and interference minimization among users. 
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However, in order to fully exploit these benefits, a significant advance in the enabling 
hardware technology implemented on the transceiver handsets is required. If the first option is 
considered, high frequency oscillators will be needed. However, generating an oscillating signal at 
frequencies greater than 30 GHz is made difficult by the active devices parasitics, which 
significantly impair the final performance. A more efficient solution would be to realize higher 
frequency sources by suitably combining the output of several lower frequency oscillators, giving 
rise to the N-push oscillator topology [3], delivering additional benefits in terms of phase noise 
reduction, decrease in modeling/simulation complexity, and improvements in the overall cost 
effectiveness, since a difficult high frequency oscillator design is brought back to the design of lower 
frequency oscillating sub-units, adequately inter-connected by a coupling network. 

Alternatively, should the Dynamic Spectrum access be considered (according to the new 
Cognitive Radio paradigm), the user terminal  would need to  be endowed with a very wideband 
oscillator, capable to scan multi-GHz segments of the electromagnetic spectrum, to detect a 
spectrum hole and altering its physical layer parameters, initiate an opportunistic transmission. A 
promising candidate for a free-running wideband voltage controlled oscillator needed to perform 
this task, derives in turn from an old invention, the Distributed Amplifier [4]. In contrast with the 
conventional lumped design, the distributed configuration offers an increase in signal power gain 
without being affected by a bandwidth reduction caused by high frequency currents shunting 
effect (due to active devices’ parasitic capacitances).Thus introducing a feedback path and 
implementing a suitable biasing strategy in a distributed amplifier, a wideband tunable oscillator 
is obtained, which could conveniently be used as a subsystem in envisioned cognitive radio 
equipments [5]. 

Being so relevant to practical purposes in the foreseen scenarios, both the N-Push oscillator 
topology and Distributed (voltage controlled) oscillator are investigated in this thesis. Many 
works, based on a linear analysis/small signal models approach, have successfully dealt with the 
problem of deriving the conditions for which the oscillations can be triggered in the 
aforementioned topologies. Nevertheless, resorting only to linear analysis /small signal models for 
such intricate configurations often leads to oversimplified results, running the risk of obtaining 
high discrepancies with the measurements performed on a real prototype. Moreover, linear 
analysis simulation techniques, as later will be seen do not allow to estimate important figures of 
merit; in the case of designing an oscillator for example, linear analysis could be used at a 
preliminary design stage, and just for detecting an estimate of the actual oscillation frequency. 

 The distinctive feature of this work relies in the application of nonlinear simulation 

techniques, which allow taking into account the complex dynamics governing multi-device, 

distributed, autonomous active circuits, to both shed new light into their operation and provide 
design hints.  In the next sections, these aspects will be examined with greater detail. 

 

1.1.1 N-PUSH OSCILLATORS AS EFFECTIVE FREQUENCY MULTIPLIERS /HARMONIC 

GENERATORS 
The need for high frequency signal sources arises naturally in the context of practical 

application of microwave and millimeter wave systems, which span across radioastronomy/space 
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applications [6],  radio transmission in the 60 GHz bandwidth [7], research for THz radiation 
sources [8].High frequency carriers could in principle be generated designing an oscillator (or an 
oscillator driven system, such as a PLL) that might provide the required signal without employing 
any sort of frequency conversion, or rather starting with a lower frequency source and then raising 
it via frequency multiplication. The former approach leads to added complexity, due to the 
presence of noise impairing the oscillation frequency stability [9], and modeling difficulties for 
high frequency (>30 GHz) microwave components and substrates (or processes, if dealing with 
MMIC). In contrast, adopting the second approach, a higher frequency signal is obtained as the 
output of a cascade of microwave multipliers from a more stable lower frequency source [10].   
 

Frequency multipliers are roughly divided in two categories: passive and active multipliers 
[11]. In passive multipliers, usually the nonlinear output current or the nonlinear voltage across 
the junction capacitance of a diode is responsible for frequency multiplication, providing 
wideband operation but clearly presenting conversion losses; an amplifier stage is thus frequently 
needed to make up for them, introducing the required gain. Alternatively an active 
implementation, based for example on FET devices, is based on the harmonic generation due to 
operation near the pinch-off region of the output characteristics, delivering conversion gains on the 
order of 10 dB; however the noise in this case is a relevant issue, particularly when considering 
cascaded connections [6—11]. For all the aforementioned reasons, alternative approaches should 
be considered. To this aim, quiet recently much attention has been devoted to the investigation of 
microwave N-push oscillators topologies [12—19] for their ability to act as effective frequency 
multipliers, being basically harmonic generators. Essentially, N-push oscillators are obtained by 
coupling N identical oscillator elements operating at the same oscillation frequency f0  by means of 
a linear passive combining network which generally shows a high degree of symmetry (being  it a star 
or ring network as shown in  [12, 13]). Assuming that all oscillators are perfectly synchronized 
with a phase distribution of 2π/Ν  among neighboring elements, the output waveform, which is 
usually taken at the node corresponding to the centre of symmetry of the network, will then 
present the harmonics up to the (N-1)th order virtually suppressed (highly attenuated in practice) 
and the Nth harmonic boosted, delivering the oscillation frequency Nf0. Therefore, designing an N-
push oscillator based frequency multiplier at a frequency fout = Nf0 would, by and large, consist in 
choosing a suitable topology which allows the N-th harmonic generation from N identical subunits 
operating at   f0 = (1/N) � fout.  Each individual oscillator working frequency is therefore reduced by 
a factor of N, which brings relevant benefits to the phase noise of the output signal [12] and 
relieves noticeably the requirements in terms of high frequency behavior/modeling of the active 
device, electromagnetic coupling, values for loaded QL for microwave lumped inductor and 
capacitor of the LC tank [18]. Moreover as an additional  benefit, in case of employing variable 
frequency sources (VCO) having a tuning range ∆B, the tuning range of the combined waveform T 
gets multiplied as well by the same factor N obtaining T=N∆B [18] 
 

In practical applications, due to increasing complexity of the passive coupling networks 
and to the attenuation due to losses the order N is limited to a  small number; in fact examples of 
push-push (N=2) oscillators [20, 21], triple-push (N=3) oscillators [16, 17] and more recently 
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quadruple push (N=4) oscillator [22—24] are very common in the literature1. In particular, triple-
push oscillators will be covered here since they represent a good tradeoff between the need for 
higher frequency operation, compact size requirements, still preserving an adequate DC to RF 
efficiency2 [18]. Nevertheless, it is worth noting that the amount of lower order harmonics rejection 
depends strictly on component tolerances which are inevitably present in real world circuits. In 
fact, a perfect cancellation of lower order harmonics would require identical oscillating elements, 
which is impossible to achieve in practice3. Furthermore, the intrinsic symmetry in triple push 
oscillators in presence of delays4 makes possible the appearance of different oscillating modes [25, 
26] coexisting along with the intended one, that are simultaneously stable (therefore physically 
observable) to which the system, subject to different initial conditions, might evolve. Thus, for a 
first-pass design, it becomes vital performing a nonlinear analysis of the various oscillating modes, 
identifying observable states and monitoring their evolution  in dependence of some critical circuit 
parameters, whose variations can determine their multistability, their partial cancellation or  their 
total disappearance to a nonoscillatory rest state (a phenomenon called  “amplitude death” [27]). 
As reported in [28], both the delay and the coupling strength among oscillating elements are essential 
parameters for the description of complex collective behavior in coupled oscillator systems.  In 
[26], the voltage magnitude of an oscillating element at the fundamental at a convenient node (|Vn (1)|) was 
chosen to be a suitable observable state, the degree of coupling was considered as the corresponding 
critical parameter  and solution paths were traced by means of  numerical continuation techniques 
[29] [30]. In a traditional triple push oscillator topology the coupling network (usually having a star 
topology) is essentially composed of transmission (microstrip) lines sections; hence only coupling 
phase (related to distributed delays) might be modified by controlling the length of each coupling 
arm5. In order to act upon the coupling strength, it’s convenient to augment the network, cascading 
each elemental oscillator with resistive T or Π pad attenuator as in [25] or high-pass k-constant 
filters [26], tuning their internal lumped components values (resistances in case of pad attenuators, 
inductances/capacitances in case of lumped filters) in order to obtain a specified attenuation at 
each sub-oscillator’s fundamental frequency. Using high pass filter section has the advantage of 
providing attenuation only at the fundamental frequencies, leaving higher order harmonics 
unchanged, which facilitates third harmonic boosting.  
                                                      
1 An extreme case of implementation of an N-push oscillator has been reported in consisting in an “Octa-push”  oscillator 
(N=8), designed for applications in the V band [3]. 

2  In fact, if P  represents  the DC power consumed by a single oscillator, the N-push oscillator uses up roughly (as a first 
order estimate) N times as much as P [18] 

3  The ratio of the mth order harmonic (power) to the Nth order harmonic (power)  (with m<N) quantifying the harmonic 
rejection might be hard to estimate from numerical simulation due to component mismatches, and generally this quantity 
is exactly known after an experimental validation. For this reason,  most of the times, achieving a prescribed rejection 
level for lower order harmonics necessitates  a cut and try procedure with a-posteriori tuning of the circuit. Statistical 
Analysis or Sensitivity analysis tools included in most EDA software could help in extracting mean values, or best 
case/worst case values.  

4 Due to the distributed nature of the coupling network, generally made up of transmission lines. 

5 For a given substrate, in a planar transmission line (microstrip line) two parameters could be simultaneously adjusted; 
its width and its length. The length is mainly responsible for a phase shift at the output (presenting the same values at 
multiples of the signal wavelength) while the width mainly controls the impedance. Assuming the impedance of the 
coupling network is matched to the 50 Ω load, only the length of the line can be altered.    
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Taking into account the previous considerations, this work illustrates the design of a 6 GHz 
Triple—Push Oscillator, following the works [25, 26].  Core oscillators operating at a nominal 
frequency of about 2 GHz are initially designed, and subsequently coupled by means of microstrip 
lines in a star configuration. Full nonlinear simulations based on the Harmonic Balance method 
have allowed tracking the evolution of each mode by taking advantage of auxiliary generator 
techniques for the synchronized regime [25, 31].  In order to provide different phase and 
amplitude conditions for each oscillator element which defined a particular oscillating mode, three 
different auxiliary generators have been used [14, 15]. Furthermore, the evolution of each mode 
has been tracked sweeping two distinct parameters, namely the attenuation level (provided by the 
high pass filter section and governing the coupling strength among oscillating subunits) and the 
coupling line length (in order to alter the amount of delay between coupled elements) and observing 
the solution path (parametric plot) for |Vn (1)|. Numerical continuation techniques (branch 
switching) have been employed when dealing with many-valued function, as in the case of the 
local behavior of parametric curves in the neighborhood of a turning point [30]. Graphical results 
confirmed the theoretical prediction in [28] for the existence of “mode islands”.  Carefully selecting 
attenuation level and coupling line length, it was possible to avoid the spurious modes and to 
establish a progressive phase distribution of 2π/3 among oscillator elements, which ensured the 
third harmonic generation. Simulation results were experimentally validated through the 
fabrication of a Triple Push Oscillator prototype [26] making use of standard microwave Surface 
Mount Components (SMC) and a microstrip printed circuit board layout. 

 

1.1.2 DISTRIBUTED VOLTAGE CONTROLLED OSCILLATORS FOR WIDEBAND SPECTRUM 

SENSING 
Since when they appeared in the earliest FM demodulation schemes, Voltage Controlled 

Oscillators (VCOs) have been receiving much attention from the scientific community and this 
tendency still continues nowadays due to the exponential growth of data-intensive wireless 
communications [32—33]. In fact, high-performance RF front end is required to cope with 
increasing transmission rates, lower energy consumption, and enhanced compatibility with 
different wireless protocols/standard of the newest wireless devices/handsets. Voltage Controlled 
Oscillators (VCOs) represent ubiquitous key elements of modern transceivers [34], in which they 
commonly serve as variable carrier frequency synthesizers either in direct frequency synthesis, or 
when used in Phase-Locked Loops (PLL) [35—37] A great deal of research has been carried out, 
optimizing the VCOs to address specific issues, like reducing their phase noise, minimizing their 
power consumption, raise their operational frequency  or extend their tuning bandwidth, just to 
name a few [38] [39] [40].  

Moreover, the importance of wideband tuning capabilities for wireless mobile user 
terminals has been recently emphasized in the context of Cognitive Radio (CR) paradigm [41]. In a 
CR scenario, a secondary user6 can access many legacy radio Access Technologies (ATs)7 with 

                                                      
6 In the Cognitive Radio paradigm, a fundamental distinction is made among the primary users, which can be thought as 
subscribers of a licensed telecommunication service, and secondary users which opportunistically exploit the portion of 
electromagnetic spectrum underutilized by the primary users, or rather communicate using unlicensed bands. In the 
literature, primary users are also named spectrum owners or subscribers, while secondary users are often called cognitive 
radio users. See [41].  
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higher degree of flexibility, depending on the spectral condition at a determined instant in time 
within a certain geographical area and on a maximum admissible mutual interference brought to 
primary users. Therefore a terminal needs no longer to be mapped to a single AT but instead, 
employing sophisticated dynamic spectrum sensing/ spectrum management algorithms a cognitive 
device selects and exploits locally unused portion of the electromagnetic spectrum, adapting the 
transmission parameters (i.e. carrier frequency, modulation and coding scheme, output power) in 
order to maximize the AT capacity, maintaining at an acceptable level the interference caused to 
other users [42]. It is understandable that spectrum sensing procedures are extremely important for 
these smart devices. Therefore, in order to span multi-gigahertz bandwidths and opportunistically 
access the free portion of electromagnetic spectrum, a wide tuning bandwidth VCO  is required 
[43] [44]. 

Due to technological advancements in the MMIC components and processes8 very high 
frequency oscillators and VCO have been implemented (as reported in [45—47]). It is worth noting 
that different design goals like compact size, low cost, low DC voltage supply, low power, low 
phase noise, wide tuning bandwidth, make one VCO more suitable than others depending on the 
specificity of the application; in general it turns out to be a rather difficult task to find a balanced 
tradeoff between conflicting design requirements, using conventional circuit techniques for LC 
oscillators [48—50]. Actually, the design of an analog VCO is commonly based on a suitably 
modified oscillator circuit core, obtained inserting an additional varactor in the LC tank resonator9. 
On the one hand, high frequencies, low phase-noise VCOs have been obtained using the 
aforementioned technique [51—57]. On the other hand, they generally10 present a limited tuning 
capability (expressed in terms of fractional bandwidth11), and therefore inadequate for the 
spectrum sensing tasks to be performed by the foreseen cognitive radio devices [58—60]. 

One possible solution might be provided by employing Distributed circuits [5], which 
markedly fit to wideband operation. The foremost representative of this class is the Distributed 
Amplifier (DA) which was invented to overcome the restrictions imposed by the gain-bandwidth 
product in conventional topologies [61]. Allowing more stages to be connected by artificial 

                                                                                                                                                                                
7 GPRS,  EDGE (2.5 G); UMTS, HSPA, Ev-DO ,  for mobile phones, IEEE 802.11 a/b/g/n (WiFi) in the case of wireless 
networks, WiMAX for broadband regional networks or their envisioned counterpart (LTE, Long Term Evolution 
framework [2] [32—33]). Notice how in general these standards define different transmission bands, carrier frequencies, 
modulation and coding schemes (that is, different physical layers specifications). Particularly, the TX/RX bands might be 
spaced by several GHz (ex EDGE-HSPA-WLAN (802.11b)). 

8 The possibility of attaining high frequency oscillation in an integrated version of a traditional LC tank oscillator, 
depends on the particular device (process) being used, and on inductors parasitics. If fT  is the transition frequency of the 
intrinsic device (after which its  current gain drops below unity), the maximum oscillation frequency, fmax  is proportional 
to fT ; semiconductors process improvements lead to higher fT  and therefore to higher achievable fmax. Likewise, better 
miniaturization techniques in inductors fabrication technology, which are associated to a decreased impact on its  high 
frequency limiting parasitics, is reflected in an higher operating  frequency range for the oscillator circuit [ 45—47].  

9 Limited tuning of the oscillation frequency might also be achieved by changing the bias level of the active device. 

10 Lately, examples of very wideband LC tank oscillators have been shown, due to the aforementioned process 
improvements, especially in CMOS devices [58—60]. 

11 Fractional Bandwidth is the ratio of the tuning bandwidth to its central frequency. 
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transmission lines sections the active devices’ stray capacitances12 get effectively decoupled, 
preventing bandwidth reduction observed in conventional topologies. Signal amplification is 
obtained in a concurrent fashion; as the signal progressively traverses the input line it is tapped at 
the active devices inputs and an amplified replica propagates down the output line. Consequently 
a linear increase with the number of active sections of gain is provided [62]. However, since the 
parasitic capacitances are absorbed in a LC type interstage coupling networks, acting as low-pass filters 
the amplifier bandwidth can be carefully selected, and made close to the intrinsic devices’ 
frequency limit. Not surprisingly, soon after the introduction of the Distributed Amplifier, the 
effect of a distributed parameter network over a conventional oscillator circuit began to be studied 

[63, 64] as a new mean for increasing its oscillation frequency.  In [65], for the first time it was 
proposed to implement a distributed oscillator as derived by the distributed amplifier topology 
endowed with an internal feedback path connecting the input/output lines. It was analyzed the 
possibility of achieving continuous tuning across a decade wide frequency range from a modified 
topology for distributed amplifier, employing p-HEMT devices in common source configuration, 
and varying their gate bias’ levels. Having created a feedback path after the removal of the output 
line (drain line) matching resistor, and by taking advantage of the distributed amplifier’s reverse 
gain, oscillations could be generated; their frequency was seen to depend on the specific bias 
configuration chosen for the N active devices. In particular, by individually activating each of 
them, while the other   N-1 remain switched off, discrete resonances are triggered, whose 
frequency decrease as later stages are turned on [65], from the highest (when the first section is 
active) to the lowest (when the last section is active). Furthermore, considering the simultaneous 
biasing of two neighboring sections, oscillating signals with intermediate frequency could be 
generated, provided their voltage level is varied in a complementary manner [65].  Repeating this 
procedure with every pair of adjacent sections, the oscillation frequency spans the bandwidth 
comprised between the highest and the lowest resonant frequencies, which essentially depends (in 
a small-signal approximation, at least) on the frequency response of the DA passive (linear) part, which 
can be therefore optimized. Results were experimentally confirmed [66, 67]. This is circuit is seen 
to offer greater tuning performance, substantiating the theoretical analysis carried out in [65], 
delivering a multi-GHz tuning bandwidth (1 GHz—3.8 GHz), exceptional rejection of higher order 
harmonics, (ranging from -18 dBc to -44 dBc for second harmonic, -17 dBc to -55 dBc for third 
harmonic across the tuning band) and adequate phase noise levels13, while simultaneously other 
different distributed oscillators were independently realized [68, 69]. The distributed oscillators 
reported in [67] and [69] present different tuning capabilities, owing to a different choice for the 
feedback loop insertion, together with different biasing strategies for the active sections. In [69] a 
distributed amplifier containing two paired active devices per section is provided with a feedback 
loop from the drain load resistor side, to the input line. Tuning is achieved by properly varying the 
active devices’ bias voltage with the “current steering” technique [70] realizing a four sections 10 
GHz VCO in CMOS technology delivering a 12% tuning bandwidth (9.3 GHz—10.5 GHz), with -7 

                                                      
12 Parasitic capacitances are responsible for a lowpass filtering of the active devices’ currents, due to shunting effect; 
therefore they degrade the bandwidth performance of an amplifier at high frequencies. By using transmission lines as an 
input/output transmission structure among each section, the shunting effect could be controlled by design and 
mitigated (see chapter II). 

13 Phase noise of the oscillator in [67] wasn’t reported.  In our  implementation it was found to be around -100 dBc/MHz 
on average across the tuning range, see chapter VI. 
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dBm output power and a phase noise of -114 dBc/MHz (at 1 MHz from the 10.2 GHz carrier) 
exploiting the forward gain of the distributed amplifier. 

The reverse mode Distributed Voltage Controlled Oscillator (DVCO), presented in [65—67] 
represents a valuable candidate in the light of possible applications as a subsystem in multi-
standard cognitive device transceivers. Although intrinsically provided with wideband tuning 
capabilities this circuit lacked an adequate tuning algorithm, as the authors themselves stated 
[65—67].  The issue arose since the analytical framework used for explaining the VCO operation 
relied on small signal analysis in which the active devices’ parameters are assumed not to depend 
upon signal strength [11, 29]. On one hand, this approximation surely enabled to shed some light 
on the biasing strategy of the active sections to provide tuning. On the other hand, linear signal 
analysis techniques fell short in predicting actual VCO behavior as they only made available just 
the oscillation frequencies estimates. In fact, authors in [67] had admittedly recourse to time 
domain simulations to analyze both the transient and steady state regime of the circuit in large 
signal conditions. Since the reverse mode distributed VCO tuning strategy involves the 
simultaneous variation of more than one parameter at a time (as later will be detailed), several 
time domain simulations would need to be sequentially run. Nevertheless, the numerical solution 
of differential equations [11, 29] governing the behavior of a DVCO requires exceedingly high 
computation times, since many cycles of a high frequency carrier (sampled with a very short time 
step) have to be integrated until the transient is extinguished and the periodic regime is finally 
settled. Moreover, distributed components (i.e. transmission line sections) which are natively 
frequency dispersive, are normally approximated by having their frequency domain 
relationships14 expressed in the time domain by a convolution integral, which in turn needs to be 
reconstructed via interpolation at the sampling instants15. This procedure may introduce 
estimation errors which severely limit the solution accuracy, potentially causing convergence 
failure [11]. 

For these reasons, it has been chosen to study the DVCO by means of nonlinear Harmonic 
Balance (HB) techniques [71—74] which retain a simple description of distributed components in 
the frequency domain. Moreover, the use of frequency swept Auxiliary Generators techniques 
[31,75] enables a complete description of the tuning algorithm, delivering the voltage-frequency 

                                                      
14 In frequency domain, the output signal emerging from a passive component (lumped or distributed) is simply given 
by the input signal times the transfer function of the passive block. Conversely, reconstructing the output signal in the 
time domain would involve evaluating the convolution of the input waveform with the time-varying impulse response 
[11]. 

15 Usually the description of passive (lumped/distributed) components is given with high accuracy using frequency 
domain data (directly obtained from S-parameters measurements). In order to get the impulse response in the time 
domain, their frequency response undergoes an Inverse Fourier Transform (IFT). However, non-causal functions could 
result (extending for negative values of time) from IFT of certain spectra, lacking any physical significance. Assuming the 
result of the IFT computation is causal, its knowledge is limited to discrete samples which are evaluated at time instants 
which may not agree with those of a specific time domain simulation. Reconstruction of the missing samples is 
performed by means of interpolation [11]. 
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graphs as in [76—78]. The same techniques might be used to study the parametric sensitivity of the 
DVCO to the aim of delivering optimal performance16, thus serving as efficient design tools.  

Based on the HB analysis, various prototypes have been implemented, taking advantage of the 
onsite facilities for printed circuit board manufacturing, showing good agreement with the 
simulation results. Two different DVCO topologies have been designed and tested. The first one, is 
inspired by the seminal work [43] and makes use of hybrid filter cells composed by transmission 
line sections and discrete inductors and capacitors [57]. The second one relies on periodically 
loaded uniform transmission lines which are coupled by the active devices. 

 

1.2 THESIS STRUCTURE. 

This thesis is organized according to a top-down scheme. After the introductory chapter, the 
subsequent ones deal with the following subjects: 

Chapter II. Literature Review and Background, which covers the state of the art  for coupled 
oscillators topologies (in relation to the specific case of N-push oscillators) and Distributed Circuits 
(in particular Distributed Oscillators), and describes the operation principles for Triple Push 
Oscillators and Distributed Oscillators. In the case of triple push oscillator, the phase amplitude-
relationships among the core oscillating elements, needed for generating a high third order 
harmonic output signal, are derived resorting to a simple model of three identical oscillating 
waveform with different phase shifts. Linear analysis for Triple Push oscillator topologies is 
subsequently introduced. Finally, more advanced group theoretic results for symmetrically 
coupled systems of nonlinear oscillators are mentioned, which will constitute the basis for the 
discussion in chapter V.  Following a bottom-up approach, the analysis of Distributed Oscillator 
starts after a thorough introduction on the Distributed Amplifier circuit, from which the former 
inherits many important features. Moreover, in order to provide a self-contained analysis, the 
properties of some simple distributed parameter networks, which constitute the key elements to 
distributed amplifier implementation, have been reviewed. After having recalled the properties of 
constant–k and m-derived sections, two distinct distributed amplifier topologies are analyzed; a 
distributed amplifier using artificial transmission line sections (made up of cascaded constant-k or  m-

derived sections) and a distributed amplifier using uniform transmission line segments. In both cases 
the gain function is computed and related to the circuital parameters, considering the realistic lossy 
case.  Subsequently and based on the previous discussion, two distributed oscillators topology are 
introduced and compared. The first one is the forward mode distributed oscillator. Linear analysis 
results are shown to provide an estimate for the oscillation frequency, lending themselves to a 
straightforward physical interpretation. Finally the reverse gain mode DVCO is presented. 
Employing small signal analysis techniques, its operation principle is elucidated. In particular, 
considering an N section oscillator, the bias conditions leading to N discrete resonances (with one 

                                                      
16 For instance, investigations of the effect of the feedback line length variations on DVCO performance (output power, 
tuning bandwidth, phase noise, harmonic power, etc.) can be simply embedded in the usual two tier harmonic balance 
optimization procedure [29]. The parametric plot, showing the oscillator relevant figures as a function of the chosen 
parameter, could be helpful in the design phase. 
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device active at a time), and the tuning capabilities (with a neighboring pair of devices being 
complementarily biased) are analyzed, making use of the reverse gain function. 

Chapter III. Microwave Circuits Nonlinear Numerical Analysis, describing in great detail the 
numerical methods employed to analyze a microwave circuit. Three fundamental topics are 
reviewed the time domain methods, the frequency domain methods and the mixed domain 
methods. Time domain methods are related with the most general solution of the system of 
differential equations governing the circuit behavior; many techniques are compared, including 
the convolution method to account for circuit element which natively possess a frequency domain 
description, and for shooting methods when only the steady state information is relevant. 
Harmonic Balance, a frequency domain method, is introduced for the specific case of Non 
Autonomous circuits forced by a periodic signal by using a Fourier Series expansion of the 
unknown variables, and is seen to offer many advantages over the transient simulation when 
detecting periodic regimes. The convergence of the Harmonic Balance scheme is analyzed  when 
some circuit parameters are altered, giving rise to Numerical Continuation Schemes. Parametric 
solutions arising from the Harmonic Balance are discussed, pointing out how to deal with multi-
valued solution curves. Lastly, the Envelope Transient method is introduced with the purpose of 
analyzing circuits forced by (slowly) amplitude modulated (high frequency) carriers, giving rise to 
a mixed time-frequency analysis. 

Chapter IV. Microwave Oscillators Nonlinear Simulation, in which it is shown how to simulate 
an autonomous circuits by means of the Harmonic Balance method in conjunction with the 
Auxiliary Generator Technique, consisting in a RF source introduced in the circuit schematic, the 
purpose of avoiding the misleading results an usual harmonic balance simulation may lead to. It is 
demonstrated how an harmonic balance optimization of both the amplitude and the frequency of 
the probe, with respect to suitable non-perturbation conditions, enable to obtain a complete 
spectral information. Techniques for correct algorithm initialization are covered in detail. Envelope 
Transient formulation is used for studying the stability of the solutions. Finally it is mentioned the 
application of this technique to the synchronized oscillators.  

Chapter V. Phase-Locked Patterns Analysis and Control in Triple Push Oscillators, where the 
analysis and design of a Triple –Push oscillator configuration operating at 6 GHz is examined in 
detail. Numerical Continuation techniques in Auxiliary Generator-Driven Harmonic Balance 
Simulations framework, allow keeping track of the various oscillating modes this topology 
presents, according to very general group theoretic results applied to nonlinear systems showing 
symmetry. The parametric analysis of the nonlinear steady state solutions for each of these modes, 
obtained by tracing the curves of the first harmonic of the voltage at a suitable circuit node with 
respect to adequately chosen coupling factors, enables selecting only the “rotating-phase” solution 
which correctly delivers a high third-order harmonic, avoiding parasitic oscillations. These results 
were confirmed by measurements on a prototype implementation. 

Chapter VI. Nonlinear Analysis and Design of Distributed Voltage Controlled Oscillators, 
which focuses on the application of nonlinear simulation technique in the frequency domain 
(Harmonic Balance) to the aim of investigating the tuning function of a particular reverse mode 
distributed VCO. A preliminary linear analysis design is carried out to the aim of determining the 
potential oscillations. Subsequently the circuit is analyzed in nonlinear term, showing how by the 
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introduction of suitable design parameters (resistors) parasitic oscillations can be quenched. The 
parametric variation of the four individual resonances with respect to the lumped capacitances 
and inductances in the embedded linear distributed network has been examined. The tuning 
curves are derived with the aid of an auxiliary generator, suitably connected to the circuit 
schematic (in order to avoid degenerate solutions of the Harmonic Balance routines),  by varying 
its frequency in a certain band to observe the solution in terms of synthesized voltages which obey 
the oscillation condition at the probe port. In a dual manner, the same curves are traced by varying 
a set of voltages and observing the evolution of the frequency; in this case properly initialized 
envelope transient simulations allowed discriminating among stable and unstable solutions. A 
Multi-Objective Optimization is carried out to explore a better tuning strategy that fulfilled the 
constraint of output power minimum variation. Transient simulation is carried out to estimate the 
oscillator settling time. Phase Noise simulations have been used to evaluate the output waveform 
spectral purity. Distributed voltage controlled oscillator implementation is described in great 
detail; the measurement results performed on a experimental prototype matched well the 
numerical analysis. This chapter closes mentioning a different DVCO implementation, providing 
simulation and measurement results. Finally, the DVCO injection locking operation is empirically 
assessed.  

Chapter VII. Conclusive Remarks. Main results are summarized, and the empirical validity of the 
results  based on our implemented prototypes is discussed. A list of forthcoming research tasks  is 
proposed.  

1.3 PUBLISHED CONTRIBUTIONS 

The main part of this thesis is based on published material, related to the analysis, simulation, 
design and optimization of triple-push oscillators and distributed voltage controlled oscillators. A 
brief description of the main findings follows. 

♦ Mode control in triple-push oscillator architectures [26]. 

A triple-push oscillator operating at 6 GHz was designed, and the stability of multiple 
coexisting modes was analyzed with regard to coupling strength and coupling phase. In 
order to modify the coupling strength, differently to what has been done in [44] three LC 
high-pass filters were placed at each oscillator output node. The coupling delay was 
controlled by the length of a microstrip line, representing the coupling arm of a star network 
topology. The experimental results indicated how, by controlling the values of the LC high 
pass network and the length of the coupling arm, a stable triple harmonic generation is 
achieved at the output. 

♦ Nonlinear analysis and optimization of a Distributed Voltage Controlled Oscillator for Cognitive 

Radio [76]  

A reverse mode distributed voltage controlled oscillator, has been analyzed and designed by 
employing Harmonic Balance simulation techniques for microwave autonomous circuits. In 
particular, for the first time the DVCO tuning function was derived for a four section, 
microstrip-based DVCO, showing a qualitative agreement with earliest predictions. 
Furthermore, observing that the output power had significant variation throughout the 
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tuning band, it was proposed to optimize the tuning algorithm with the inclusion of a third 
gate bias voltage. The oscillator was implemented and tested taking advantage of on-site 
facilities, using four NE 3509 M04 HJ-FETs and lumped inductors and capacitors to 
implement artificial transmission lines, with a topology based on a microstrip layout on a 
dielectric substrate (H=0.52 mm, εr= 3.38 @ 10 GHz, tan d =0.0025). The measured prototype 
was in quantitative agreement with simulated results, showing a tuning range from 0.75 
GHz to 1.85 GHz, an average dissipation of 59 mW, an average output power of 5.2 dBm and 
an average (across the tuning range) measured phase noise of is -111.2 dBc/Hz at 1 MHz 
offset from the carrier. 

♦ Nonlinear analysis and synthesis of distributed voltage controlled oscillators [77] 

Harmonic Balance and Envelope Transient simulation technique were used to describe 
nonlinearly the DVCO previously designed. Particularly important with regard to design 
and optimization procedure are the parametric plots describing the evolution of the 
oscillation frequencies when the series inductances and the shunt capacitances of the 
embedded Π-type constant-k sections are varied. Stability analysis is performed employing 
Envelope Transient simulations. A new representation of the tuning curves is presented, in 
which are clearly classified stable and unstable oscillatory solutions. Using the proposed 
nonlinear tools, a DVCO operating in the frequency tuning range between 1 and 2 GHz was 
implemented in order to support the simulation results. The average output power and 
consumption along the frequency band for the designed DVCO were 5.2 dBm and 60.4 mW, 
respectively. 

♦ Wideband Voltage Controlled Oscillators for Cognitive Radio Systems [78] 

Some of the possible applications for DVCOs are assessed, pointing out the importance of 
distributed electronics in terms of their wideband behavior in the context of emerging 
wireless communication paradigm. The Time Domain and the Harmonic Balance methods 
are discussed, in relation to their suitability in support of nonlinear and distributed 
microwave oscillator simulations. A critical and in-depth review of the reverse mode 
DVCO’s linear and nonlinear simulation process was made, in order to derive its tuning 
algorithm, and the output power level and DC current consumption. The simulated curves 
are then contrasted with measurement results.  
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CHAPTER II. LITERATURE REVIEW & BACKGROUND  
 

2.1 STATE OF THE ART IN COUPLED OSCILLATOR SYSTEMS AND N-PUSH 
OSCILLATOR TOPOLOGIES. 

 

Coupled oscillators systems [1] have been long an intensely studied topic. Examples stem 
from biological applications [2] to theoretical investigations regarding networks of coupled 
oscillator exhibiting complex synchronization patterns [3]. A system of coupled oscillators is 
formed by joining together N identical oscillating elements; the nature of the coupling network 
connecting the individual sub-units, and the way the oscillating nodes are arranged (defining the 
network symmetry)  largely determines the possible onset of diverse oscillating modes [4]. Possible 
interconnections among oscillating nodes are shown in Fig. 2.1. 

 
FIGURE 2-1.Coupled oscillators and interconnecting networks topologies. One-way nearest neighbor coupling, mutual nearest 
neighbor coupling, global mesh asymmetric coupling. The individual oscillating nodes resonate at the same frequency 

 

More specifically, the (electrical) coupling among oscillating circuits started to be 
considered as early as sixty years ago from a purely theoretical point of view. Coupled nonlinear 
oscillators dynamics  were studied in  [5] utilizing the Hamiltonian formalism, and coupled-mode 
equations were written considering any number of harmonic components and any nonlinearity 
order, obtaining general results regarding the waves (power) amplification due to the interaction 
among the core elements. These results was particularized in [6] to coupled van der Pol oscillators, 
which present a third-order nonlinearity, investigating the stability of the oscillatory solution with 
the Lyapunov method, and determining specific bounds for avoiding aperiodic oscillations. In the 
context of radiofrequency and microwave engineering research on coupled oscillators was fostered 
by the need of obtaining high power radio waves by using of several identical oscillating low 
power units. In [7] 3-dB directional couplers were used to interconnect 2n diode oscillators in a 
hierarchical structure, in order to get output power level increase. The result was validated using 
32 identical oscillating units at 19 MHz, showing a 32– fold boost in the output power as compared 
to a single oscillator. However in [8], it was proven for the first time that coupling two different 
(possessing a different output power) oscillators would provide an output power level greater than 
the sum of the powers associated to the individual devices.  A prototype built using two reflex 
klystron having output powers of 1.4 W and 1.2 W and coupled by an hybrid-tee produced an 
oscillation of 3.4 W at 7 GHz. Another example of multi-device oscillator is the Rucker’s oscillator 
[9] used to combine the output of many devices symmetrically placed around the center of a star 
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topology coupling network. Conditions are derived to ensure stable operations resorting to 
eigenvector analysis. The result in [8] would be later interpreted correctly in [10] where a general 
formulation was introduced to study the power, noise, and synchronization properties of multiple 
devices coupled by a linear network described by scattering parameters. The analytical model 
allowed computing and plotting the relationship among power, oscillation frequencies for two T-
magic coupled oscillators as a function of the coupling arm phase, as well as for the PM and AM 
noise. Two cases were considered. The synchronization behavior was studied by having two 
individual units operating at slightly different free running frequencies, but possessing the same 
amplitudes. Secondly, two oscillators were supposed to have the same nominal frequency but 
opposite phases. The nonlinear noise among synchronized oscillators has been investigated[11], in 
the context of injection locked oscillators, subharmonically injection locked oscillators and tightly 
coupled oscillators by a power combining network, demonstrating output phase noise reduction 
for moderate injection levels.  

A one-dimensional ladder network constituted by inductances and capacitances and 
manifesting a low pass or high pass frequency selectivity to couple multiple van der Pol oscillating 
elements was examined in [12], determining the stability of the oscillation modes and 
discriminating among the single-tuned, double tuned and degenerate modes. An extension of this 
study was presented in [13] regarding two dimensional arrays of coupled van der Pol oscillators, 
and in [14] where ring coupling networks are considered. An example of high power microwave 
oscillator suitable for satellite communications (in the Ku band), was illustrated in [15] utilizing six 
high efficiency IMPATT diodes deployed in three coupled modules in push-pull configurations to 
achieve a total output power of 10 W. The impact of delays in the coupling networks was 
considered in detail in [16] and in [17] demonstrating how they affect the stability of certain 
oscillation modes, or the synchronization among nodes as the network becomes increasingly large. 
In [18] the conditions which assured a stable operation in multi-device MMIC power amplifiers 
were detailed, obtaining incidentally for the first time an enunciation of the possible resonating 
modes in N-push oscillators which would be subsequently developed. 

A remarkable application of nearest neighbor coupled oscillators is presented in [19] [20] 
[21]. N identical oscillating units are coupled in a ladder network configuration, by means of RLC 
cells (employing series inductances and resistances, and shunt capacitances). When the first and 
the last element are fed with exactly the same driving signal, the network phase locks with it, and 
zero coupling phase are established among the oscillating elements. However, when a phase 
difference of the injection signal among the first and the last oscillator exists, the steady state 
oscillators’ phases show a uniform progression from one element to the next, which can be 
exploited to drive a phased antenna array, without the need of deploying phase shifter circuitry. 
Experimental and theoretical confirmations of this intuition were later shown in [22] in which it is 
analytically proven (by having recourse to the van der Pol oscillator model) that a constant phase 
progression can in fact be established by slightly detuning the peripheral elements in the array 
when the oscillating elements are loosely coupled, and empirically demonstrated by using a four-
element  MESFET oscillators linear patch array suitable for beam steering applications. Referring 
to coupled oscillator array dynamics, significant contributions came from the works [23] [24]. 

In [23] the stability properties of strongly coupled oscillator arrays are explored and stable modes 
are identified using the averaged potential theory, allowing the designer to excite in-phase 
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contributions only, thus avoiding spurious modes. In [24] the Kurokawa decoupling approach for 
describing the phase and amplitude oscillator’s dynamics is extended to linearly coupled oscillator 
network as described by N-port circuit parameters, obtaining a set of relationships for the 
derivatives of the individual oscillators’ phases and amplitudes which supported the experimental 
approach in [22]. Parametric variation of coupling resistances in rings of mutually coupled 
oscillators was considered in [25], particularly referring to its impact over system synchronization. 
In [26] the beam steering technique (developed in [22]) was successfully applied to a receiver, 
consisting of a five element FET varactor tuned VCOs oscillating at 8.6 GHz and providing a 25° 
scan.  

A different application of coupled oscillators is presented in [27]. The mutual phase locking 
characteristic of coupled oscillators is herein exploited to generate a robust and low cost clock 
distribution scheme for both printed and integrated circuits, drastically reducing the clock skew. 
The improvement in timing performance corresponds, on the frequency domain, to a phase noise 
reduction which was both theoretically and experimentally substantiated in [28], where it is shown 
that for certain values of the coupling phase, the near carrier phase noise is reduced by a factor of 
N, as much as the number of interrelated oscillating elements when reciprocal coupling network 
are employed.  In [29], the delay in coupled oscillator systems subject to an external excitation is 
seen to produce simultaneously stable synchronized and desynchronized states. In synchronized 
states, multiple clusters in the network resonate with different collective frequencies, showing 
hysteresis versus the external driving signal as it increases or decreases, while in desynchronized 
states the oscillators’ resonances are distributed uniformly. The poly-phase signal generation using 
coupled oscillators is addressed in [30] in which four capacitively coupled oscillators stably 
resonate at slightly different individual frequencies, obtaining a four phase oscillations. Circular 
polarized wave are obtained by coupling oscillators nodes in a ring with unidirectional coupling  
in  [31]. A thorough study of the impact of delay in coupled oscillators is reported in [32], where 
analytical treatment and numerical simulation show the modification of stability property and the 
onset of various regimes, most notably phase locked states (synchronized), incoherent states 
(desynchronized), amplitude death (null oscillation). The results, shown for a two coupled 
oscillator system, are generalized to a linear array of N elements, quantifying the parametric 
dependence of amplitude death regions on coupling strengths and mean time delay among 
oscillating elements.  A rather analytical approach is also used in [33] to pinpoint critical 
transitions between the incoherent state and a multitude of coherent states with different 
synchronization frequencies, showing multistable solutions as in [29] and analyzing the parametric 
variations on coupling strength and delay time as in [32]. Linear arrays of   N oscillators are 
considered in [34], studying in detail the inter-injection locking mechanism [19-21, 22, 24], 
providing details of locking range, locking time,  as well as accounting for the oscillators’ unlocked 
spectra with regard to frequency spacing and amplitude variations.  

The triple push oscillator was introduced in [35] demonstrating how, by suitably coupling 
three identical oscillating subcircuits resonating at the same oscillation frequency and establishing 
a phase progression of 120° among their output voltages at the fundamental frequency, the third 
harmonic output power level is boosted, while the fundamental and second harmonic are 
canceled, thus obtaining a higher harmonic generator, and experimentally validating the 
contributions [2] [4] [18] which expressed the possibility of achieving N-th harmonic boosting  by 
coupling N oscillating nodes in a star network (or employing more sophisticated topologies) 
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whose phase difference is kept at 2π/N. A prototype using MMIC  technology and HBTs devices, 
realized by coupling three identical oscillators operating at 8.2 GHz with a phase shift of 120° 
among their output node voltages,  was shown to provide a third harmonic (24.6 GHz) power level 
of 14.8 dBm, with a 20 dB of harmonic rejection for the fundamental and second harmonic. The 
concept of triple push oscillators was generalized in [36] considering N-push oscillators topologies 
employing linear passive networks (i.e microstrip lines) as combining networks. It is established 
that, by summing phase shifted replicas of the sub-oscillators output signals (provided a constant 
phase shift of 2π /N is kept constant), the output power level at the N-th harmonic is enhanced, 
while  all the lower order harmonics are suppressed. The N-push oscillator concept is amenable to 
devise broadband and low noise VCOs starting from cheaper oscillator units as shown in [37], 
where a push-push (or double push) VCO covers the 1—3 GHz bandwidth when the oscillating 
nodes operate in – phase (even oscillating mode) and 3—6 GHz bandwidth when operating in the 
π out of phase mode (odd oscillating mode), with an exceptional noise figure better than -118 
dBc/Hz at 100 KHz offset over the entire range 1—3 GHz/3—6 GHz. Another example of 
implementation is demonstrated in [38] in which four oscillators are coupled by means of a 
common ring-resonator, realizing a quadruple push oscillator. According to the design principle 
expressed in [36] the quadruple push oscillator output provided a fourth harmonic output power 
of +1.67 dBm at 35.8 GHz, with a lower order harmonic rejection of -18 dBc (approx) and a 
measured phase noise performances at 35.8 GHz of -104.0 dBc/Hz and -82.3 dBc/Hz at the offset 
frequency of 1 MHz and 100 kHz, respectively. Up-conversion (flicker noise,  1/f ) noise reduction 
techniques for push-push and triple push configurations are addressed in [39] and in [40].In both 
the previous works it is proposed to couple the oscillating subcircuits in order to ensure their 
output waveforms possess the highest symmetry. Specifically, in [39] for push-push configuration 
it is suggested to make the phases of the Fourier coefficients equal at all harmonics, in order to 
reduce the waveform distortion induced by a high second harmonic power. For triple push 
configurations instead, it is advised to filter all even harmonic components. By taking this 
measures 15 dB phase noise improvement is observed at 100 kHz from the carrier. Similar results 
are obtained in [40], reaching a 12 dB improvement at 10 KHz from the 8 GHz carrier with respect 
to an asymmetrical circuit operating at the same nominal frequency. A very high frequency push-
push oscillator, employing emitter coupled double heterojunction bipolar transistors (D-HBT) 
characterized  by a very high fmax , has been reported to oscillate at 287 GHz with an output power 
greater than 0 dBm, using the harmonic tuning technique [41]. Harmonic balance simulation 
techniques have been applied to investigate push-push injection locked oscillators in [42] fed by 
low power driving signals, analyzing the circuit both in the time and the frequency domain and 
performing a parametric analysis to investigate the oscillation modes  stability, validating the 
results with a prototype operating at 10 GHz, whose measurements showed good agreements with 
the analysis. A similar approach is used in [43] where it has been considered the stability analysis 
of the oscillating modes of Rucker’s [9] and quadruple push oscillators, having oscillation 
frequencies of 3.9 GHz and 15.6 GHz respectively. A triple-push oscillator circuit at 13.8 GHz was 
illustrated in [44] . Harmonic Balance simulation techniques have been used to trace the parametric 
dependence on the possible oscillation modes [4] on the coupling strength and on the delay 
between the oscillators, having resorted to envelope transient simulation to discriminate stable and 
unstable solutions, and providing design hints for choosing the optimal coupling parameters 
ensuring the onset of the triple-push mode (odd mode, with voltages and currents having a 
mutual phase shift of 120°).   
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A 30 GHz silicon triple push oscillator was designed [45] using a fully monolithic 130 nm 
CMOS process, and observing the highest harmonic rejection ever achieved to date for integrated 
triple push oscillators. In [46] eight oscillators sub-circuits operating in the X-band were coupled 
by a ring resonator, obtaining an octa-push oscillator at the V-band. The elements are placed on an 
octagonal ring, such that their mutual phase shift (from one element to the next) is 2π/N (where 
N= 8) that is λg/2 at four times the oscillation frequency provided by a single element achieving an 
oscillation at the output node of -4 dBm at 51 GHz, with -100 dBc/Hz at 1MHz offset from the 
carrier.  A combined VCO and frequency divider realized with CMOS process operating at 60 GHz 
and tunable in the 57 GHz—64 GHz band was shown [47], to provide more tuning bandwidth 
than conventional injection locked frequency dividers (ILFDs). In fact, reversing the operation 
principle, the N-push oscillators/ VCO can be seen as ILFDs; in the specific case, a divider-by-
three is realized feeding the output of a triple push oscillators with a f0 =60 GHz (representing the 
third harmonic of the triple-push oscillators) and extracting the divided frequency f0 /3 = 20 GHz 
(representing the fundamental frequency of one core element) at one oscillator subcircuit. In a 
triple push oscillator, both the nominal and divided frequency are present, therefore it can be 
interpreted as a combined oscillator /divider, which would bring also important benefits in terms 
of phase noise reduction (due to N-push operation) and oscillator /divider tuning bandwidth  
alignment.  

Recently, triple push oscillator have been shown to be capable to operate in the THF/ 
Terahertz range as detailed in [48] reaching frequencies as high as 482 GHz and delivering -7.9 
dBm  in a 65 nm CMOS process. Lastly, the technique of coupling together N ring oscillators (in 
turn containing M active stages) employing a cyclic-unidirectional coupling network was shown in 
[49], bringing relevant benefits compared with the traditional ring oscillator design, like the 
availability of several phase shifted outputs, and a noticeable phase noise reduction. Two cyclically 
coupled oscillators fabricated in a 90 nm digital CMOS process were illustrated. First, a wideband 
N-Push/M-Push  cyclically coupled ring oscillator (CCRO) was shown to achieve an output 
frequency range of 3.16-12.8 GHz using a unit cell ring oscillator operating at 1-2.56 GHz. The 
measured phase noise at 1 MHz offset is -103.4 dBc/Hz and -101.6 dBc/Hz at 3.16 GHz and 12.8 
GHz, respectively. Additionally, an mm-wave N-Push CCRO was illustrated, generating an output 
frequency of 13-25 GHz with a phase noise performance of -95 dBc/Hz at 1 MHz offset over the 
output frequency range. 

 

2.2 TRIPLE PUSH OSCILLATOR OPERATION   

 
In this section three different approaches are used to explain the basics of Triple Push Oscillator 
operation. In section 2.2.1, a simple mathematical model elucidates the reason of having a phase 
shift of 2π/k among oscillating elements for generating the k-th harmonic frequency. In section 
2.2.2 different oscillating modes are analyzed via the eigendecomposition of the impedance matrix 
of the coupling network, a technique used in [18]. Finally, the results of group theoretical approach 
to rings of coupled oscillator for predicting the existence of unconventional oscillating modes due 
to symmetry are summarized in section 2.3.3.  
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2.2.1  PHASE CONSTRAINTS FOR OBTAINING THIRD HARMONIC GENERATION  
  
Triple push oscillators are a special kind of coupled oscillator systems [50], employing 

three identical “core” oscillators having the same oscillation frequency f0 and mutually 
operating in phase locking condition. If the oscillators waveforms present a mutual phase 
shift of 2π/3, the voltage taken at output node O (Fig. 2.2) will present the harmonic series 
starting from the third harmonic1 (3 f0, 6 f0, 9 f0…) with the fundamental and second 
harmonics canceled. Analytically this could be seen by imposing a constraint on the output 
currents2 from the oscillator elements Iα , Iβ , Iγ entering the node O. The output current taken 
at O must be equal to the sum of the individual contributions Iξ , (ξ = α, β, γ ) which arrive at 
the output node with different time delays (or equivalently showing different phase lags). 
Considering the Fourier Series Expansion (in complex notation) of the three periodic waveforms, 
and retaining, without loss of generality, only the positive frequency terms up to the third order3, 
the currents flowing out from the oscillator elements can be expressed as: 

 
  

 
( ) { }0 0 02 3(1) (2 ) (3)

0

( ) ( )

+ , , ,

; ; , , ,r

j t j t j t

jr r
r r r r

I t I e I e I e

where I A e A I Aξ

ω ω ω
ξ ξ ξ ξ

ϕ
ξ ξ ξ ξ ξ ξ

ω ξ α β γ

ϕ ξ α β γ,

, , , ,

= + + ∈

= ⋅ = = ∠ =

K
 (2.1) 

 
where every term Iξ (r)  is the rth order harmonic phasor, having amplitude Aξ,r and phase ϕξ,r.  

 
FIGURE 2-2 Composition of the oscillating currents in a Triple Push Oscillator Topology 

 

When arriving at the output node, each current contribution possesses a different phase 
shift according to the following scheme: 

                                                      
1 Higher harmonic terms get filtered out due to the low-pass nature of the coupling structure. 

2  A dual representation in terms of voltages is possible using the admittance coupling matrix and considering the inputs 
as voltages and the output as currents. Greek letter subscripts are used here to avoid confusion with the harmonic 
indices.   

3 The harmonics having order greater than three could be neglected, assuming their amplitudes is sufficiently close to 
zero. 

 



Chapter II ______________________________________________________________________________  

26 

  

 

( ) ( )
( ) ( )
( ) ( )

0 0

0 0

0 0

I t I t

I t I t

I t I t

α α

β β

γ γ

ω ω ϕ

ω ω ψ

ω ω ϑ

→ +∆

→ + ∆

→ + ∆

 (2.2) 

 

due to different delays experienced by the signals when traversing the coupling network. 
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Furthermore, since the oscillating elements are identical, the harmonics of the three output 
currents will also be the same, so that: 
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The total current flowing into the output node will then be the sum of these delayed contributions: 
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and our goal is to find the unknown phase shifts ∆φ, ∆ψ, ∆θ which fulfill the conditions: 
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according to which the first and second harmonics become null and only the third harmonic 
components of the individual oscillator elements sum up in phase.  Substituting the (2.4) into 
the (2.6): 
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which further simplifies to : 
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Qualitatively, the first and second equations indicate that the sought-after phase shifts 

should compose vectorially to give a zero contribution at first and second harmonic, while at 
third harmonic the unitary vectors in the complex plane should be aligned. Analytically, since 
the zero sum of three complex numbers having unitary norm (lying on the unitary circle) 
correspond to the three cube roots of unity4 it is found: 
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The two set of vectors in (2.9) are not independent, and can be obtained from one another by 
means of rotations of 2̟/3 or 4̟/3   in the complex plane. To the same conclusion one might 

                                                      
4 A n-th order root of unity is a complex number for which holds zn = 1. For the Fundamental theorem of Algebra there 
must be exactly n distinct complex numbers fulfilling the previous equation and they are a discrete set of  complex 
exponentials which lie on the unit circle in the complex plane at evenly spaced angles multiples of 2π/n. It turns out that 
the sum of the n roots of unity equals zero, in symbols: 
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be led by considering only the third equation and setting ∆φ = ∆ψ = ∆θ, for reasons of symmetry 

in the coupling network5: 
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A progressive phase shift distribution of 2̟/3 among the output currents (or voltages) of each 

oscillating element is thus required for cancelling the contributions from the first and second 
harmonics, maintaining only the ones coming from the third harmonics of the output currents. 
Jointly the (2.9) and (2.10) could be summarized in the pictures below (Fig. 2.3). 

 
 
 
 

 
FIGURE 2-3. Triple Push third-harmonic resonance condition. If a phase progression of 2π/3 is established among each oscillating node, 
the third harmonic contributions add in phase, while the lower order harmonics cancel out.  

 

                                                      
5 Assuming the phase lag among each output waveform is the same, leads to a close solution expressed simply by the 
(2.9) and (2.10). However, this case is unrealistic in that it doesn’t include the effect of inevitable mismatches in the 
coupling circuit modeled by different delay terms in the output signals. In that case  the generic argument of the output 
current will be written Ξ(t,τξ) = ω0 (t−τξ) + ∆φξ , ξ = α, β, γ. Introducing the delay terms in the equation brings new 
important phenomena, like Multistability  of the Solutions (various oscillating modes other than the intended one are 
simultaneously observable) and Amplitude Death (for certain delays values, the currents interfere destructively, leading to 
a null output) [25] [26]. 
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2.2.2 OSCILLATING MODES OBTAINED FROM EIGENDECOMPOSITION OF THE COUPLING 
NETWORK IMPEDANCE MATRIX  

 

 In the previous section, the basic approach for combining the different signals (taken at the 
outputs of the core oscillators) via the coupling network in order to achieve a third harmonic 
generation was outlined. However, a question still unanswered is whether a triple push oscillator 
could present other possible oscillating modes; if so, a careful design strategy is needed to quench 
the unwanted ones, by selecting properly the circuit parameters.  In this section, an answer will be 
given by employing linear analysis techniques by means of eigendecomposition of the coupling 
network Z matrix. 

 
  Following Freitag seminal work on the (linear) stability of microwave amplifiers [18] [35] 

[51] in which the same concepts were applied to triple push oscillator operation, an impedance 
matrix representation of coupling network is given, and condition for triggering oscillations are 
sought in terms of eigenvalues analysis of the Z matrix [9].  In fact, if (I1, I2, I3) are the small signal 
currents emerging from the output nodes (following the naming conventions in [18]) and Z 
represents the impedance matrix of the coupling structure the output voltages  will be given by 
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where the last expression refers to the reciprocity of the coupling network, stating the equality of 
mutual impedances. Actually, due to the geometrical symmetry of the star configuration (Fig. 2.4) 
the self-impedances Zii and the transfer-impedances Zij do not depend upon the specific port being 
considered and Z matrix in (2.11) becomes: 
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FIGURE 2-4.  Impedance Matrix representation of the coupling network.  

 

In order to look for the possible oscillating modes, it is convenient to express the set of possible 
currents in the eigenvectors basis for the impedance matrix [28] [52], each eigenvalue representing 
the impedance correspondent to each mode. In other terms we wish that: 
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and solving the characteristic equation det (Z - ζ·I) = 0 we find two distinct roots (one having 
double multiplicity) [18, 35]  and the associated eigenvectors6: 
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6  The rows (columns) of the Z matrix are obtained by cyclic permutation of the first row (column). A matrix presenting 
such structure is called circulant and presents the following structure:  
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According to eigenvalues analysis, as shown in (2.15) there exist two possible modes; 
one “even” in which the current fundamentals sum in phase and two “odd” modes for which 
the sum of the current contributions must equal zero, and arriving at the same results 
expressed in (2.8 – 2.10). The “odd” mode currents7 Io1, Io2 are responsible for third harmonic 
generation, while the “even” Ie mode should be avoided. 
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The result expressed in (2.15) is remarkable since it allows understanding that, due to 
the symmetry in the coupling network, a Triple Push Oscillator supports more than one 
operating mode. Moreover, equations (2.15) provide the small signal impedances associated with 

each mode and enable a systematic linear design [18], [53]. In fact, the small signal conditions 
for triggering oscillations [54] should be verified only for the “odd” mode impedances: 
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The equations (2.16) can be rewritten in a more suitable manner for an easier 
interpretation in the design process. As it is shown in picture (Fig. 2.5) assuming a nominal 
impedance of ZL = 50 Ω in the output load, since the “even mode” currents are adding 
themselves in phase, the equivalent load impedance ZL(e) of the even mode seen by a single sub-
oscillator will be three times greater than ZL, i.e. ZL(e)=150 Ω. Analogously, in the “odd mode” 
the first harmonic currents cancel each other and the load becomes a virtual ground so ZL(o)=0 
Ω. Considering only one device and the branch of the coupling network towards the output 
node, the eigenvalues ζ(e) , ζ(o) are evaluated (at the nominal oscillation frequency f0) by adding 
the partial contributions Zout (looking into the active device), Zin (looking towards the 
coupling network and depending on the load impedance ZL , providing: 

 

                                                      
7 Notice that Io2= Io1* that is, one eigenvector is obtained as the complex conjugate of the other. 
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FIGURE 2--5. Small signal Oscillation condition for achieving third harmonic generation. Assuming a nominal impedance of 50 Ω, third 
harmonic generation can be checked by using a 150 W output resistor for the in-phase oscillations, and a virtual ground for the phase 
shifted resonances. 

 

Employing the small signal conditions (2.17) might be helpful in choosing the bias 
conditions, the component values of the sub-oscillators, and to design the coupling network 
in order to trigger the odd oscillation mode, so to set the phase shift among neighboring 
elements to 2π/3 and to combine the output currents’ third harmonics in phase to obtain a 
power increase at a triple frequency (relative to the sub-oscillators fundamental). However, 
the major drawback of this approach is not considering the nonlinear coupled oscillator 
dynamics, which is essential for describing oscillation output power level, low order 
harmonic rejection, possible instabilities or spurious signals generation, sensitivity analysis 
with respect to circuital parameters, oscillator phase noise [54]. All of these issues have to be 
dealt by undertaking a rigorous full nonlinear analysis8, as exposed in [44].  

                                                      
8 On the contrary, equations (2.17) are valuable for determining roughly the fundamental frequencies of the core 
oscillators when coupled in the triple-push topology, so to obtain indirectly an approximate value for the 
frequency of the coupled oscillators system’s output signal, which is three times as much. It has to be stressed 
that impedance functions are evaluated for two different load conditions, at the same oscillation frequency.  
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2.2.3 TRIPLE PUSH OSCILLATOR MODES DICTATED BY GROUP THEORETIC RESULTS9 
A more general approach, based on some group theoretic findings [2], [4] applied to 

the system of ODEs governing the evolution of rings of nearest-neighbors coupled 
oscillators10, allow one to predict the existence of more oscillating modes, due to mixed 
spatiotemporal symmetry in triple-push oscillator topologies, which are summarized in Fig. 
2.6 and Table 2.1. In fact, it can be noticed that the “even” (in phase output signals with perfect 
synchronization, mode M1) and “odd” modes (discrete rotating wave with a progressive phase 
distribution of 2̟/3 among individual oscillators, mode M2) are only two out of four possible 
ones. In mode M3 two oscillators are ̟ out of phase and exhibit identical amplitudes, while 
the third oscillator freely resonates at a frequency double to the frequency of the other two; 
this mode is more difficult to detect experimentally. Finally, in mode M4, two oscillators 
present the same amplitude and are mutually phase locked, while the third element has 
different amplitude and phase shift with respect to the others. M2 enables third harmonic 
boosting.  

Re( )z
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Re( )z

Im( )z

Re( )z

Im( )z

Re( )z
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FIGURE 2-6 Phasors configuration for a ring of three identical oscillators, as derived from Group Theoretic results (summarized in table  
below). 

 

 

                                                      
9 A systematic presentation of the background of the group theoretic approach of coupled nonlinear oscillator is 
beyond the scope of our research, and therefore the most important results will be here summarized. For further 
discussions, see the appendix A  and the references at the end of the chapter. 

10  The results apply here in the case N=3, whether the coupling network is in the form a star or ring, since the two 
groups of symmetries are perfectly identical.  
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Mode Mi Oscillators Phases Oscillators Amplitudes 

φ1 φ2 φ3 A1 A2 A3 

M1 

M2 

M3 

M4 

φ φ φ A A A 

φ φ + 2 ̟/3 φ+ 4 ̟/3 A A A 

φ φ +  ̟ ψ( @2f0 ) A A B(@2f0) 

φ φ  ψ  A A B  

 

TABLE 2-1. Set of Phase Locked Periodic Solutions for a triple push oscillator [2],[4]. 

 

2.3 STATE OF THE ART IN DISTRIBUTED OSCILLATORS AND VCO 

Distributed Oscillators and Distributed Voltage Controlled Oscillators (DVCO) are 
commonly referred to those distributed circuits deriving from the Distributed Amplifier which 
was invented to overcome the gain bandwidth limitation in conventional multi-stages amplifiers 
caused by the presence of parasitic capacitances in the active devices  [55–58]. By suitably coupling 
various active sections by means of two separate transmission line structures, (one for feeding the 
input signal, the other for extracting the output signal), purposely designed to mitigate the effect of 
stray capacitances, it is possible to obtain a wideband operation, such as a lowpass behavior 
extending from DC to a cutoff frequency ωc which can be made very close to the active devices’ 
intrinsic frequency limit.  

A Distributed Oscillator is conceptually conceived as a distributed amplifier in which a 
feedback is created for building up and sustaining oscillations [59]. A DVCO in turn, consists in a 
distributed oscillator, in which some biasing voltage (or current, depending on the 
implementation) is used to alter the phase of the closed loop transfer function determining a 
modification of the oscillation frequency. It is interesting to notice that, though the aforementioned 
interpretation results valid for recently published works, historically the term “distributed 
oscillators” took different nuances of meaning. In fact, it generally indicated a class of oscillators in 
which the effect of distributed elements, may they be passive (i.e. microstrip lines resonators) or 
active (as Tunnel Diode, admitting a distributed parameter description) is relevant to the circuit 
analysis and design, in contrast to the simple low-frequency lumped counterparts. Moreover, in 
some works [60 – 62] a “distributed oscillators” refers to what is commonly now acknowledged as 
a coupled oscillator system (see previous section), that  is a one or two dimensional array of 
oscillating elements coupled by a linear passive network.  

The first attempt to use distributed parameter networks in oscillator design dates back to 
the work [63] in which is detailed a method to extend the frequency range of a phase-shift 
oscillator by using an artificial transmission line constituted by various resistances and 
capacitances. If a section impedance of the artificial RC line is made k times the previous one, the 
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minimum gain for having oscillations decrease, causing an increase in the maximum oscillation 
frequency. In [64] the effect of distributed resonant circuit for the range 300 MHz—3 GHz was 
accounted. Various works subsequently related to [63] and described single active device oscillator 
topologies (e.g., phase-shift, or Wien type) in which the feedback path was implemented with 
ladder RC networks or proper transmission lines [65-68]. Evidently the first contributions in which 
multiple active devices were periodically placed along a reactive multi-sections power combining 
distribution networks are [69, 70]. Specifically in [69] is indicated how the use of  four Tunnel 
Diodes (a two port device) placed periodically on a quarter wave transmission line, would 
improve the output power level, analyzing  the effect of series losses, and of the shunting 
capacitances. On the other hand, in [70] was firstly shown an integrated realization of a distributed 
oscillator using RC phase shift network and bipolar transistor using additional coupling among 
some sections, which markedly resembles the modern implementation. Finally an integrated 
quarter wave resonator coupled to n-type  GaAs  Schottky Diode was investigated in [71], deriving 
the oscillation conditions from the analysis of its physical behavior.  

It was in [72] that for the first time was considered the possibility of placing an internal 
feedback path (after having removed unnecessary components) in the distributed amplifier 
topology, in order to trigger oscillations. Additionally, it was demonstrated (by means of linear 
analysis techniques) that by individually biasing each active device in a given section, a set of 
discrete resonances could be obtained, exploiting the so called reverse gain mode. These individual 
resonances were obviously bounded below and above, by the frequency characteristics of the 
embedded low-pass transmission network. Furthermore, it was suggested that by changing two 
adjacent sections active devices’ bias voltage, the oscillation frequency shifted continuously 
between the two corresponding individual resonances; applying this procedure repeatedly, 
virtually the entire tuning band would be covered. Since the tuning band is inherited by the 
distributed amplifier passband, a very wideband VCO could thus be obtained, capable of scanning 
a decade – wide frequency band. These theoretical findings were experimentally verified. In [73] a 
low frequency (55.7 MHz—112.5 MHz) prototype was tested, using ATF 35376 discrete devices 
and a artificial transmission lines sections,  showing a harmonic rejection (for second and third 
harmonic) better than 20 dB over the entire tuning bandwidth. Interestingly, it was noticed an 
ambiguity in the tuning function, for which many different tuning combinations provided the 
same oscillation frequency. However, the authors suggested that the tuning function non-
uniqueness could offer some benefits, since it allowed selecting the best possible tuning strategy 
according to different specifications, like maximum output power, minimum harmonic distortion, 
minimum phase noise. A multi-GHz wide frequency range DVCO was successfully designed and 
tested in [74] confirming once more the theoretical framework described in [72]. The oscillator, 
realized on a microstrip board, made use of the periodically (actively) loaded transmission line 
concept, therefore no discrete (chip) components were used other than the active devices (same 
model as before), padding capacitors to provide phase equalization and broadband match, and the 
necessary lumped elements acting in DC block, DC feed networks. The authors reported to have 
reached a tuning range of almost 3 GHz, (1GHz—3.8 GHz) and obtained a very good spectral 
purity and harmonic rejection, with levels ranging from 18 to 44 dB for the second harmonic, and 
17 to 55 dB for the third. Still, the tuning function was not shown, as the author notified again of its 
unclear multi-valued, non-smooth behavior.    
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Soon after the experimental confirmation illustrated in [74], more advanced research on 
Distributed Oscillators and VCO was carried out. In [75] a 16.6 GHz three segment distributed 
oscillator was realized with a CMOS process using coplanar striplines as inductive elements. This 
circuit had some differences with the one illustrated in [74] mostly due to a different biasing 
strategy and to a different choice for the feedback path layout. In fact, while in [74] the circuit 
exploited the reverse propagating waves on the output line of a distributed amplifier, in [75] 
feedback path is created by simply connecting the output line back to the input, utilizing a ring 
topology, and biasing the active devices at the same voltage level. The oscillation builds up as the 
signal traverses the loop structure, and settles at a frequency corresponding to transmission 
network delay plus one gate delay (needed to transfer it at the output line). Therefore, in [75] the 
forward propagating waves are continuously circulating and reentering the circuit, having no 
forward /backward wave interaction described in the previous works [72-74]. A thorough analysis 
of a similar forward mode distributed oscillator is exposed in [76] where a general oscillation 
condition is derived in order to predict oscillation amplitude and frequency.  A distributed VCO 
operating at 12 GHz dissipating 13 mW of power was demonstrated, possessing a  tuning range of 
26% with a phase noise of -104 dBc/Hz at 1 MHz offset from the carrier; a second design 
illustrated 17 GHz bipolar distributed oscillator, which dissipates 9 mW of power. A novel tuning 
technique, called current- steering delay balanced tuning, was presented in [77] to obtain a DVCO 
from the previous invention. Essentially, each distributed oscillator segment comprises a pair of 
active devices whose gates are coupled by an additional transmission line, and whose drains are 
directly connected. By properly varying the biasing currents  of the two active devices, a change in 
its transconductances will alter the phase loop response causing a shift in the oscillation frequency. 
This tuning technique was used to design a DVCO operating at 10 GHz in a 0.35 µm CMOS 
technology, continuously tunable between 9.9 and 10.3 GHz. Another example provided by the 
same authors is [78] illustrating a DVCO with a coarse/fine tuning selection. The DVCO was 
based on a BiCMOS process and achieved a tuning range of 12% (9.3 GHz to 10.5 GHz) with a 
phase noise of -114 dBc/Hz at 1 MHz offset from the 10.2 GHz carrier. Moreover, a critical review 
of the theoretical analysis and findings was summarized in [79]. 

New Clock Distribution Networks for circuits operating in the digital domain, based on the 
distributed oscillator concept, were conceived in [80] as “Rotary Travelling Wave Oscillators” 
(RTWO). Creating a rotating travelling wave within a closed loop differential transmission line, 
this circuit allows one to directly access a multi-phase signal, reduces  noticeably the clock skew 
and can be scaled to cover large chip areas.   

The oscillator phase noise was evaluated in [81] by identifying an effective capacitance 
equal to the total capacitance distributed along the transmission lines, and by accounting for the 
contributions of the various passive and active noise sources. In [82] a frequency domain first 
order distributed oscillator model is derived, with analytical treatment similar to [74] [79], and 
subsequently expanded to include the nonlinear noise contributions effects from each active 
device. The closed form expressions obtained analytically are then compared with a series of 
Harmonic Balance simulations using Agilent ADS© software for various distributed oscillator 
configurations, and demonstrating a good agreement with a maximum error of 5 dBc at 1 MHz 
offset. The DVCO injection-locked operation was illustrated in [83] in which a PLL controlled both 
the oscillation frequency of a 5.2 GHz three-segments, bipolar transistor DVCO and the ½ sub-
harmonic signal at 2.6 GHz, obtaining a wide locking range frequency synthesizer (104 MHz @ 5.2 
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GHz for an injection power of -5 dBm @ 2.6 GHz), a noticeable improvement in phase noise (-121 
dBc/Hz @ 1 MHz offset from the carrier), and a very low power consumption (supply voltage of 
2.7 V, supply current of 14.5 mA). Similar to the previous design, an oscillator operating at 5.8 GHz 
and with a lower supply voltage was devised in [84] and included the presence of a varactor diode 
inserted in the feedback path for implementing tuning capabilities, achieving a 650 MHz tuning 
range.  

Using low loss MEMS coplanar waveguide in a CMOS integrated distributed oscillator was 
demonstrated [85] to bring significant benefits in terms of phase noise reduction, reaching the 
lowest record (of that time) of -125.7 dBc/Hz at 1MHz offset from the 13.3 GHz carrier. A design 
using a folded coplanar waveguide concept, was illustrated to have good performance in terms of 
RF efficiency delivering 5.77 dBm at 12 GHz with a phase noise of -115.16 dBc/Hz at 1 MHz offset 
[86]. A particular layout technique, consisting in using closely packed (differential) pairs of input 
/output transmission lines, to the aim of minimizing chip area while maximizing the return losses 
(with respect to single ended realizations) was used to implement a BiCMOS distributed amplifier 
possessing a 25 GHz bandwidth and 7.5 dB of gain, and capable of operating as a distributed 
oscillator @ 9.2 GHz carrier, providing with -6 dBm single-ended output power, phase noise of -
103 dBc/Hz at a 1 MHz offset, and a 17% tuning range[87]. The work in [88] analyzed the previous 
contributions regarding the reverse mode distributed voltage controlled oscillators [72-74] and 
extending the linear DVCO model previously developed for constant-k sections based artificial 
transmission lines, to the more general m-derived sections, obtaining the minimum 
transconductance needed for achieving oscillations at the output.  

A different (modular) design approach is presented in [89]. A distributed voltage controlled 
oscillator is implemented connecting different sub-systems in a closed loop: a distributed 
amplifier, which provides a flat gain response over a wide pass-band; a varactor tunable band pass 
filter, responsible for frequency selection, and a variable phase shifter in the feedback loop, needed 
for meeting the oscillation condition at a given frequency. Additionally, a distributed feedback 
amplifier was included to accommodate for the gain factor needed for achieving oscillations, and a 
power splitter to extract the output signal. The oscillator was tunable in the band (1.59 GHz—2.29 
GHz) offering (simulated) phase noise values better than -116 dBc. The last design methodology 
was also used in [90-93] conceptually separating the design of the frequency selective section 
(switched capacitor filter banks, providing coarse/fine tuning) from the amplifying section 
consisting in a wideband distributed amplifier, which are subsequently connected them through a 
feedback loop. In this manner, many complications regarding the tuning capabilities are avoided, 
though strictly speaking the resulting circuit cannot be qualified as a proper distributed oscillator.  

Inspired by the distributed oscillator first presented in [75-76] a similar three section circuit 
was implemented in integrated form [94] achieving a 27 GHz (central frequency) tunable oscillator 
(26.4 GHz—27.4 GHz) with a 15 ± 0.9 dBm across the tuning range. Another contribution focused 
on an integrated DVCO exploiting  MOS  varactor pairs  placed along the feedback path to provide 
frequency tuning, retaining a close analogy with a previously published work [86] for what 
concerns the layout technology (folded coplanar waveguides used as inductive elements) and the 
active devices used [95]. One DVCO realization comprised four sections, had an oscillation 
frequency of 20 GHz approx. and was tunable in the range (20.02 GHz—20.23 GHz) while another 
possessed three sections, and was reported to have a tuning range of 570 MHz  (20.46 GHz—21.03 
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GHz). The two oscillators maintained a bounded power level variation of 2 dBm for the three 
sections DVCO and 1.5 dBm for the four sections DVCO. The same authors showed in [96] the 
feasibility of a (25.82 GHz— 27.1 GHz) DVCO using a change in the body terminal of  n-FET 
devices providing a wider tuning range, compared to the previously published works. The 
aforementioned tuning techniques [95] [96] were simultaneously used in a successive DVCO 
implementation at 23.97 GHz [97]. In [98] a different “gain cell” module was devised for designing 
three different DVCOs.  One of them was based on a three-section configuration, cascaded-
common source n-FET stages (interconnected by a coplanar waveguide), to boost the active section 
transconductance. The other one, had five sections; the even numbered ones (sections 2 and 4), in 
which the elementary cell was constituted by two cascaded common source stage, and the odd 
numbered ones (sections 1, 3 and 5) in which the gain cell included an additional peaking inductor 
as a coupling element between the two common source FET, creating a high pass filtering at the 
lowest harmonics, resulting in a third harmonic power increase. The first oscillator resonates at 
frequencies comprises in the K- band, being tunable by changing the voltage of the intrinsic 
MOSFET body varactor (-1.5V—0.6V) to cover the 18.89 GHz—20.05 GHz bandwidth (tuning 
range of 1.16 GHz) an  delivering an output power of 10.75 dBm, with a low phase noise of -
126.857dBc/Hz at 1 MHz offset from the carrier. The second oscillator resonated at the 3rd 
harmonic frequency of 29.27 GHz in Ka-band offering a -0.3dBm power level, whereas the 
fundamental is of -12.828 dBm at 9.756 GHz and 2nd harmonics of -17.289 dBm. It is important to 
notice that the previous findings [95—98] are based only on simulations performed on the 
Harmonic Balance engine from Agilent ADS. 

A different operation principle, based on the theory of Mode-Locked Lasers to generate 
ultra-short impulses, was proposed in [99]. Thanks to a nonlinear element inserted in the feedback 
path  of a suitably modified reverse mode distributed oscillator topology [72-74] (making use of 
additional input line for injecting a supplementary external signal) and to an uneven distribution 
of the tap weights of the amplifying sections, pulsed operation is achieved. The exact values of tap 
weights depend on the required pulsating waveform specification and can be obtained by 
implementing a numerical optimization program.  

Finally, a thorough theoretical analysis of phase noise for active circuits coupled to 
distributed resonant loads, and thus  resulting in wave-based oscillators  has been reported in 
[100]. Three cases were analyzed. In the first case, an active circuit, which amplifies small signals 
and attenuates large ones, is coupled to an open-end half wave transmission line creating standing 
wave resonance. Secondly, the same topology is used, but the nonlinear device attenuates the 
small signals and amplifies the large ones, giving rise to linear pulse in the output. In the last case, 
a nonlinear transmission line is employed, periodically loaded with varactors, to shape the linear 
pulse into a soliton pulse. The findings, after having accounted for the distributed noise sources 
along the transmission networks, revealed that the phase noise depends on the type waveform 
being considered (sinusoidal, linear pulse, soliton) providing design suggestions. Though very 
detailed, however this study doesn’t directly relate to the distributed oscillators/VCOs concrete 
topologies presented earlier [74] [79].  

 

 



 __________________________________________________________ Literature Review and Background  

39 

2.4 DISTRIBUTED AMPLIFIER THEORY 

 

The Distributed Amplifier [101-103] deserves attention for two main reasons. First, it is 
traditionally considered as the invention capable of overcoming the known gain-bandwidth product 
constraint which for every lumped realization of an amplifier remains constant, regardless of the 
interstage/end stage coupling network used and it is primarily affected by the input/output active 
devices’ parasitic capacitive loading [104].  In distributed amplification instead, the increase in gain 
is not offset by a decrease in bandwidth. The wideband operation in a distributed amplifier is 
achieved by periodically displacing the active devices input/output ports stray (shunt) 
capacitances at each section, along two separate, input/output transmission networks. Hence, the 
output currents produced by the active devices at each section get superimposed, without being 
restrained by active devices’ capacitive loading effect and delivering a voltage gain which is 
proportional to the number of sections.  The distributed amplifier bandwidth is thus determined 
by the frequency response of the embedded transmission network11 which can be conveniently 
designed, by carefully accounting for the effect of parasitic capacitances to have a flat low-pass 
response up to a cut-off frequency closer to fT . 

 
FIGURE 2-7  Distributed Amplification principle, using FET devices and artificial transmission lines sections. 

Second, the distributed amplifier is the key element for understanding other relevant 
microwave circuit topologies, like distributed oscillators and VCOs, distributed mixers [105 --106], 
frequency synthesizers [83], signal generators /waveform shapers [99, 107], frequency multipliers 
/ dividers [108]. In particular the distributed oscillators and VCOs can be viewed as positive 
feedback distributed amplifiers. Therefore, a discussion on distributed amplifiers’ main features 
and design methodology proves to be essential. 

This section is split into three parts. In 2.3.1 the distributed amplification technique is 
explained. It is shown how to increase the bandwidth of conventional lumped amplifiers, by using 
N-sections distributed topologies, in which several active devices are connected at two distinct 
(input/output) transmission networks. In section 2.3.2 different distributed amplifiers realizations 

                                                      
11 Depending on the implementation, these transmission networks can be cast in a form of cascaded constant-k filter 
sections (artificial transmission lines) or in periodically loaded transmission lines [103].  
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are analyzed12. The first one employs artificial transmission lines formed by cascaded constant-k 
filter section, while the second one makes use of periodically loaded transmission lines. 
Generically, field effect transistors (FETs) are considered as active device taking part in the 
amplification of the RF/µW signals. The properties of distributed parameter networks are 
reviewed, studying the voltage response to multiple current sources, emulating the contributions 
coming from the active devices. This constitutes the basis for analyzing the distributed amplifier 
gain in section 2.3.3 where imperfect match at the terminations and the effect of losses are 
considered. The basic assumption made here is that the small signal FET models are unilateral, so 
that the wave propagation in the output line won’t affect the voltage (current) distribution in the 
input line. The ensuing analysis is based on the works [101]—[102].  

 

 

 

2.4.1 BROADBAND AMPLIFICATION UTILIZING DISTRIBUTED NETWORKS. 
One of the most important features of an amplifier circuit is its gain function, describing its 

frequency behavior in terms of voltage (current, power) input/output transfer ratio. For many 
applications, it would be rather appealing to increase both the gain and the -3 dB bandwidth [109], 
but as long as the circuit realizations consist of lumped components these requirements are 
conflicting. These results have been theoretically substantiated for many topologies [104]. For 
instance, a bandpass FET amplifier could be considered (whose small signal model is depicted in 
Fig. 2.8). The voltage gain is:  
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where A0=-gmR represents the maximum gain at the central frequency ω0  = 1/√(LC), Q = ω0 RC is the 

quality factor, and the -3dB bandwidth is B = ω0  / (2π Q)= 1/2πRC. Therefore, the gain bandwidth 
product is readily computed:  
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and doesn’t depend on the terminating resistance, but only on the shunt capacitance13 seen at 
the tuned load and on the transconductance of the active device. 
 

                                                      
12 A distributed amplifier could be more abstractly defined as a distributed transmission structure coupled to an active 
medium. Travelling Wave Optical Amplifier (TWOA), Erbium Doped Fiber Amplifier (EDFA), exploiting the interaction 
of a beam of light (EM radiation) with a properly gain medium for achieving its amplification see [101], fall into this 
category. 

13 Network Theorem from Bode states that in the high frequency limit, the output impedance of a two port devices is 
capacitive [101], [104]. 
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FIGURE 2-8. Small signal equivalent models of a FET amplifier. In the case of a tuned amplifiers and in cascaded stages the output 
capacitance loading bounds the maximum  bandwidth. 

 
Therefore, from (2.19) follows that for a given active device (gm is fixed) one should reduce the 
loading effect of the output capacitance, in order to increase the bandwidth of the amplifier. 
However, this is not easy to achieve as long as the output capacitance remains lumped at the 
output port14. This is easily seen in the RC coupled amplifier in Fig. 2.8 where the RC coupling 
emulates the output impedance/next stages impedance. With a low-pass frequency response 
having a real pole on τ=RC, and thus a -3 dB bandwidth extending in [0, 1/τ] the gain-bandwidth 
product is:|A0B|= gm/C. Once again the lumped capacitive loading at the output ports 
prevents the designer to fully exploit the maximum attainable bandwidth for a given device 
(which extends from zero frequency to fT). Apparently there’s no way of circumventing this 
issue. In fact, when cascading several stages a higher gain is achieved15 but the bandwidth is 
reduced16. Nor the parallel connection is useful, since both the transconductances and the 
capacitances of the active devices get added, and the product |A0B| stays unaltered.  

However, as shown in Percival patent [55], a higher bandwidth could be achieved by 
connecting several active devices  through separate transmission networks, in such a way that the 
output currents could be accumulated, isolating the contribution from the capacitive loading of 
each section by using inductance coils. By doing so, the input/ output capacitances are absorbed in 
cascaded filter sections, giving rise to two artificial transmission lines. Choosing suitably the 
values for the inductances both at the input and at the output line and provided phase 
synchronization is kept in both lines, a lowpass frequency response can be obtained, which 

                                                      
14 This result remains valid also in the case of multistage amplifiers, for the interstage capacitive loading. In that case the 
input capacitances of the subsequent stages should be accounted for. 

15 As an equivalent transconductance which is the product of the transconductances of the stages gm=gm1gm2 [109]. 

16 The equivalent bandwidth (in the high frequency limit) of a multistage amplifier B could be computed by considering 
the dominant pole approximation, and it is given by the reciprocal of the sum of the open-circuit time constants:  
2πB=(τ1+τ2+…+τN)-1 where τk=RkCk ,accounting separately for the contribution of each capacitive branch (supposing the 
capacitors are not interacting) [109]. 
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broadens the achievable bandwidth, enabling operation close to the intrinsic devices frequency 
limit [4]. Although the original patent detailed the invention providing the actual schematics for 
implementing multi-stage tube-based distributed amplifier, it apparently passed unnoticed. It 
wasn’t until ten years later that (in seminal Gintzon paper, 1948 [56]) the theoretical foundations 
for analyzing distributed amplification were laid. Since then, the scientific literature regarding 
distributed amplifier gained impetus, and many corrections to the first-order theory were 
provided [110-112], the transient response calculated, and the effect of unequal propagation 
constants in the transmission networks investigated [57], [58], [113]—[122]. A major boost came 
from the possibility of implementing very wideband microwave amplifiers  in MMIC (microwave 
monolithic integrated circuits) form using MESFET active device [123]. Effective design methods 
were firmly established, that are still used nowadays even in the design of DA employing discrete 
components.  

A distributed amplifier can be realized by connecting several FET devices by means of 
transmission lines, whose behavior has to be prominently inductive [110], [112]—[113], [118] in the 
frequency band of interest17. Since the FETs are normally arranged in a common source 
configuration, the input (output) line is alternatively termed gate (drain) line  as shown in Fig. 2.9. A 
simplified analysis is possible, employing the unilateral approximation for the active devices’ 
small signal models18 ; an active device is simply represented by a capacitor at the gate port (Cgs), 
and by a parallel connection of a capacitor (Cds) and a current source, controlled by the gate voltage 
(Vgs) at the drain port19. Since there is no internal feedback element in the FET model, the analysis 
of the wave propagation in the gate and drain lines is effectively decoupled20. 

                                                      
17 When the operating frequency is less than a few GHz, chip inductors can still be used for interconnecting sections, and 
together with the stray FET capacitances form cascaded constant-k filters, or artificial transmission lines [103]. 

18 In general, the devices operate nonlinearly, when the voltage swing applied at the input port causes the FET output 
current not to respond proportionally, due to the saturation phenomena [109] determining a distortion of the output 
waveform (clipping of the signal). However, if the input signal remains bounded and small (compared to the DC bias 

voltages) the linear approximation gives satisfactory results. In an oscillator circuit, the small signal model is used for 
estimating the oscillation frequencies, during the oscillation build-up phase [50]. However, after the oscillating signal has 
grown in amplitude, the linear analysis is inappropriate in describing the circuit, due to the large (i.e. the same order of DC 
voltages, or even greater) high frequency self-sustaining voltages driving the active devices. 

19 In a small signal analysis moreover, this three parameters aren’t dependent on the input voltage that is Cgs(V)=Cgs0; 
Cds(V)=Cds0, gm(V)=gm0; they remain constantly at their nominal value (depending on the DC quiescent point). 

20 A much simpler FET models retains only its essential features (being a voltage controlled current source), neglecting 
inductive effects, and resistive losses (due to drain, gate, source metallization, and packaging). More importantly the 
internal Cgd (gate-drain) feedback capacitance [50] is omitted, assuming the device is unilateral thus simplifying the treatment.  
A more detailed analysis is possible without overlooking the above mentioned details, leading to time domain coupled 
wave, full nonlinear formulation made possible by setting up partial differential equations [101]. 
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FIGURE 2-9. A simplified schematic of a distributed amplifier. The artificial transmission line is formed by connecting several active 
device with inductors (or prominently inductive components) and using the active devices parasitic capacitances.  

It is noticed that, by approximating the transmission line with pure inductances, neglecting 
their losses (and the FET losses as well) and their capacitive behavior, the distributed amplifier is 
constituted by two artificial transmission line, which are unilaterally coupled by means of the 
transconductance of the active devices. As the input RF signal which is fed on the gate line 
traverses each section, it progressively excites the FETs so to give rise to an N-fold current 
contribution in the output line. The signal in the gate line is finally absorbed by a matched resistor, 
provided an adequate matching section is inserted, so to minimize spurious reflections. The 
currents produced in the drain line instead, travel in two opposite directions. In fact, forward 
propagating current waves keep summing in phase21 so that an amplified version of the input 
signal is delivered to the output load (Fig. 2.9), matched to the output line by an appropriate 
ending section (as for the case of the gate line). At the same time, the backward travelling waves 
give rise to a highly frequency dependent signal which is absorbed by a drain line matching 
resistor.  

In order to evaluate the performance of the distributed amplifier, it is necessary to pinpoint 
the frequency behavior of the cascaded two ports shown in picture. Therefore the properties of the 
constant-k filters and m -derived filters sections will be briefly reviewed. 

2.4.2 TWO-PORTS NETWORKS: TRANSMISSION PROPERTIES               
 In the previous section, it has been outlined the distributed amplification phenomenon. 
Essentially to achieve a wideband operation it is vital to disperse the gate (drain) parasitic 
capacitances over an extended coupling network that maintains a constant impedance level. By 

                                                      
21 As long as the phase velocity in the gate and drain line is equal at each cell, so that the wave propagation in the output 
line is phase matched to that of the input line. It is important to notice that phase propagation factors are allowed to vary 

from one section to another, as long as ϕgi = ϕdi  (1≤ i ≤N) while impedance level of the gate (drain) line has to be kept constant 

across all sections to the greatest extent possible for proper operation  that is Z0gi =Z0g ; Z0di =Z0d (1≤ i ≤N) (not needing to take 

the same values, i.e. Z0g ≠  Z0d in general).  Usually the impedances of the gate and drain lines are quite similar; often they 
agree with Z0 =50 Ω for convenience. In a distributed oscillator instead (as later will be explained) the existence of a 
feedback path connecting the output and the input line forces the condition Z0g=  Z0d  for achieving broadband matching [101].  
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coupling together N active cells via inductive transmission line sections (or inductors)22 the output 
currents are superimposed, bringing a linear increase in  the output gain, while the parasitic 
capacitances get embedded in cascaded constant k filter sections, which (when properly designed) 
ensure a low-pass operation23, with pass-bands reaching several gigahertz [124]. 

Constant-k and m-derived filters can be conveniently analyzed using two-port parameters 
[101]—[103]. Although in linear circuit theory two-ports are usually characterized by their 
impedance or admittance matrices, when dealing with cascaded structures consisting of 
interconnected two ports, it is easier to assign them the chain matrix defined by the relations24  
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FIGURE 2-10. Chain Matrix representation of a two-port network, with associated signs for currents and voltages. 
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The chain matrix of  two-ports cascaded connection in that case is simply the matrix 
product of the individual chain matrices associated to each two-port [101]-[103]. The number of 
independent chain matrix parameters is reduced if the network is reciprocal25. 

                                                      
22 Real chip inductors present losses (resistive path) and spurious resonances (due to parasitic capacitance) which should 
be kept into account, by introducing vendor models, or by using two port S parameters extracted from measurements. 
The same holds true for chip capacitors.  

23 Not considering:  a) the attenuation due to losses ; b) imperfect matching at the ending sections,. 

24 Unlike the expression for [Z] ([Y]) matrix relating the currents (voltages) at the two ports with the corresponding 
voltages (currents) by means of open-circuit impedance (short-circuit admittance) parameters, the chain matrix express 
both the voltage and currents at  port “1” as linear combinations of voltage and currents at port “2”. Moreover, the sign 
of the current at port “2” is positive, with the convention that the current is leaving the two ports. 

25 A two port network is reciprocal when exchanging stimuli (causes) at one port for effects (observations) at the other 
port produce identical results. 
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A B

C D

 
=  
 

T

 
FIGURE 2-11. Image Impedances concept. 

 When considering the wave propagation along transmission structures in distributed 
amplifiers, it is very important to take into account the matching properties of the cascaded two- 
ports. In order to obtain a maximum power transfer [101]-[103] along the operating bandwidth is 
in fact required for each two port to operate with adequate impedance terminations. Making use of 
the image impedance concept helps in fulfilling this condition. The image impedances Zi1, Zi2 of a 
two-port network are defined in relation with the impedance seen by looking into either direction 
of each port (Fig. 2.11). They can be expressed in terms of chain matrix parameters as [103] 
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with Zsc1  (Zoc1) the impedance calculated at port 1, when port 2 is short-circuited (open-circuited) 
and  analogous definition holds for Zi2. Image impedances Zi1, Zi2 overlap when the two-port 
network is symmetrical; in that case the characteristic impedance Z0 suffices for the description of 
its matching properties, being Z0 = Zi1 = Zi2.  

 When analyzing a two port network, is particularly interesting to evaluate the voltage, 
current, power transfer ratios.  Using the chain matrix parameters [101]-[103], and noticing that the 
factor (√AD- √BC) is common to both the voltage and the current transfer ratio, it can be defined as 
a complex propagation factor26 γ = α +jβ : 

 ( )e AD BCγ− = −   (2.22) 

 

The propagation factor could be found using simple algebraic manipulations, taking into 
account that for a reciprocal network AD-BC=1: 

                                                      
26 An intrinsic definition of the complex propagation factor is obtained by taking the square root of the power ratio at  
port 1 vs the power ratio at port 2: eγ = sqrt(Pin/Pout). 
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The voltage and current transfer ratio can be therefore suitably expressed in terms of the images 
impedances and the complex propagation factor γ = α +jβ  as: 
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the power transfer ratio being computed, knowing the voltage and current transfer ratios. If the 
network is lossless, the attenuation factor α is zero and the image impedances are real therefore: 
Pout = Pin. In the following, the expressions (6.4)—(6.8) will be applied in the analysis of the filter 
sections usually employed in distributed amplifiers.  

 

 

2.4.3 CONSTANT-K AND M-DERIVED FILTER SECTIONS 
The most simple two-port network possessing a frequency selective behavior is a simple 

circuit containing an impedance (z/2) in the series arm and an admittance (y/2) in the shunt arm, 
generally referred to an L section or half–section (shown in Fig. 2.12) [101]-[103]. Two L sections 
can be interconnected in a back-to-back manner, giving rise to the T and Π networks27  which are 
symmetrical networks possessing characteristic impedance of Z0T , Z0Π  respectively. From (6.4) 
and (6.7) the characteristic impedances Z0T , Z0Π  and the propagation factor γ  are immediately 
obtained: 
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A lowpass network is implemented by introducing an inductor in the series arm and a 
capacitor in the shunt arm. By doing so, the impedances and the propagation constant becomes: 

                                                      
27 L (half) sections are employed for converting the impedance from Z0T to Z0Π  and vice versa.  
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FIGURE 2-12. Half sections (L Section) topologies for a constant-k filter; cascaded interconnections give rise to T-network and Π 
networks. 
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where ωc is the cut-off frequency of the section. Above ωc the attenuation of the filter sets in, as 
evident in expression of α =Re(γ ) for ω  >ωc, while the image impedances turn from real to 
imaginary [101]-[103]. Applying (2.25) it is noticed that throughout the passband of the filter 
(below the cutoff frequency), the power transfer ratio is constantly equal to one, after reaching the 
cutoff frequency when it starts to roll off as e-2α, emphasizing the inherent low-pass filtering 
property.  

 
FIGURE 2-13 Low-pass constant –k sections. 

  

The networks shown before are examples of constant–k (lowpass) filter sections, their name 
originating from the property: z/y=R2 (R is real) meaning that the ratio of the series impedance to 
the shunt admittance is a constant. For constant-k section, from (2.26) results: 

 2
0 0  T

z
Z Z R

y
Π⋅ = =  (2.27) 
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Moreover, the propagation factors of the T and Π networks are the same, and twice28 the 
one corresponding to a L network. Cascading adequately L, T, or Π sections, ladder network can be 
obtained, otherwise called artificial transmission lines. 

 
FIGURE 2-14 Example of m-derived T section lowpass filter. 

An inconvenient of the constant-k filter is represented by the remarkable frequency 
dependence near the cutoff frequency which makes the broadband matching task more difficult. 
Furthermore the attenuation factor in the filter stopband grows slowly for ω > ωc [101]-[103]. In 
order to have a sharper lowpass response, m-derived sections are used. Essentially, they are 
obtained from constant-k filters introducing an impedance in the series arm [101]-[103] that is 
exactly m times (0< m ≤1) that of the corresponding constant–k filter (Fig. 2.14), where m represents 

an adjustable parameter29. The admittance of the shunt arm ym for a generic lowpass T section is 
found by imposing a perfect equivalence for the impedances of the constant-k and m-derived 
prototypes:  
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making it evident that the shunt arm consists of two element in series. In the case of an m-derived 
low-pass section, the series arm comprises two inductors of values Lm=mL/2 while one inductor 
Lp=(1-m2)L/4m, and a capacitor Cm=mC are included in the shunt arm. The propagation factor of 
the m-derived section is : 
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28 It can be proven by cascading two L sections and computing the resultant chain matrix parameters. 

29 The parameter m is such that for  m=1 the m-derived section reduces to a constant-k filter. 
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which denotes a passband extended in the range [0, ωc], as the constant k derived filter but with a 
much more abrupt transition above the cutoff frequency due to the action of the series LC  circuit 
in the shunt arm providing a transmission zero at the resonant frequency ω0=ωc/√(1-m2) [103] as 
qualitatively indicated in Fig. 2.15. Moreover a smoother frequency response is obtained 
throughout the bandwidth, which justifies the use of m-derived half sections as buffer stage to 
match an artificial transmission line (constituted by cascaded constant-k filters sections) to a 
resistive load. The mid-shunt impedance function for the m-derived half section is given by: 
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In fact, choosing m=0.6 the mid-shunt impedance is kept constant at the nominal value Z0= L/C  
in more than 85% of the passband, improving the wideband matching.  
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FIGURE 2-15. Qualitative filter response  for constant-k (a) and m-derived (b) filter sections. 

2.4.4 DISTRIBUTED AMPLIFIER EMPLOYING ARTIFICIAL TRANSMISSION LINES 
The transmission properties analyzed in the former section constitute the basis for the 

investigation of the distributed amplifier employing unilateral FET devices and lossless 
transmission networks. The distributed amplifier is seen to be composed by two artificial 
transmission lines30, which are coupled by the action of the transconductance of the FETs. Due to 
the unilateral FET models here employed, once the signal is fed to the gate line, it progressively 
gets amplified in the drain line, as each section gets subsequently excited, but without any 
possibility for the output signal to be transferred back to the input line. Therefore the distributed 
amplifier analysis can be simplified by studying the signal propagation separately for the gate line 
and the drain line (decoupled analysis) separately shown in Fig. 2.16.  

 The input cell is formed by the Cgs capacitance (in the shunt arm) and the gate line 
inductance Lg   (in the series arm), constituting a constant-k filter section with propagation factor γg. 
Analogously, the drain line comprises several sections with propagation factors γd made up of the 

                                                      
30 Thanks to the scaling possibility they offer, periodically, capacitive-loaded, uniform transmission line sections are 
normally used in place of the cascaded constant–k or m-derived filters constituted by artificial transmission lines. Their 
analysis is carried out in [101].  Uniform transmission lines, are however designed in a manner such that the inductive 
effect prevails over the capacitive one. Using microstrip lines over a dielectric substrate, a good approximation is 
obtained by using electrically short (l < λ/7, λ is the wavelength corresponding to the highest frequency of the signal) 
sections possessing high impedance (compared with the nominal load impedance). The residual capacitance which is 
considered lumped at the two ends of each section, can be easily accounted for as detailed in next section. 
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Cds capacitance (in the shunt arm) and the drain line inductance Ld in the series arm31 . The output 
(voltage controlled) current sources at each section in the output line are responsible for conveying 
the signal from the input to the output line. The input signal is fed into the gate line and is 
distributed across the active devices, eventually vanishing in the gate line termination Zog. 
Through the action of the FETs transconductance the voltage signal in the gate line is converted to 
a current and unilaterally coupled at the drain line, which propagates in opposite directions. 
Forward waves, which travel down the drain line, gets amplified as it passes through each section 
and finally are delivered two the output load.  Backward waves instead interfere destructively ad 
are absorbed at the line termination32 Zod [125].  

 
FIGURE 2-16. Small signal analysis of the FET distributed amplifier. Neglecting the internal FET Cgd feedback capacitance, the analysis 
can be effectively decoupled, considering the voltage at the k-th device, in the gate line exciting a current in drain line due to the action 
of transconductance, which superimpose with analogous contributions coming from the remaining devices. 

Considering the input voltage at the k-th node of the input line from (6.8) follows that:   
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which, due to the transconductance of the FET causes a current to flow in the output line given by: 

 
k m gki g v= −  (2.32) 

that propagates to the left (backward wave, towards the absorbing termination) and to the right 
(forward wave, towards the load) of the k-th device.  

                                                      
31 In order to achieve the same propagation factors for both the gate and the drain line, is possible to choose Lg=Ld. 
However, since the gate(input) FET capacitance Cgs is higher than the drain (output) capacitance Cds an additional 
capacitor  needs to be placed in the drain line having a value of Cp=Cgs-Cds to the aim of obtaining γg = γd. 

32 As a further simplification, let us assume that the input/output ATLs are perfectly matched. Mismatch analysis has 
been considered first by Ginzton in [56] and is reviewed in [101]. In practice, buffer (m-derived) sections are usually 
placed before any resistive termination to provide broadband matching. 
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The current in the output line is obtained by superposition of the individual contributions 
in (2.32). Considering only the currents wave travelling towards the load: 
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the corresponding voltage developed at the output load will be33 
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Substituting (2.31—2.33) in (2.34) and considering (2.24), (2.26) the output voltage can be written 
as: 
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 The voltage gain can be easily obtained dividing the (2.35) by Vin and supposing that the two lines 
are phase synchronized with γg = γd =γ ;  
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From (2.36) is evident the main feature of the distributed amplifier voltage transfer function, which 
is to depend linearly on the active sections being used and exhibiting a passband that extends from 
DC to the cutoff frequency ωc. The power gain can be obtained by definition as: 
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 (2.37) 

in which the phase synchronization condition is required as before, but the two transmission 
networks may present different image impedances [101]-[103].The power gain is seen to depend 
quadratically on the number of sections, which would suggests that increasing N indefinitely would 
always be beneficial.  

                                                      
33 The factor ½ in the magnitude derives from considering only the contributions due to forward currents flowing 
towards the load, neglecting the backward currents absorbed by the drain-line termination. The γd/2 factor for the phase 
is obtained accounting for the last half-section contribution in the drain line.  
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The analysis carried out so far was based on idealistic hypothesis, leading to an extremely 
simplified model in which it was assumed to operate with perfect match in the input/output line 
and loss-free transmission networks/devices. The impact of the mismatches34 due to practical m-
derived half section terminations and the losses in the lines/active devices on the performance of 
the distributed amplifier can be evaluated separately. To investigate on the effect of losses when 
conceiving a FET distributed amplifier, a more sophisticated transistor model is considered, in 
which the input ports contains the capacitance Cgs in series with a resistance Rgs and similarly at the 
output port, in which a resistance Rds shunts the output capacitance Cds and the voltage controlled 
current source (Fig. 2.17). 

Lg/2 Lg/2

Cgs vgk

Rgs/2 Rgs/2

Ld

Cds/2 Cds/2

ik

Ld

Cds/2 Cds/2Rds/2Rds/2 Rds/2Rds/2

 
FIGURE 2-17. Lossy models  of the input and output port for a generic FET device in a distributed amplifier.  

Following the same line of reasoning that led to the loss-free expression for the distributed 
amplifier gain, the expression for vgk  is derived: 
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as the current in the drain line is related to (2.33) by the (2.34) and (2.35) and taking into account  
(2.26) (appendix B): 
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and recalling the definition of gain in (2.37) and substituting the values for the drain line image 
impedances we have the following approximation:  

                                                      
34 Mismatches at the ending sections are known to deteriorate the “flatness” of the frequency response, creating peaks in 
the frequency response [113]-[122].  
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Therefore, losses are shown to have a profound impact on the achievable gain. First, the 
gain depends nonlinearly and non-monotonically on the number of section through exponential 
functions. By maximizing the gain in (2.40) with respect to the variable N by looking for zeros of 
∂G/∂N, the optimal number of section is obtained: 
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clearly demonstrating that any additional section to Nopt results in worsening of the amplifier 
performances due to additional losses, which is detrimental to the amplifier gain.  Second, the 
losses in the circuit deteriorate the frequency response at the low end of the passband, due to 
the term ωd=(1/RdsCgs) in the drain line for the amplifier having a low frequency pole 
determining an high pass behavior. Therefore, a careful selection of the parameters N, ωgl, ωd, 

ωc  is needed to have a flat frequency response from DC to the lowpass cutoff frequency  
 

2.4.5 DISTRIBUTED AMPLIFIER USING PERIODICALLY LOADED TRANSMISSION LINES 
Usually a distributed amplifier is implemented having recourse to microstrip lines on a 

dielectric substrate as the input/output transmission networks, which are periodically loaded by 
the active devices [126]–[133] according to the schematic in Fig. 2.18. The effect of the unilateral 
active coupling between the two transmission networks can be studied analogously to the former 
case. The effect of the lumped parasitic FET capacitances is considered as if they were continuously 
distributed across each section. Therefore, given the length of each gate/drain section (lg and ld chosen 
by design), introducing the associated parasitic capacitance per unit length is cgs= Cgs/lg, cds= Cds/ld, (Cgs 
and Cds are known by the manufacturer model) the loaded lines are propagation factors and image 
impedances are: 
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FIGURE 2-18. Distributed Amplifier employing uniform transmission lines 

where (Lg, Cg, Ld, Cd) represent the unloaded and lossless lines distributed parameters, which can 
be derived by knowing the line S-parameters and apply a parameter extraction 
process/fitting algorithm [50]. The output current flowing through the load is obtained 
integrating the distributed current contributions on the drain line over the total output line 
length. To keep track of the propagation in the two lines, two different coordinates ξg  and ξd 
are used. Since the input and output line length can be different, but the anchor points at 
which the FETs are attached are evenly spaced, therefore:  ξg /lg = ξd /ld. Using this notation, the 
distributed current source evaluated at position ξd in the drain line due to the gate voltage 
measured at coordinate ξg in the gate line is  (assuming a unitary voltage generator is in place): 
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and integrating all these elementary contributions we obtain the output current as: 
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Knowing that the voltage appearing at the output load is due to the forward current 
component: 
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and computing the integral in (2.45) from (2.46) the voltage transfer ratio is readily obtained: 
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If the phase synchronization condition is enforced (βglg=βdld) 
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arriving at a conclusion analogous to (2.37), showing a linear increase for the amplification 
factor with the number of section, and a passband dictated by the impedance frequency response 
associated to the periodically loaded drain line [101]-[103]. Losses are taken into account as in 
the case of a distributed amplifier employing artificial transmission lines, leading to a 
modification of (2.40) in which the phase constants βg, βd have to be replaced by the complex 
propagation factors γg, γd. They are conveniently expressed in terms of resistance or conductance 
per unit section, and promptly included in the definition of the propagation factors of the gate 
and the drain lines (2.42): 
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whereas the amplification factor given by (2.36),  has to be modified to consider complex 
propagation factor γg= αg +jβg , γd= αd +jβd . Substituting them into (2.36) and provided that the 
phase matching condition is met in both the gate and the drain lines (βglg=βdld) is obtained: 
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which represent the voltage transfer ratio of the distributed amplifier with losses. To obtain 
the gain function (expressing the input/output power gain), it is sufficient to take the square 
of the previous expression and multiply for the inverse ratio of the input to output 
impedances in the hypothesis of perfect match35: 
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Deriving with respect to N and setting the derivative equal to zero, the optimal number of 
sections is found (constant terms are omitted in the derivative): 
 

                                                      
35 G= Pout / Pin=(VoutIout/VinIin) but Iout= (Vout/ Zd ); Iin=(Vin/ Zg ) then G= (Av)2 * (Zg / Zd). 
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The optimum number of sections is determined by the attenuation characteristics in the input and 
output lines, analogously to the previous case.  

 

2.5  DISTRIBUTED VOLTAGE CONTROLLED OSCILLATORS. 

 

The distributed amplification concept has led to the development of different 
circuits/systems, which are particularly suitable in light of the applications for RF front ends36 as 
well in high speed digital integrated circuits.  Two considerations made immediately appealing the 
distributed oscillator topology as inherited from the distributed amplifier. First, the possibility of 
exploiting planar technology/process for implementing microwave oscillators in integrated form 
Second, the opportunity offered by the relaxed gain-bandwidth constraint of the Distributed 
Amplifiers (see §2.4), for which several active devices are enabled to concurrently operate at high-
frequencies (with operational frequency close to the device transition frequency fT), without 
trading-off the bandwidth for gain37. 

Schematically, a distributed oscillator (an example in Fig. 2.19) consists of a distributed amplifier 
provided with a feedback path which serves to inject output-line propagating waves back into the 
input line [75—77], [83—87]. There are essentially two options for devising it. A feedback loop for 
forward travelling waves is created by connecting the output line with the input line, after the 
removal of the load resistor ZL, (picture) giving rise to the forward gain mode distributed oscillator. 
Conversely, an alternative feedback path could be conceived by taking advantage of the backward 

scattered waves towards the absorbing resistor Zd 
o    forcing them to reenter the input line, having 

previously disconnected the resistive termination, thereby creating a reverse gain mode distributed 

oscillator [72—74], [88, 99].These two topologies will be subsequently analyzed. In particular, it will 
be shown that the reverse mode distributed oscillator could be converted to a very broadband 
VCO in a straightforward manner.  

                                                      
36 For instance, after having envisioned the FET distributed amplifier in monolithic form, distributed mixer architectures  
requiring only slight modifications to the original distributed amplifier topology where fostered see  §2.4 

37 A really important features in silicon CMOS devices is that they usually posses a smaller fT when compared with FETs. 
As the operational frequency gets close to the device frequency limit fT  (transition frequency) the gain of each FET device 
approaches unity. If it is required to operate with frequencies f > fT  the gain would drop below unity. However, since in a 
distributed amplifier the total gain corresponds to the sum of the individual sections gains, is still possible to have gain 
greater than one and yet operate near the maximum frequency threshold. 
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FIGURE 2-19. A forward gain  mode distributed oscillator. Waves in the drain line re-injected into the gate line by means of a suitable 
feedback path. 

 

2.5.1 FORWARD-GAIN MODE DISTRIBUTED OSCILLATOR THEORY 
Although chronologically the first distributed oscillator was invented exploiting the 

reverse gain of a distributed amplifier, the forward gain mode distributed oscillator is introduced 
first, since it’s operation principle could be inferred immediately from the considerations made in 
section 2.4 

 

FIGURE 2-20. Forward Gain mode Distributed Oscillator based on a  ring topology and presenting cross connected gate and drain line 
as a mean to establish a feedback path 

As already observed, the forward gain mode distributed oscillator is almost entirely 
derived from the distributed amplifier structure, the only differences being the insertion of the 
feedback path between the input/output lines  and the removal of unnecessary loading element, 
as sketched in Fig. 2.19. The active devices are generally biased choosing the same gate and drain 
voltage level and it is kept constant, ensuring that each FET device is working in the active zone 
[77—79]. Intuitively, oscillator operation is based on the regeneration of that signal whose period 
results comparable with its round trip time through the closed-loop circuit, and thus dependent upon 
its feedback path length; the shorter it is, the higher the attainable frequency [75] becomes. Laying 
this circuit out using the conventional linear topology for the open-loop distributed amplifier (from which 
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the distributed oscillator follows) while seeking its feedback path length minimization it’s a nearly 
impossible task. For this reason ring topologies are preferred; in concrete implementations the 
distributed amplifier topology is wrapped around itself, creating an annular loop [75—76], [80], [86]. A 
feedback path then is simply created by connecting crosswise the output line with the input line, 

and vice versa (provided the two lines are perfectly matched, Zg
o = Z

d
o  and all the resistive loads are 

effectively removed). This architecture is seen to provide benefits for high speed digital electronics 
(for clock-distribution circuits) [80] or RFIC circuit employing lower-fT  devices like silicon CMOS 
as highlighted in [75] .  

The  results  presented on the work , relative to a BICMOS forward gain mode distributed 
oscillator38 provide a first order estimate of the oscillation frequency and output signal amplitude, 
based on the calculation of the closed-loop transfer function for the feedback distributed amplifier 
[134]. Assuming the electrical length of the feedback path is sufficiently small, the output and the 
input voltage can be regarded as identical. Therefore using the formula (2.36) it can be stated that:  

 
closed-loop

( || ) 1c cjN lb c
v mA Ng Z Z e γ−= − =  (2.53) 

 

which is derived from (2.36) substituting the factor Zd 
o  /2 with the parallel impedance of the 

base line (input line, Zb) and the collector line (output line, Zc) and accounting for losses in the 
output line with a complex propagation factor  γc =  αc +j βc . The (2.53) is a complex equation; 
hence it can be split in its real and imaginary part 
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in which both the complex propagation factors and the length of each transmission line sections in 
the base and collector line are for simplicity supposed to be identical. From the imaginary part of 
the closed loop function it follows that Nβ l=π. Recalling the definition of β in terms of the group 

velocity and the frequency of the signal [103], β= 2πf /vgroup the second equation of (2.54) provides:  

 
2
group

osc

v
f

Nl
=  (2.55) 

 

showing that the oscillation frequency is determined by the time the signal needs to return to the 

starting point, completing a cycle. The real part in (2.54) determines the output voltage 
amplitude, as long as the relation gm= gm(Vo) is known and the bias currents Ic are kept fixed [78, 
79]  The expression for gm(Vo)= 2Ic /Vo  substituted in the first of (6.37) provides:  
 

                                                      
38 In what follows the input line, will be named also base line, and the output line will be termed collector line, since 
bipolar devices are involved. 
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affected, as the intuition suggests, by the losses in the line and determined by the current bias 
level in the output line and equivalent impedances.  

This oscillator is capable of being tuned by a patented method. Essentially, having 
more active devices per section and acting properly on their bias currents is possible to alter 
the electrical length of the signal path, thus modifying the oscillation frequency according to 
(2.55).  Tuning ranges of up to 26% fractional bandwidth (9.6 - 12.45 GHz) have been reported, 
good phase noise figure (-104 dBc/Hz at 1 MHz offset from the 11.7 GHz carrier), and low DC 
voltage- currents (2.2 V, 1.6 mA).  

Another possible solution to implement the tuning functionality in the forward gain 
mode distributed oscillator is to include a varactor in feedback loop [83, 84]. The voltage 
across the nonlinear capacitor has an impact on the imaginary part of the closed loop transfer 
function (its phase) and therefore on the oscillation frequency, which can be continuously 
swept in a narrow range. 

Furthermore, it has been recently proposed to decouple the design of a Distributed 
Oscillator, considering two separate blocks (as the very elemental oscillator theory implies39) 
interconnected by a feedback loop; a distributed amplifier, providing gain across a wide 
frequency band and a capacitive filter bank, selecting the oscillation frequency by adjusting 
the phase at which the closed loop gain becomes one [135]. This technique has the advantage 
of the ease of implementation, and offers respectable tuning range as well as the possibility of 
having a coarse or fine tuning [90—93] mode selection, however it doesn’t allow for compact 
designs as in [75—80]. 
 

2.5.2  REVERSE-GAIN MODE DISTRIBUTED OSCILLATOR TOPOLOGY. 
A different oscillator topology can be derived from the N-th sections distributed 

amplifier. It can be noticed that a feedback path for the backward travelling waves in the 

output line is immediately available, if one consider disconnecting the Zd 
o   termination and 

connecting the input and the output line together as schematically shown in picture 2.21 [72].  
The backward scattered waves in the output line are enabled to reenter the input line, and 
oscillations can be triggered if the amplifier reverse gain, defined as the ratio of power reentering 
the input line, to the available power on the output line, gets substantially greater than unity at a 
frequency for which the closed loop phase response equals 2π [72—74], [104] [109]. The 
reverse gain of the distributed amplifier increases as the sections are separately turned on 
[72—74]. Although the distributed amplifier topology is preserved, a different biasing scheme40 

is thus required for proper operation. Hence, activating consecutively each section and 

                                                      
39 An oscillator is essentially constituted by an amplifier with a positive-feedback frequency selective network [109]. 

40 In fact, a typical distributed amplifier (in which all the sections are activated simultaneously),   presents a poor residual 
reverse gain due to the mutual cancellation of the backward travelling waves in the output line [4], which is made small 
by design. 
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leaving the remaining ones turned off41, discrete resonances falling in the amplifier passband42 
can be excited, with oscillation frequencies depending on the electrical length of the active 
feedback loop path.  
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FIGURE 2-21. Reverse Gain based Distributed Voltage Controlled Oscillator Topology. 

 
As a consequence, the highest oscillation frequency (closer to the upper bound of the amplifier 

passband) is obtained activating the first section, achieving a minimum—length feedback path; 
complementarily the lowest oscillation frequency (closer to the lower bound of the amplifier 

passband) is found when turning on the last (Nth) section, when the actual length of the feedback 
path is maximum. In between the oscillation frequencies associated with the first and the last, 
N-2 additional resonances are observed in the output spectrum, obtained by turning on each 
section Tk  (k=2, 3,…,N-1) at a time, with a decreasing frequency (from the second to the second 
to last) according to the following scheme  f1  > f2 >…> fk-1 > fk > fk+1 >…> fN-1 >  fN. Moreover, as 
it was demonstrated in [72] using small signal equivalent FET models, linear analysis and 
CAD models, this circuit is seen to deliver a continuous tuning across the distributed 
amplifier passband, making it a multi-GHz distributed VCO (DVCO). The tuning is obtained 
by differentially biasing the active section in pairs (Tk, Tk+1), in such a way that one device is 
led towards interdiction and concurrently the subsequent one is driven to saturation. As a 
result of the net change in total transconductance, the small signal, reverse gain phase 

                                                      
41 Activating a device means biasing it with adequate DC voltage levels at the input (gate) and at the output port to cause 
its transconductance gm to become (much) greater than one. Since the devices used are FET connected in common source 
configuration,  the voltages considered are VDS, VGS. One could choose to activate a section: i) by changing VGS, keeping 
VDS fixed; ii) by changing  VDS, keeping VGS fixed; iii) by changing both VGS and VDS. In the following, only the option i) 
will be considered; the drain voltage is kept constant (and positive) and distributed at the active devices via the output line  
The gate voltage (which is usually negative, for depletion FET) thus determines the activation or the interdiction of each 
section; for a positive VDS (typically +2V) the values of gate voltages VGS  ranges (normally)  in [-1V, 0V].  

42 Amplifier passband is determined by the Impedance function associated with the periodically loaded transmission 

structure,  as pointed out in earlier section. 
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condition for triggering oscillation is fulfilled43 at an intermediate frequency within the 
interval [fk+1, fk].  
 

The reverse gain distributed oscillator analysis is based on the assumption that, at 
oscillation buildup, the signals exciting the active devices could be regarded as small 
perturbation around a quiescent point (biasing point). Therefore all the parameters of the 
intrinsic active devices (generally pHEMT or MESFETs) can be considered constant44. 
Moreover, for simplicity, the active devices will be considered lossless and unilateral. The 
transistor is modeled taking only into account its ability to transfer an input voltage (at its 
gate) to an output current (flowing through its drain) by means of its transconductance, and 
the reactive elements at the input /output port describing the parasitics due to the internal 
capacitances and the external inductances due to the active devices’ packaging. The FETs 
periodically load the input/output line, determining a transmission network made up of 
cascaded m-derived filter sections45 having a propagation factor that is purely imaginary46 and 
equal for both the gate and the drain lines47 to θm. Moreover, let us suppose that an extra 
element is inserted in the feedback loop, providing a phase shift48 of ψ  as illustrated in Fig. 
2.22. 
 

 
FIGURE 2-22.  Reverse-mode Distributed Oscillator resonances small signal analysis, when only one section is active at a time. 

                                                      
43 At the oscillation frequency, closed loop gain has to be unity, and the phase turns have to be an integer multiple of 2π. 

44 At oscillation start-up, the signal can be considered so small that simple linear relationships hold, involving currents 
flowing through the device and voltage at its ports. Moreover, the intrinsic parameters (most noticeably, gm) are 
considered constant; in other terms they are not affected by the voltage/currents level at the device ports. This argument 

does not stand in normal operation (steady state oscillations) when a large-swing oscillating signal at microwave 
frequency is superimposed to a DC bias voltage, and more sophisticated nonlinear analysis tools are needed.  

45 If the FET parasitic inductance is not considered, the input/output line reduces to cascaded constant-k filter sections 
network. 

46 Since losses in this FET model are not accounted for, the waves in the gate/drain line can only experience a phase shift 
when passing through each section.   

47  Provided Lg=Ld it could be made equal for both lines by loading them with additional capacitances or choosing 
different width for the transmission line in each sections. 

48 This term accounts for additional phase rotation in the loop, due to a purposely inserted transmission line element 
providing a feedback path among the terminating half sections (on the left).  
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The small signal drain current49 of the p-th (1≤p≤N) FET ip is a linear function of its input 

voltage vp: 
 j

p mp p mp pi g v g v e π−= − =  (2.57) 

 
which gives rise to two symmetrical contribution (ip/2 flowing towards the load, ip/2 flowing 
backwards through the feedback loop) in the output line  [72—74] [101, 102] . Each current 

contribution sees an impedance given by Zπ 
om , and therefore the voltage at the output port is: 
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Cutting the loop as shown in picture, is possible to establish a relationship between the 
voltage vi at the input of the loop, and the p-th gate voltage vp (50) The total phase shift across the 
(p-1) sections51 and the feedback loop is given by: 
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therefore, from the definition of the image propagation factor 
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which placed in (2.57) gives; 
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and using the (2.60) the input and output voltage across the loop can be related: 
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which divided by vi provides the reverse open loop voltage transfer ratio when only the k-th 
device is turned on:  

                                                      
49 Different lowercase italics indices (k,p,q,r,s) every time denote the active sections (Tk ; Tp;  Tq;  Tr;  Ts )with k,p,q,r,s ≤N. 

According to the context, different sets of indices can be used to avoid ambiguous notations. 

50 The propagation factor of a cascaded connection of N-sections is equivalent to the sum of the individual propagation 
factors: θΤ  =  θ1 + θ2 +...+ θΝ . Notice that in general the propagation factors are frequency dependent (in case of lossless 
two ports they reduce to purely imaginary terms). 

51 Considering βm as the propagation constant of an half section, a factor of 2 is needed to describe the phase change 
across a Π or T cell. 
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and separating the magnitude and the phase components in (2.63)  is obtained: 
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From the last equation the small signal linear condition for triggering oscillations can be set 
as: 
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and plugging in the formulas giving the propagation factors for the m-derived section, the second 
of (2.65) which expresses the phase condition for achieving an oscillation, turns into: 
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which can be used to find the  oscillation frequencies: 
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The previous expression could be simplified in the case of a feedback loop obtained by 
joining the terminal half sections without inserting additional elements, setting ψ = 0; in that 
case it could be shown that without loss of generality  a=1 [72] 
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which depends only on the coefficient of the  m-derived filter section, and on the 
position of the pth device. Furthermore, neglecting the parasitic inductance in the shunt arm, 
the unit filter cell reduces to a constant-k filter which is the limit case of an m-derived section 
as m approaches one: 
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giving a first order estimate for the N characteristic frequencies (or discrete resonances) associated 
with the various active paths obtained when turning on each transistor Tp (p=1,…N) separately, 
provided that the cutoff frequencies in the drain/gate line are the same. It is worth 
mentioning that the (2.69) confirms the intuitive explanation regarding the appearance of 
discrete resonances proceeding in decreasing order as the various sections are gradually 
activated one at time, assuming that the magnitude of the loop voltage gain is always greater 
than one for that particular path.  
 

2.5.3  REVERSE-GAIN MODE DISTRIBUTED OSCILLATOR TUNING: LINEAR ANALYSIS. 
  In the previous section it was proven that it is possible to exploit the reverse gain of an N 
section feedback distributed amplifier to obtain a set of N discrete resonances, having  
characteristic frequencies allocated in  the passband of the amplifier (from DC to the cutoff 
frequency ωc), when each section is individually turned on, and whose frequencies decreases as 
each device Tp (p=1,2, …, N)  get activated. Furthermore, in [72—74] was described the possibility 
of achieving a continuous tuning range by suitably biasing in the active region more than one 
device at a time. The tuning scheme is referred at as complementary differential gate biasing, since it 
operates among two neighboring sections in a such a way that if the section p is being activated, 
simultaneously the (p+1) section is being led to interdiction. As a result of this biasing strategy, it 
should be expected to observe a continuously moving spectral line, with a frequency shift from fp+1 to fp. 
These statements can be demonstrated by having recourse to a first order analysis, analogously to 
the previous section.  
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FIGURE 2-23. Linear analysis for evaluating DVCO tuning function.  

Let us suppose that two transistors (Tp ,Tq) are simultaneously operating while the other 
devices are interdicted (Fig. 2.23). The individual reverse voltage gain for Tp  and Tq  are obtained 
from (2.63) setting 2βm=β and ψ=0: 
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and since the circuit behaves linearly, the superposition principle holds therefore: 
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i.e., the total reverse gain is the sum of the complex functions in (2.70). The magnitude and the 
phase are given by (see appendix C):  
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and the oscillation condition is prescribed as usually ( according to Barkhausen Criterion): 
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and a more simple expression of Θ(p,q) is obtained in the hypothesis that Θp, Θq are 

sufficiently close to 2π: 
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FIGURE 2-24. Total reverse gain when more than one section is active, obtained as a vector sum of the reverse gain associated with each 
section. 

 
The previous equation show that the phase of the reverse loop voltage transfer ratio 

when two sections are simultaneously active, could be approximated as a weighted average of 
the two phases Θp, Θq  when each section is being separately turned on,  the weights being the 
individual transconductances of the p-th and q-th device. The formula (6.57) is consistent with 
the description of the biasing strategy mentioned earlier. As a limiting case, (6.57) reduces to 
(6.47) (with ψ=0) when gmp, (gmq) tends to zero, that is when only one device is activated (insert 
pictures):  
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Additionally, (assuming q > p, and therefore ωq < ωp) when properly biasing the pth and 
qth device, the vectors sum of the two reverse gains in the complex plane delivers a contribution lying 

on the real axis (Im(Gp
(rev)

 +Gq
(rev)

 )=0, i.e. total phase turns Θ(p,q)=2π) with magnitude greater than 

unity at a frequency ωq  ≤ωp,q  ≤ ωp (as shown in Fig. 2.24). It turns out that the oscillation 

condition (2.73) is more easily satisfied if q =(p+1) (see Appendix D for the details) thus 
biasing neighboring sections in a complementary fashion, such that when transconductance of 
the device Tp is increased, the transconductance of the transistor Tp+1  should decrease to keep the phase 

Θ(p,p+1)≈2π (insert pictures). By doing so,   it is possible to continuously tune the distributed 

oscillator across the sub-bands [ωq , ωp] (p,q = 1,…,N) whose lower and upper frequencies are 
defined by the individual characteristic frequencies associated to each active section. 
Therefore the tuning range,  which spans from ωN (when only TN is active) to ω1 (when only T1 is 
active), can be covered by differentially biasing  a pair of adjacent transistors (Ts ,Ts+1) 
(s=1,…,N-1) across the  sub-bands [ωN , ωN-1], [ωN-1 , ωN-2],…,[ωs+1 , ωs],…,[ω2 , ω1].  

 
However, with the original schematic derived from a conventional distributed 

amplifier, it is possible to show that the tuning range cannot be swept uninterruptedly, due to 
a difference of π among the phases of the reverse gains of the first two sections, making it 
impossible to fulfill the condition Θ(1,2)=2π (see appendix D). To solve this issue, in [72—74] it 
was proposed to add an additional transistor placed crosswise among the first two sections (insert 
pictures), which provided the adequate gain and phase conditions to continuously trigger 
oscillations across the whole interval [ωN , ω1]. 
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CHAPTER III. MICROWAVE CIRCUITS NONLINEAR 

NUMERICAL ANALYSIS 
 

3.1 TIME DOMAIN METHODS.  

 

The aim of circuit analysis using Time Domain Methods is to determine the time evolution 
(waveforms) of all the branch currents and node voltages (with respect to a reference node) in a 
suitable observation window identified with the closed interval [t0, t1]. In general, this involves 
setting up two different systems of equations. The first one is constituted by the topological 
constraints, dictated by the network interconnections among the circuit elements and expressed by 
the Kirchhoff Current Law (KCL) at each node (or at cut-sets)  ∑nodes i(t)=0, or Kirchhoff Voltage 
Law (KVL)  at the loops or (meshes) ∑loops v(t)=0. The second one, includes a set of physical 
constraints for each component in the circuit called Branch Constitutive Equations (BCE) which 
account for describing the voltage-current characteristics ik(t)=g(v1(t), v2(t),…, vl(t))1 of a nonlinear 
element. Whenever reactive elements (storing electric or magnetic energy) are present, the 
previous set of equations  is augmented by using the charge-voltage  {qm(t) = q(v1(t), v2(t),…, vl(t))} for 
generalized capacitors and flux-current relationships  {φh(t) = φ(i1(t), i2(t),…, ik(t)) } for  generalized 
inductors  entailing  the introduction of  voltage (current)  time derivative or time integral2 in the 
system denoting the BCEs. Hence, it is necessary to deal with nonlinear differential systems of 
equations3, and if the variables are properly chosen4 [1], it could be cast into a system of 
Differential Algebraic Equations (3.1), where the unknown vector of functions x(t) (n—dimensional) 
represent the set of voltage through capacitors and currents through the inductors called state 
vector; js(t) (p— dimensional) denotes the inputs (in case of non-autonomous systems) expressed as a 
Norton equivalent current sources,  f(x(t)), g(x(t)), q(x(t)) three nonlinear vector-valued functions of the 
state x(t). The functions f(x(t)) (r—dimensional), g(x(t)) (s—dimensional) stands for the generalized 
nonlinear currents (voltages) while q(x(t)) (r—dimensional)represents a vector of  generalized nonlinear 
charges (fluxes). In order to retrieve the unknown x(t) one must solve (3.1) implicitly for q(x(t)) and 

                                                      
1 The current of the nonlinear element at the branch k, is dependent on a set of voltages (v1(t),…,vl(t)) at the nodes (1,…,l) 
if the nonlinearity is voltage controlled, the nonlinear function is dimensionally equivalent to a conductance. Conversely,  it is 
possible to deal with current controlled nonlinear resistances vp(t)= r(i1(t), …, is(t))  from the branches (1,…,s).  

2 In fact, a current is obtained by deriving the charge function with respect to time; a voltage is obtained by deriving the 
flux linkage with respect to time. In case the reactive elements are linear there exist dual relationships for obtaining the 
voltage across a capacitor (current through an inductor) through integration of its branch current (node voltage) with 
respect to time. 

3 This mathematical framework doesn’t include the description of distributed parameter elements. Subdividing a 
distributed element into infinitesimal slices (having negligible length, ∆x→0) the lumped parameter formulation applies 
as well, leading to simplified formulations.  

4 The variables denoted with “x(t)”may refer to voltages or currents indifferently.  
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then apply the inverse function x(t)= x(q(t)), (charge controlled state vector) in a suitable range( for 
which q(x(t)) is invertible). 
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In the second equation in (3.1) describing the autonomous circuits dynamics, the functions q(·) and 
f(·) are seen not to depend explicitly on time which leads to the conclusion that arbitrary time 
shifted solutions are still valid solutions, defining the time invariance properties for unforced circuits.  

3.1.1 TRANSIENT ANALYSIS BY MEANS OF DIRECT INTEGRATION. 
Very rarely, however a closed form solution can be obtained analytically, hence time-domain 
methods are aimed at tackling this problem via numerical integration [2].The original problem 
(3.1) is reformulated in the discrete time domain, through sampling of the waveform vectors 
(sampling their components) with a sample period ∆t in a certain time span [t0, t1]: 
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making sure that the time step ∆t is chosen according to Nyquist sampling theorem in order to 
prevent aliasing in the frequency domain [3]. The derivatives appearing on the LHS of the (3.2) can 
be approximated with their finite differences, leading to the three alternative formulations: 
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From Forward Euler Method (3.3) a recurrence relation is obtained which relates qk+1 directly to qk, 
so the solution at the step s, qs  is obtained starting from the initial state x0 at the time t0, iterating  s 
times on equation (3.2) in  a “marching forward” scheme. In the case of Backward Euler Method 
(3.4), it can be seen that the values of the current state depend both on the previous iteration qk and 
on the value that the nonlinear function takes on the current iteration F(xk+1, tk+1), which is actually 
unknown. It should then be used a root-finding algorithm like the Newton-Raphson method [4] to 
solve the nonlinear system (3.4) that implicitly defines the new state xk+1. At each step, the solution 
is computed starting from an initial guess, derived from the explicit solution (3.3). It is possible to 
consider a mixed method too, obtaining by averaging the forward and backward differences 
computed in the interval [tk, tk+1] giving rise to the semi-implicit scheme in (3.5). In spite of an 
increase of computation costs, these last two are numerically more stable[5]. In fact, inherently to 
every discretization process there is an unavoidable discrepancy due to the truncation (finite 
precision arithmetic) and to the numerical approximation of the derivatives with ratios. These 
discretization errors can be quantified as: 
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for each of the functions (x(.), q(.), F(.)). They can be bounded only when using implicit methods 
(3.4) (3.5) and could become arbitrarily small by reducing the step size ∆t [3].  

A different approach consists in numerically evaluating the derivatives of the generalized charge 
in equation (3.2) and then using the aforementioned Newton method find a zero of the function: 
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The charge derivative is computed taking into account that: 
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Of course generalizations of these two basic schemes are possible leading to linear multistep 
methods (i.e. Runge-Kutta, Gear’s algortithm), in which at a single iteration, the function F(x(t), t), 
the charge q(x(t)) and its derivative dq(x(t))/dt are evaluated in more than one past time-point and 
a linear combination is produced [6]: 

 1 0 1 1 2 1 1    ...  k k k k k n kα α α α+ + − + −= + + + +q q q q q&  (3.8) 

Moreover, techniques to adjust the time step depending on the “stiffness” of the problem have 
been implemented [7]. In fact, is computationally more efficient not to use a fixed time step but 
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rather adapt it every time according to the circuit being considered (lumped vs. distributed) and to 
the signals being processed (continuous vs. sharp-edged). 

Using time domain methods it is possible to obtain the “whole” solution, including the start-up 
transient and the steady state, in a fixed interval. This however imposes a computational burden in 
terms of simulation time when the integration step is small and the transient is long-lasting, as in 
oscillating waveform build-up [8]. In this case the integration step should be small enough to catch 
the rapid carrier wave variations, but a long time is needed for the transient to be over. Moreover 
examining circuits with distributed elements, is necessary to take into account the delays 
associated with the propagation of voltage or current waves inside the circuit,  which leads to a 
Differential Delay Equation (DDE): 
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in which ΓΓΓΓ(.) represents a nonlinear operator, z(t) expresses the state of the distributed elements 
and τ is a vector containing all the delays associated with distributed elements, assuming they are 
independent of  the state variables. It is clear that for stiff nonlinearities in a circuit with multiple 
distributed elements and containing very different frequency components, solving this set of 
equations could be very time consuming, so it is preferable to approach the problem in another 
way as it will be seen in the next subsection. 

3.1.2 TRANSIENT ANALYSIS VIA CONVOLUTION 
In order to overcome the limitation of the time domain approach, outlined in the previous section 
the convolution technique is introduced [9]. It allows taking into account linear, passive and 
dispersive elements which natively possess a frequency domain description (i.e. S-parameters data 
from multi-port networks, distributed elements like transmission lines). Suppose a component is 
characterized by a frequency domain transfer function H(ω); its impulse response can be obtained by a 

straightforward Inverse Fourier Transform: 
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and the input output relationship can be thus written as a convolution integral: 
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conveniently approximated by a sum over the past M samples, starting from the k-th one. The 
equations (3.3)—(3.5) get modified by the introduction of this additional terms. For example, in the 
case of (3.4) considering for simplicity the one dimensional case (generalization is straightforward) 
it is obtained: 
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The computational cost as well as the storage requirements increase, since at each step the 
sum (3.11) involving M past values of the state variables need to be evaluated. Moreover, 
convolution integral is computed employing a constant time step. If the equation (3.12) needs to be 
solved with an adaptive time step, the time points needed for numerically evaluating the 
convolution integral in x(t), might actually not overlap with those corresponding to the past values 
of the impulse response h(t). They could be retrieved by using interpolation algorithms, at the 
expense of further complications, and increasing the error.  

 A major source of problems with the convolution approach lies in the fact that, being the 
impulse response s(t) a time-limited signal, then necessarily the transfer function S(ω) must be 
defined across an infinite bandwidth [3], which is practically unfeasible, since all measurements/ 
models for every device/component are specified in relation to a limited frequency band.  
Conversely, a band-limited transfer function produces a non-causal impulse response. The  
impulse response  non-causality could be removed by suitably  windowing the transfer function in 
order for it to become null past a certain frequency ωL (cascading a low pass filter), but this would 
inevitably cause a distortion in the phase response, invalidating the results. As indicated in [3] a 
solution to this problem is obtained by considering the impulse response h(t)  a discrete function of 
time, with finite duration and therefore periodically extending the transfer function H(ω) in the 
frequency domain. After the periodic extension of the function H(ω) is available, then it could be 
windowed, having care in choosing a frequency ωL for which X(ω) (the spectrum of x(t)) presents 
negligible power.  

The extension to multidimensional case consist in considering a multiport network with associated 
transfer functions Hpq(ω) p, q =1,…,n with an input output relationship: 
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and the equations (3.1) get modified accordingly with the addition of the convolution term: 
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3.1.3 SHOOTING METHODS FOR DETECTING THE PERIODIC STEADY STATE. 
The examples hitherto considered have shown the possibilities offered by time domain methods 
related with the analysis of the transient behavior in microwave circuit. In many cases it is of 
uttermost importance to quickly reveal if a circuit is capable of reaching a periodic steady state. In 
fact, this is often the case in oscillators; a pure transient simulation would be cumbersome if 
implemented with the direct integration/convolution methods, since many periods of the high 
frequency carrier wave need to be integrated before its amplitude settles to a constant value. A 
faster approach could be used to verify the onset of a periodic regime. Specifically an initial guess 
for both the initial state x0=x(t0) and the fundamental period T must be provided5. Then the 
systems (3.1) is integrated with the schemes previously discussed in one period, obtaining a 
succession of values:  

 0 0 1 1( ) (0) ( ) ... ( ) ( )S St t t T= ≡ → = → → = ≡x x x x x x x x  (3.15) 

the values of q(.) being determined accordingly. The value x(T) depends clearly on the choice of 
the initial guess x0, but since the function x(t) is periodic it should be: 

 0 0( ) ( )T = =x ξ x x  (3.16) 

and in case a discrepancy between the boundary values occurred, the initial state is recomputed in 
order to fulfill the periodicity condition, by means of a nonlinear zero finding algorithm for the 
following function: 

 0 0 0 0) ( ) ( )TΦ( = − = − =x x x ξ x x 0  (3.17) 

Each iteration of the zero finding algorithm (i.e. Newton Raphson method), corresponds to an 
integration of the system (3.1) starting from a different initial state. Therefore, shooting methods 
represent a valid alternative when the computational time for solving the implicit system (3.17) is 
considerably less than the time required to integrate many periods via direct integration. Provided 
a good estimate for the period T and the intial state is given, shooting methods in general outperform 
the conventional time domain methods in terms of computation speed.  

 

3.2 FREQUENCY DOMAIN METHODS. HARMONIC BALANCE. 

 

A time domain simulation requires considerable computation effort. Nevertheless, the evaluation 
of the transient behaviour of a microwave circuit is often unnecessary, since in many cases it is 
solely required the steady state response to a given periodic excitation6. Supposing that the 
expected solution x(t) preserves the periodicity T0 of the input signal js(t) = js(t + pT0) , p = ±1, ±2,…, 

                                                      
5 In the case of forced (non-autonomous) circuits driven by a single frequency signal at f0, T=(1/ f0). In case of 
autonomous circuits, the period must be guessed, by having recourse to linear analysis techniques aimed at estimating 
the small signal oscillation frequency. 

6 As in the case of microwave power amplifiers, whose steady state response must be evaluated using a large signal 
approach. 
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a convenient choice would be to expand it by means of a Fourier series with unknown harmonic 

terms Xk (ω0=2π/T0) : 
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which replaced in the original system (3.1) or (3.4) delivers a balance for the generalized currents at 
each harmonic Xk (hence the name) in the form of a nonlinear algebraic system which is much more 
easy to solve, speeding up computation times for periodic steady state. This represents the essence 
of the Harmonic Balance method; compared to the time domain scheme, the information provided 
by the forcing generators is used for establishing the actual steady state solution, avoiding lengthy 
transient computation. Being the input signal periodic with angular frequency ω0, the steady state 
will consist in a replica of the driving signal but with a different spectral content. The attention, is thus 
shifted from the knowledge of the entire waveform in a given temporal observation window, to 
the knowledge of its spectrum, assuming a periodic regime could be achieved under the action of 
the inputs.  

Since it is based on a frequency domain description, the Harmonic Balance method is suitable for 
smoothly simulating large circuits containing distributed components which are natively 
characterized by frequency dependent parameters (i.e. multiport scattering parameters black 
boxes), without presenting the issues related to the convolution approach illustrated earlier.  

However, this framework presents drawbacks too. In periodically forced circuits, very different 
regimes could be established, other than the periodic one for example subharmonic generation, or 
chaotic behaviour [3]; expressing the solution in terms of Fourier Series doesn’t allow to analyze 
the most general steady state behaviour. Moreover, due to computing time vs complexity trade-off 
and to storage requirements, the series (3.18) needs to be truncated retaining only the first (2Nh +1)  
terms: 
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The trigonometric partial sum doesn’t lend itself well to the analysis of periodic signal characterized 
by sharp/fast transitions7, due to “ringing” or Gibbs’ phenomenon near a discontinuity [10]. In 
order to reduce this effect, many harmonic terms must be included in the sum (3.19) complicating 
the calculations [11]. Finally, when dealing with autonomous circuits, noteworthy with oscillators, 
due to the absence of the input generators, the solution could erroneously converge to a zero 
frequency, nonoscillatory state, since the only available sources are given by DC generators.  

In the following, two approaches are used to describe the Harmonic Balance method. The first, 
called Nodal Harmonic Balance replaces the time domain description (3.1), (3.14) with a system of 
nonlinear equations in the generalized phasors Xk. This method presents the inconvenient of 
generating a large number of variables to solve the system; in fact taking into account that the state 
vector is n-dimensional, and that (2Nh+1) phasors characterize the periodic regime, a total of 
n*(2Nh+1) variables should be found. In another approach called Piecewise Harmonic Balance, the 
network under investigation is split into a linear part, containing linear lumped reactive elements 

                                                      
7 For example, in the case of a train of rectangular pulses modelling logical switching between two voltage levels. 
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and distributed parameters ones, and a non linear part containing the active devices. The 
interconnection among the two subsets takes place at q ports, with q≪n and thus requiring less 
variables for describing the steady state response. This framework is presented in relation to multi-
tone driven circuits, exploring the Harmonic Balance capabilities of dealing with almost-periodic 
waveform, like the ones arising in two-tone test on a microwave amplifier for investigating the 
intermodulation products. 

 

3.2.1 SINGLE INPUT, SINGLE-FREQUENCY, NODAL HARMONIC BALANCE FOR PERIODIC 
STEADY STATE ANALYSIS IN NON-AUTONOMOUS CIRCUITS.  

 

The Fourier Series expansion for the vector x(t) (3.18) could be directly substituted in the 
governing equations in the time domain description (3.14) (containing the convolution term). 
However, the presence of nonlinear charge q(x(t)), and conductance g(x(t)) hinder a 
straightforward approach, since the Fourier series expansion doesn’t commute with the composed 
functions (q � x)(t), (g � x)(t). Therefore, the nonlinear functions must be evaluated in the time domain 

first by applying the (3.18) to the functions q(.) g(.), and then derive the harmonic components Qk, 
Gk which will depend on the harmonic component of the state vector, Xk: 
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 (3.20) 

Although an infinite number of harmonics is needed to synthesize the time domain waveform, to 
be of some use in practical circumstances, the Fourier Series (3.18) ought to be truncated after a 
certain order8 Nh giving rise to the partial sum indicated in (3.19).The transformations (3.20) 
between time domain and frequency domain, which need to be performed numerically, require 
time domain data in form of discrete sequences, obtained by sampling the waveform x(t). If the 
bandwidth of x(t) is limited up to fm=Nh·f0 (equation (3.19)), for the Nyquist Theorem, its 
reconstruction is possible by sampling it at regularly spaced points in time, with a sampling period9 Ts 

≤ (1/2fm) obtaining the discrete time version of x(t): 

                                                      
8 In order to take correctly into account the waveform distortion due to nonlinearities, the harmonic terms up to the third 
order should be included.  

9 In many commercial simulators, is given the possibility of choosing the oversample function, enabling a sampling 
frequency (period) which is a multiple (submultiple) of the minimum (maximum) Nyquist rate (Nyquist Period), 
allowing a more precise estimation of the nonlinear (active) devices in the time domain.  
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since the function x(t) is periodic, M samples suffice for describing its behaviour  in time. Therefore 
the k-th harmonic terms corresponding to the function shown in (3.24) will be, after having 
normalized the fundamental period setting T0=1; 
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defining a transformation rule between a sequence of samples in the time domain known as 
Discrete Fourier Transform (DFT) [12] which can also be inverted providing the Inverse Fourier 
Discrete Transform (IDFT): 
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offering the possibility to reconstruct the time sequence for x(t) from the knowledge of its 
harmonic terms10. Therefore operations carried out in (3.20) can be symbolically denoted by having 
recourse to the direct and inverse Discrete Fourier Transform operator: 

 ( ){ } ( ){ }
( ){ } ( ){ }

[ ]

1

1

1

, , 0

{ }, { };

( ) { }

( ) { }

{ }, { } ( )

k m m k

k k m k

k k m k

s k s m k m kJ j j kω

−

−

−

= =

= =

= =

= = = ⋅

X x x X

Q X q x q X

G X g x g X

Y y H X

F F

F F F

F F F

F F

 (3.24) 

Substituting (3.24) into (3.14), an equation involving infinite sum of complex exponentials is 
obtained, which is fulfilled by equating each harmonic term, due to the orthonormality of the basis 
of complex exponentials {ejkω0t}k∈ℤ : 

  

                                                      
10 In reality, Fast Fourier Transform (FFT) algorithms are used to efficiently switch between time and frequency domain 
data [3]. 
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in which the convolution term y(t) has been transferred in the frequency domain, and the 
derivation is performed by multiplying the charge term by (-jkω0).  The system (3.25) is still 
nonlinear but algebraic in the n-dimensional vector Xk; defining the error function:  

 0 0( ) ( ) ( ) [ ( )]ω ω= + + + ⋅k k k sk kjk jkE X Q X G X J H X  (3.26) 

the unknown coefficients Xk  must satisfy the condition: 

 ( )k =E X 0  (3.27) 

and thus can be easily found by means of a multidimensional zero finding algorithm, like the Newton-

Raphson method, which given a suitable initial guess Xk(0) converges quadratically to the solution 
[13].This iterative method, starting from an initial state, computes the solution by means of a local 
approximation of the nonlinear function E(.) to its tangent hyperplane. For each harmonic 
component of Xh with –Nh≤ k,h ≤ Nh :  
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where [JE(X)](i) denotes the Jacobian matrix associated to the function defined in (3.26), evaluated at 
the i-th step11. Assuming that Xk(i+1) is a better estimate than Xk(i) results E(Xk(i+1))≈0. Then it follows: 

 ( ) 1( ) ( ) ( 1) ( ) ( 1) ( ) ( ) ( )- ( )= ( ) ( ) ( )i i i i i i i i
k k k k k k k k

−+ +   ⋅ − → = − ⋅   E EE X J X X X X X J X E X  (3.29) 

 

The heaviest part of the Newton Raphson algorithm is represented by the Jacobian Matrix 
inversion. In literature are presented many methods aimed at directly or iteratively solving the 
equivalent system: 

 ( ) ( ) ( 1)- ( )= ( )i i i
k k k

+  ⋅∆ EE X J X X  (3.30) 

                                                      
11 The Jacobian is evaluated numerically based on FFT data [3] [8]. The notation [∂Ekr/∂Xhs] refers to the derivative of the 
the r-th component of the error function Eh(.) at the h-th harmonic, with respect to the the s-th component of the vector Xk. 
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which is a linear system  of the form Aξξξξ = ββββ in the difference vector (Xk(i+1) – Xk(i)). Many commercial 
HB simulators implement a direct solver for the system (3.30) employing the Gaussian Elimination 
Method [14]. However, for large circuits with many elements and higher harmonic orders iterative 
solvers, based on a Krylov Subspace approach, like the generalized minimal residual method 
(GMRES) are preferred [15].  

Newton-Raphson iterations are stopped when the error function norm12 takes value below a 
certain threshold || E(Xk(i)) || < ε or when the solution at a given step doesn’t significantly differ from 
the solution at the previous one i.e.  || Xk(i+1) – Xk(i) || < δ with ε, δ being pre-assigned tolerances. As 
the function E(.) has the dimension of a current and X is generally a vector of voltages a good choice 
might be setting ε=100µA, δ=1mV in practical implementations. When convergence is achieved, 
from the harmonic terms Xk , -Nh ≤ k ≤ Nh the samples xm  m = 0, …, 2Nh+1 are obtained by an 
Inverse Fourier transform: xm = F-1{ Xk}, enabling a complete characterization of the time domain 

steady state waveform over the fundamental period T0= 2π/ω0.  

 

3.2.2 MULTI-INPUT, MULTI-FREQUENCY PIECEWISE HARMONIC BALANCE FOR ALMOST-
PERIODIC STEADY STATE ANALYSIS IN NON-AUTONOMOUS CIRCUITS 

 

As mentioned earlier, in the Nodal Harmonic Balance method the state vector is 
represented in terms of its spectral content Xk up to the order K=2Nh+1, and therefore n*(2Nh+1) 
complex quantities need to be found by solving the nonlinear system E(Xk)=0. The dimension of 
the Jacobian matrix used for obtaining the solution grows proportionally to the circuit dimension; 
thus for very large circuits employing many harmonic terms in the series (3.18), this approach 
turns out to be not very effective, in terms of computation time and storage requirements13.  

It is noteworthy to observe that microwave circuits are constituted for the most part by 
linear blocks representing passive interconnections (transmission lines), input/output impedance 

matching sections, hybrid lumped-distributed element used for filtering purposes, DC feed/ block 
networks,  with comparatively few active devices (notably FETs) which are responsible for the 
nonlinear effects. Thus, it would be more convenient to split the network in two parts; a part 
containing only linear elements and another part containing the nonlinearities represented by 

                                                      
12 Various vector norms are defined. The most used in commercial simulators are the L1-norm, the L2-norm and the  L∞  - 

norm, defined respectively as: 
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13 Although the Jacobian Matrix size grows, it turns out to be very sparse, meaning that the nonzero entry are a few ones 
(comparatively with the matrix dimension). The system E(Xk)=0, could then be more efficiently solved by having 
recourse to methods that exploit the sparsity of [JE(Xk)] see [8] [11]. 
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controlled sources. The Piecewise Harmonic Balance formulation is  obtained by imposing  the 
Kirchhoff Current Law among these last  two subsets at every harmonic term [3] [8].  

Let’s suppose a generic microwave circuit is driven by S independent generators 
(represented by the vector g(t)) which acting as independent sources (known terms),  provide the set 
of H fundamental incommensurable frequencies14  Ω = (ω1, ω2 , ... , ωH) with  H≤S. The nonlinear devices 
outputs, treated as controlled sources, are identified with the Q- dimensional vector y(t)  which 
depends upon the controlling variables  expressed by the P-dimensional vector x(t), taken at P ports : 
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The functional relationship between the nonlinear outputs y(t) and the controlling variables x(t) is 
the most general possible; in other terms, y(t) could depend also on delayed replicas of the 
controlling vector , and present a generalized memory effect up to the m-th order modeled by the 
inclusion of the derivatives dx/dt, d2x/dt2, ….dxm/dtm. 

Since the frequency basis ΩΩΩΩ is constituted by a set of incommensurable frequencies, all the linear 
combinations involving the ωi with integer coefficients must be considered; thus the original Fourier 
Series expansion formulation requires a generalization to deal with almost-periodic functions. To 
that aim defining a vector of integers κκκκ =(k1, k2,…,kH), and considering the scalar product with the 
frequency basis ΩΩΩΩ·κκκκ= ω1k1+ ω2k2+…+ ωHkH, the extension to almost periodic functions of the 
Fourier series reads: 
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 (3.32) 

 

which, as shown for the case of a single periodic excitation must necessarily be truncated, 
discarding higher order terms which produce neglectful effects. The truncated series reads, for a 
generic vector f(t): 

 ( ) j tt e ⋅

∈

=∑ Ωf F κ

κ
κ K

 (3.33) 

                                                      
14  Two frequencies ω1, ω2 are said to be commensurable when there exist two integers a < b such that aω1=bω2, that is the 
quantity (ω1/ω2) is a rational number. The analysis of a two inputs circuit driven by signals at two commensurate 
frequencies, is thus reduced to the  inspection of a single frequency input ωr=(b/a)ω1. 
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where K represent the set of admissible values for each vectors of integer numbers κκκκ taking part in 
the linear combination λλλλ= ∑kiωi. Different truncation schemes are possible according to the 
definition of the truncation order. Defining the order of the truncation as the 1-norm of the vector κκκκ, 
a diamond truncation scheme of order d is obtained whenever ‖k‖1=∑ |k|i ≤d, as outlined in (3.34) [3] 
[8].   
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A much more simple and intuitive method consist in retaining only Ni harmonic terms for each 
fundamental frequency ωi  supplied by the independent sources, giving rise to the box truncation 
scheme; exploiting the Hermitean symmetry15 of the harmonic coefficients for real valued signals  
the negative indices terms could be neglected. 
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Whatever the truncation scheme used, the almost periodic Fourier Series generalization suffers 
from the difficulties in time to frequency conversion. In fact, for an almost periodic function the 
integration period  is not well-defined; analytically the multi-harmonic coefficients Fk1 k2… k

H
 could be 

found by taking the limit [16]: 
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but this formulation would present the additional issue of performing an integration over an 
unbounded interval  requiring thus a perfect knowledge of the time domain waveform.  

                                                      
15Fourier coefficients of a real valued function possess Hermitian symmetry, i.e. a series coefficient evaluated at a negative 
index (-k) is the complex conjugate of the same coefficient computed in its (symmetrical to zero) positive index (+k). 
Therefore, is possible to set up an Harmonic Balance only for positive frequencies and exploit the last property to 
compute the coefficients at negative frequencies by a straightforward conjugation, halving the computation time.  
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Recently many methods have been proposed in the literature to ensure an accurate frequency time 
conversion of the multi-harmonic Fourier series introduced in (3.32). Theoretically speaking in fact, 
it is always possible to reconstruct the time domain waveform, by choosing a number of samples 
equal to the number of unknowns to be found16. Nevertheless, since the DFT matrices associated to 
the operations (3.22) and (3.23) becomes ill conditioned, it is crucial to device efficient sampling 
techniques to guarantee numerical stability, choosing properly the sampling instants [17], or 
performing the waveform oversampling. Another approach, consist in using the multidimensional 
(multi-rate) Fourier Series defined as: 
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in which arbitrary time scales are introduced in relation to each independent frequency so that the 
original function f(t) can be recovered by simply setting t1= t2= …= tH = t. By sampling with respect 
to each time variable, with a sampling rate dictated by  each angular frequency ωi, an H-dimensional 

grid of  M=∏i=1,…,H (2Ni+1)samples is obtained. Extending to the multidimensional case the (3.22) and 
(3.23) assuming that the function obeys the Nyquist Sampling Theorem: 
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 (3.38) 

Of course, it is necessary to set an upper bound to maximum number of tones, given that the 
Jacobian matrix becomes increasingly large, and dense. In case the computational resources are a 
concern, other techniques can be applied (artificial frequency remapping [18]). 

By applying the aforementioned techniques the problem is transformed into the frequency domain 
and the objective becomes the determination of the harmonic components of the controlling 
variables vector X(ω) at each one of the P ports, knowing the nonlinear outputs Y(X(ω)) and the forcing 
term G(ω); in this context the variable ω denotes the linear combination of frequencies ∑kiωi  for 
every κκκκ vector (k1, k2,…, kH) included in the truncation scheme; assuming  the multi-tone harmonics 

                                                      
16 Which in turn depends upon the truncation scheme employed.    
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are ordered from the lowest to the highest, the frequency domain image of  a generic D-dimensional  
vector  x(t) (representing indifferently one among the x(t), y(x(t)), g(t)) can be cast into a matrix: 
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being each column the h-harmonic component (-Nmax  ≤ h ≤ Nmax) of the  vector.  Since 
nonlinearities don’t admit a frequency representation in terms of transfer functions, a Discrete 
Fourier Transform  is employed to toggle from time domain samples to the spectral 
representation to get the vector Y(ω), after having evaluated y(t) in the time domain : 
 

( )( )( )1 ( ) 1( ) ( );   ( ) ( ( ));   ( ) ( ) ( )

( ) ( ( ))

t t t tω ω ω

ω ω

− Ψ ⋅ −→ → → = ⇒

=

X x y y x y Y y X

Y Y X

F F F F
 (3.40) 

Finally, Kirchhoff Current Law equations are written at the P ports, balancing the harmonic 
contributions coming from the vectors X(ω), Y(ω), G(ω) which takes the form of a linear 
relationship between these three vectors [19] 

 

 [ ] [ ] [ ]( ( ))= ( ) ( ) ( ) ( ( )) ( ) ( )=  ω ω ω ω ω ω ω⋅ − ⋅ − ⋅E X A X B Y X C G 0  (3.41) 

 

and in which [A(ω)], [B(ω)], [C(ω)] are frequency dependent block diagonal matrix of adequate 
dimensions. Finally, the nonlinear system of differential equations has been converted to a 
nonlinear system of algebraic equations (since the relationship between X and Y is nonlinear),in 
the unknown set of harmonic vectors X(ω) which must satisfy E(X(ω))=0. The method for finding 
the solution is analogous to that outlined in the previous subsection; Newton’s method iteratively 
founds the best approximation for X(ω) seeking to minimize the norm ‖ E(X(ω))‖2.  

For the convergence process to succeed, a suitable guess of the initial state X0 is needed. This could 
be obtained from (9) by letting Y(X(ω))=0, assuming  initially  low amplitude driving terms: 

 1
0 [ ( )] [ ( )] ( )ω ω ω−= ⋅ ⋅X A C G  (3.42) 

Having obtained X0, it is straightforward get the value of the nonlinear outputs of the device (Y0) 
first by means of (3.40). This value is inserted in (3.41) and if produces an error that is lower than 
the prescribed tolerance, the algorithm stops, otherwise continues as detailed. 
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 (3.43) 

 

3.3 NUMERICAL CONTINUATION IN HARMONIC BALANCE.  

The convergence of the Newton Raphson algorithm largely depends on the distance of the 
first estimate X(0) from the actual solution X(t) obtained after t steps [20]; if the initial guess is not 
close enough, the procedure outlined in (3.43) may diverge. In this case,  it’s possible to  make the 
convergence more robust by considering a circuit parameter17 0 ≤ρ ≤1 such that the original stiff 
problem (3.41) becomes tractable for  ρ = 0, providing the solution X0 which can be then used as a 
first hint for a succession of simpler problems {S(X, ρ), ρ∈ [0,1]} based on incremental values of the real 
parameter {ρ1 < ρ2 <...< ρt}⊂[0,1]. For each value of ρ, a Harmonic Balance simulation is carried out 
and the result is taken as initialization (initial guess) of the subsequent step following the scheme 
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 (3.44) 

                                                      
17 It could be a fictitious one or a real one like a generator amplitude. Without loss of generality, ξ can be scaled, to take 
values in the unitary interval [0,1]. 
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 Thus, as the parameter ρ approaches the final value ρt = 1  the desired solution to the original 
stiff  problem is obtained.  
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 (3.45) 

This technique which is called numerical continuation (an algorithm is sketched in (3.45)) 
proves to be very useful when convergence problems arise due to stiff nonlinearities, for example 
in the case of high amplitude of RF signal source generators; by increasing continuously their 
amplitude starting from low values, the final solution can be obtained according to the following 
scheme: 
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 (3.46) 

 

3.4 SOLUTION PATH FOLLOWING BY PARAMETRIC SWEEPS. MULTI-VALUED 
SOLUTION CURVE TRACING BY PARAMETER SWITCHING. 

 The numerical continuation method exposed in the previous section is used to aid 
convergence. In other terms, the solution obtained at a given iteration is always used as a first 
guess for solving the harmonic balance system at the next iteration, corresponding to the analysis 
at the new parameter value. A similar scheme could be used also for multi-parametric analysis.  If 
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the nonlinear circuit under analysis depends on a set of continuous parameters ξ1, ξ2,…, ξp the 
harmonic balance  system will read (considering the single tone analysis, for simplicity): 

(2 1)
1 2( , ) , , , , ...,h pn N

pξ ξ ξ× +  = ∈ = ∈ E X ξ 0 X ξR R  

 The Implicit Function Theorem (references on [21], [22]), provides conditions to ensure that the 
error function E(X,ξξξξ)=0 could be expressed as the graph of the function X= X(ξξξξ), which represent 
the multidimensional solution path, in a bounded region of the parameter space. In particular, the 
Jacobian matrix of the function E(.) with respect to the circuit variables X====[X1, X2,..., XK]T should be 
continuous and nonsingular: 

 

1 11 1
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1 1
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 (3.47) 

  

Provided the non-sigularity condition for the Jacobian matrix is met, the solution of the system 
depends explicitly on the parameter vector ξ and thus can be analyzed by performing parametric 

sweeps, that is adequately varying each parameter in a suitable range and tracking the evolution of 
the solution (X vector). Parametric Sweeps allow then to trace the vector valued function: 

 
(.) (2 1)

:

( ) h

p

n N× +

⊂

→ ⊂X

X

ξ X ξ

A B A

B

a R

R
 (3.48) 

 

In commercial simulators, parametric sweep tools allow to trace the solution with respect to a 
single circuit parameter. However they can be combined to perform multidimensional parameter 

analysis of the solution by using nested cycles. Since the multidimensional solution path tracking 
could be very hard to tackle, both numerically and analytically, the continuation scheme will be 
provided here for the case of a single parameter dependence E(X,β)=0000. This corresponds to tracing 
the solution curve sequentially p times, keeping constant from time to time the remaining (p-1) 
parameters: 
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Although the information obtained it is not equivalent to the multidimensional approach in which 
p parameters are simultaneously swept, it is deemed adequate for practical purposes 18. 

 In order to find the parametric solution curve X=X (β ), a predictor corrector scheme could be 
used. In the first step (predictor) the variation of the function E(X,β ) through two successive 
iterations is approximated by momentarily neglecting the nonlinear contributions, obtaining a 
recurrence relations expressing an estimate of the circuit variables X, in terms of the result 
obtained at the previous step19: 
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 (3.50) 

  

Subsequently (corrector step), these estimates are set right by entering them in the nonlinear system 
of equations (5.26), which is solved at each step to find a solution to E(X, β )=0, with a 
multidimensional nonlinear root finding algorithm, in most cases the Newton-Raphson 

                                                      
18 This approach is applied in examining the oscillating modes, keeping constant, from time to time, either the 
attenuation or the coupling line length, according to the decoupled analysis reported in chapter IV.  

19 The size of the n-th step (βn+1-βn) is actually unknown. A practical technique to improve the predictor-corrector method 
consists in choosing the step adaptively, depending on the convergence at the corrector phase. Then it could be doubled 
if the convergence at the previous step was successful, or halved if problem were experienced (see [21,22]) 
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The succession of points {(X(1),β1), (X(2),β2),..., (X(S),βS)} thus defines the parametric solution X=X(β).  
However, for successfully applying the predictor-corrector continuation scheme the Jacobian 
matrix of the function E(.) relative to the variables X(β ) should be invertible. Therefore, 
convergence failure may occur in case of reaching a parameter value βΤ ∈ [βn, βn+1] for which the 

determinant of the Jacobian matrix JE(X(β ))=(∂ E/∂ X)(β)))) approaches zero; this singularity 
condition determines the occurrence of a turning point [23]. Let us assume that this happens while 
tracing the parametric solution curve of a particular harmonic component at a specific port20 
Xp=Xp(β ), among the P available.  Then, from (3.50) it’s easy to show that in the neighborhood of 
the point (Xp(βΤ ),βΤ) the curve Xp(β ) presents infinite slope: 
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 (3.52) 

In that case, a parameter switching procedure is invoked. At the predictor stage (3.51), it is selected the 
circuit variable or parameter possessing the largest increment; to fix our ideas suppose it is Xp: 

 ( )( ) ( ) ( ) ( ) ( ) ( )

1 1 1
ˆ ˆ ˆ ˆ ˆmax , , , , , ,n n n n n n

p p p K
X X X X Xβ

− +
∆ > ∆ ∆ ∆ ∆ ∆K K  (3.53) 

 

Then, Xp it is chosen as the new parameter and the solution curve is traced with respect to it. This step 
constitutes the essence of the parameter switching. Unbounded growth of circuit variables during 
the continuation procedure is thus effectively prevented [8], since Xp is assigned a finite step size: 

 ( )( ) ( )signn n

p p
X X h∆ = ∆ ⋅  (3.54) 

 

and the analysis of the solution path proceeds, considering the inverse relation β =β(Xp) (instead of 
the direct relation Xp=Xp(β ) ), avoiding the singularity in the Jacobian shown in (3.52) with the 
following update rule:   

 

                                                      
20 In order to simplify the notation we set Xp=Re(Xh,k) for h=1,…,(2N+1), k=1,…,P,  picking up the real part of one of the 
different P(2N+1) harmonic terms (using the Piecewise Harmonic Balance).    
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which shows a reduced order Jacobian matrix, obtained by eliminating the column corresponding 
to the variable Xp, which represent the new parameter for tracing the solution branch  βn+1 =β(Xp(n)); 
these estimates are once again corrected as in (3.52) – (3.54). 

In commercial simulators, there exists no straightforward method to compute the determinant of  
JE(X(β)), so the parameter switching strategy could be applied a posteriori, after convergence 
problem had arisen. In case the convergence of the harmonic balance system E(X,β)=0000,    in the 
neighborhood of a parameter value βT for the observed variable Xp(β ), is slow or problematic  the role 
of the parameter and the variable are swapped, tracing with a parameter sweep the inverse function β 
=β(Xp)  in a suitable range for the variable Xp. Switching back and forth trough the direct Xp=Xp(β ) 
and inverse relationship β =β(Xp) every time a singularity is encountered, multi-valued solution 
curve be traced (i.e. closed curves in the (Xp, β ) plane).  

 

3.5 MIXED (TIME-FREQUENCY) DOMAIN. ENVELOPE TRANSIENT-HARMONIC 

BALANCE. 

The harmonic balance analysis is essentially aimed at representing solutions in form of 
linear superposition of trigonometric (complex exponentials) functions, which restricts it’s 
applicability to the periodic or almost periodic regimes. However many important radio 
communication signals, most notably amplitude modulated ones, consist of a fast varying carrier wave 
physically conveying the information provided by a slower modulating signal (envelope). This class of 
signal manifest only a partial periodicity, since the modulating waveform can be any arbitrary 
function of time, provided it is narrowband with respect to the carrier wave. As a consequence, an 
Harmonic Balance analysis would enable one to predict the steady state circuit response with 
respect to the carrier wave only neglecting the time variant contribution of the modulating signal.  
Nor a time domain analysis of the system (3.14) is more effective. In fact using direct integration, a 
very small time step should be used to analyze the fast phenomena, while to observe modulation 
effects a large temporal window would be needed, leading to big amount of data to be processed  and 
therefore to an increase in memory requirements and CPU time.  

These pitfalls can be overcome using a mixed approach (time- frequency) the most used of 
which is the Envelope Transient method [24]. This method aims at decoupling the analysis of 
circuits being driven by a signal in which two time scales are simultaneously present (multi rate 

signal) distinguishing between the effects of  slowly time varying, modulating  signals (envelopes) for 
which a time domain transient analysis (numerical integration/convolution) is performed, from the 
investigation of the response to stationary high-frequency carrier waves, which are analysed with the 
Harmonic Balance method, in the frequency domain.  
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Assuming a non-autonomous circuit is being driven by an amplitude modulated wave the 
expected response for each state variable (using the nodal approach) consists in the superposition 
of time varying spectral contributions at each harmonic term. Precisely, allowing a temporal 
dependence in the Fourier harmonic vectors in the expansion (3.18)-(3.19) the state vector will take 
the form  

 0( ) ( ) ω
+∞

=−∞

= ∑ jk t
k

k

t t ex X  (3.55) 

 

However the time scales involved in (3.55)  are very different since, as mentioned earlier the 
modulating signals Xk(t) are very narrowband/slowly varying with respect to the high frequency 
carriers {ejkω0t}. It would thus be beneficial to keep track of them separately by introducing two 
independent time variables (t1, t2) defining a new function related to (3.55) 

 

 0 2
1 2 1

ˆ ˆ( , ) ( ) , ( , ) ( )ω
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k

t t t e t t tx X x x  (3.56) 

 

enabling to choose two different sampling rates for the according to the waveform being analysed; 
a lower sample rate for the modulating terms Xk(t1) (t1 indicating slow time), an higher one for the 
harmonic carriers {ejkω0t2}. As indicated, the original vector is retrieved by setting t1=t2=t. Such a 
modification must hold also for the time domain description (3.14) briefly recalled in (3.57) in 
which the convolution is explicitly shown: 
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By applying the multi-rate vector defined in (3.56) the Differential Algebraic Equation (3.57) turns 
into a Multi Rate Partial differential Equation [25]: 
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Carrying out the partial derivatives in the expression above,  
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and substituting in the previous expression (3.58), taking into account the orthonormality of the 
Fourier basis, an equation for the time varying harmonic term of order k is obtained: 
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and being t1=t and t2 not involved, the partial differentiation agrees with the derivative of a function 
of a single time variable: 
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The equation (3.60) is solvable with one of the numerical integration / convolution tools 
introduced earlier in section §3.1.to determine the evolution of the envelope associated with each 
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harmonic coefficient (-Nh≤ k≤ Nh) for a given observation window. Since the envelope evolves in 
time with at a low rate in comparison with the carrier, the (3.61) could be more easily integrated 
choosing a larger time step/sampling period. The envelope spectrum at an offset frequency Ω 
from the harmonic ωk = kω0 is related to its time domain representation by an inverse Fourier 
Tranform: 
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being Bk the bandwidth occupied by envelope spectrum, assuming ω0≫Bk (narrowband 
modulating signal)21. 

Applying the Backward Euler integration scheme to (3.61) the differential equations turns to a one-
step difference equation: 
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which depends only on harmonic terms, defined at specific time points; analogously to the 
Harmonic Balance formulation, is thus possible to define an error function: 
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so that: 

 
0 1[ ] {
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which explicitly define a sequence of Harmonic Balance problems (at the frequency of the carrier wave)  
associated to the various sampling instants of the slowly varying envelope. Solving (3.65) a 
complete characterization of the modulated carrier is possible. 

                                                      
21 If the generic  modulating signal a(t) has a lowpass frequency  response  A(ω), and modulates a carrier wave at 
frequency  the bandpass signal will be represented by  aBP(t)=Re{a(t)· ejw0t}. From the properties of Fourier transform, a 
product in time agrees with a convolution in frequency therefore ABP(ω)= A(ω) ∗ δ(ω –ω0)= A(ω –ω0). This low-pass 
equivalent representation, allow one to immediately identify the spectrum content of a bandpass signal, in terms of the 
spectrum content associated to the modulating signal, that is the envelope. 
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CHAPTER IV. MICROWAVE OSCILLATORS NONLINEAR 

SIMULATION  
 

4.1 INTRODUCTION. NONLINEAR SIMULATION TOOLS. 

This chapter deals with the application of a modified harmonic balance formulations, 
suitable to the analysis and design of microwave autonomous circuits including oscillators, 
injection-locked oscillators /synchronized oscillators, frequency dividers. This class of circuit is 
characterized by having the capability of generating self sustaining oscillations, whose frequency 
and power depend upon their circuital component/parameter values [1]. However, except for 
some idealized models or simple topologies, it doesn’t exist a general analytical method which 
enables to predict the output oscillation spectral characteristics using a straightforward circuit 
inspection. The simple linear analysis methods, as the Barkhausen Criterion for positive feedback 
loop oscillator [2], the Nyquist stability theorem [1, 2], and the  negative resistance approach stated 
by Kurokawa [1, 2] are useful design tools only at a preliminary design stage to check whether the 
circuit has potential instabilities that could lead to oscillation onset  given a certain amount of gain 
(negative resistance, determined by the active deivices) and a phase response  across the feedback 
loop (or resonating reactances, determining a frequency selectivity of the output signal). 
Nonetheless, when the turn-on transient is extinguished, the oscillator goes into a large signal 
regime [3] and the linear analysis is just oversimplified. In fact, many important oscillator figures 
of merit, like the harmonic rejection, its output power, its tuning function (in case of VCOs), the 
sensitivity with respect to parameter variations, can be reliably obtained only by considering the 
active device model nonlinearities, arising when the signal level becomes comparable to the bias supply level, 

so that the approximation based on small perturbation around a quiescent point (circuit at DC) is 
not valid anymore.  

 The aim of oscillator nonlinear analysis is thus to determine its most relevant features, 
without accepting the linear/small signal limitations. Notably, the oscillation frequency ωo is an 
unknown of the system, together with the oscillator’s output spectrum, defined by the harmonic 

vector Xp
 =[Xp

0 X
p
1,…, Xp

k,…, Xp
Nh]. The harmonic balance formulation presented in §3.2  assumed a 

periodic excitation as an input to the system, but this assumption does not apply in this case, since 
oscillators have no input sources. On the other hand since DC generators are present, to provide 
bias supply, they force a degenerate, zero frequency, non oscillatory solution [8]. Even though the 
oscillation frequency could be estimated by other means [1—3] and set as a tentative input 
frequency to perform a large signal HB simulation, since the degenerate solution always coexists 
with the oscillating one,  there will always be the possibility of getting misleading results.  

A remedy to flawed HB convergence is offered by the method of harmonic 
probes1/auxiliary generators [4-6]. Exploiting the non-autonomous  HB formulation presented in 
                                                      
1 These last two terms will be used interchangeably. As a generator it injects a voltage (current) signal, with definite 
values of amplitude, frequency and phase; as a probe it senses a current (voltage) signal, as later will be detailed. These 
Auxiliary generators are introduced for simulating purposes only; under no circumstances it can be part of the real 
circuit.   
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§3.2, fictitious, single-tone, generators are introduced at a convenient circuit node, injecting a 
voltage or current signal to the aim of triggering oscillations at a certain frequency2, forcing the 
Harmonic balance simulator to converge to the oscillating solutions, thus avoiding the deceitful result of 
achieving a zero frequency solution.  Their amplitude, frequency and phase could be chosen in order 
to fulfil a non perturbation condition at the insertion node [7]. Depending whether the circuit is 
operating in free-running (self starting oscillator) or in synchronized mode (injection locked oscillator) 
two among the three parameters of the harmonic probe can be found, when the third is kept 
constant. In particular, in case a free running oscillator is analyzed it is not relevant to specify its 
phase; due to time invariance properties of autonomous circuits, any phase-shifted (delayed) 
solution is a valid one; therefore without loss of generality it can be set to a constant value (ϕ=0°), 
while the amplitude and frequency of the harmonic probe are determined with a special Harmonic 
Balance formulation. In synchronized mode instead, assuming the frequency of the oscillator is 
equal to that of the input signal, the auxiliary generator frequency is fixed, while the auxiliary 
generator’s amplitude and phase are the variables to be determined. 

 

4.2 FREE RUNNING OSCILLATORS NONLINEAR ANALYSIS USING  AUXILIARY 

GENERATORS.  

 Free running oscillator circuits analysis, is aimed at determining large signal spectral 
features, taking into account the nonlinear models of the active devices employed in the circuit by 
means of a suitably modified Harmonic Balance formulation. 

As mentioned earlier, Auxiliary Generators need to be placed at a convenient node3 in 
order to avoid ambiguous effects deriving from the Harmonic Balance formulation for non-
autonomous circuits. There are two different kind of generators; one is based on Thevenin 
equivalent voltage source,(voltage generator with a series impedance) another on Norton equivalent 

current source; (current generator with a shunt admittance) these two representations are dual, and 
at least in principle perfectly equivalent.  

A voltage type auxiliary generator is always inserted in a parallel connection with respect to 
the insertion node (n)  (adding one more branch to the original circuit) where it injects a pure sine 
wave voltage having in principle undetermined  amplitude Ap, frequency ωp and phase ϕp defined 
by (Fig. 4.1): 

 ( ) sin( )ω φ= +n p p pe t A t  (4.1) 

 

                                                      
2 In case a frequency divider is analyzed, the auxiliary generator frequency agrees with a subharmonic (divided 
frequency) of the input signal. Analogously, when investigating sub-harmonic injection locking, the auxiliary generator 
frequency is set to superharmonic (frequency multiple) of the source signal.   

3 See [4]. 
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where the notation en(t) refers to the node voltage at “n” while the subscripts “p” indicate probing 
quantities (amplitude, frequency and phase). Considered that in free running oscillators all possible 
phase shifted solutions are equivalent due to time invariance, it is convenient to choose ϕp=0° in 
the equation (4.1). 

Since a voltage generator is a short circuit at all frequencies except for the one delivered, it is 
necessary to prevent spurious shorting of RF signals entering the auxiliary generator branch4. To 
that aim, an ideal impedance based band-pass filter component, is connected in series with the 
auxiliary generator,  having the transfer function: 
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ω ω

ω
ω ω
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Z

if
 (4.2) 

 

being the impedance a short circuit (zero resistance) to the nominal auxiliary generator frequency, 
and an open circuit (infinite resistance) otherwise. Additionally, to act like an harmonic probe, a 
current meter block must be inserted in series to the auxiliary generator, enabling to sense the 
current signal flowing through it, expressed as: 

  

 ,1 ,1( ) ( , ) sin( ( , ))ω ω ψ ω= +n n p p p n p pi t I A t A  (4.3) 

 

due to the series impedance filtering. Notice that the amplitude and phase of in(t) both depend on 
the amplitude Ap  and frequency ωp of the injected signal. The ratio among the injected voltage 
phasor and the detected current phasor, defines the admittance function for the voltage type auxiliary 
generator at the frequency ωp at the insertion node:  
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4 In fact, when the oscillator circuit is forced by the harmonic voltage probe en(t), due to the nonlinearities present in the 
active devices, a multi-harmonic current is produced at the node “n”  
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whose terms at a frequency other than ωp could be shorted to ground. 
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FIGURE 4-1. Voltage Type Auxiliary Generator, connected between a specified oscillator node (n) and the ground  

 
As the auxiliary generator drives the oscillator circuit, its amplitude and frequency are 

related to the final oscillating solution’s amplitude and frequency at the circuit node (n). Precisely, at 
the steady state, a self sustained oscillation of amplitude Ap  and frequency ωp can be obtained 
if and only if the auxiliary generator admittance reduces to zero, letting the circuit evolve 
autonomously without any external influence: 
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as if the steady state had been reached when the auxiliary generator was disconnected. The 
equation (4.5) defines a non perturbation condition being represented by two equations (ReYp(·)=0, 
ImYp(·)=0) in two unknowns (Ap,ωp) such that, when solved jointly within an Harmonic Balance 
routine, completely specify the oscillatory solution, avoiding  the zero-frequency degeneracy.  

As will be described later with greater details, the system (4.5) can be very effectively solved by an 
optimization routine jointly with an auxiliary generator driven harmonic balance simulation, so that at 
each step of the optimization process, the best values of amplitude and frequency fulfilling (4.5) 
are selected; the underlying harmonic balance simulation engine then, considering the stimulus  
coming from the Auxiliary generator as if it was a real single tone sine-wave voltage generator, 
performs a forced nonlinear analysis  of the oscillator circuit, calculating the harmonic vectors Xk= 
X(jωpk) with the scheme presented in §3.2. Then, the current flowing through the harmonic probe 
(4.4) will be computed, and passed to the optimization algorithm which iteratively will adjust the 
probe amplitude and frequency until (4.5) are met. 

If the combined optimization process and Harmonic Balance simulation converges, the output will 
be a periodic signal whose voltage magnitude at the fundamental and fundamental frequency  at the 
selected node “a” in the circuit agree with the outcomes of the optimization process Aopt, ωopt, as if 
the circuit was driven by  a real single tone generator inserted at that node.  

As previously stated, a current-type auxiliary generator can be used, and it’s characterized 
in a dual manner with respect to the voltage-type one. In particular it has to be inserted in series at 
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a branch “b” of the circuit (augmenting the total nodes by one) and consists in a pure tone sine 
wave current generator injecting the signal (the phase variable can be neglected):  

 ( ) sin( )ω φ= +b p p pj t B t  (4.6) 

 

which is connected in parallel to an admittance block which prevent the opening of the circuit 
branch at the frequencies different from ωp: 
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and to a voltmeter, to sense the voltage variations through it: 

 ,1 ,1( ) ( , ) sin( ( , ))b b p p p b p pv t V B t Aω ω ψ ω= +  (4.8) 

 

Defining the impedance of the probe as the ratio of the detected voltage to the injected current at 
the circuit branch “b”: 
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and the non-perturbation condition can be reformulated in terms of the harmonic probe 
impedance as: 
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FIGURE 4-2. Current type Auxiliary Generator, connected in series to a branch (b) of the oscillator circuit. 
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In this work, only the voltage-type auxiliary generators/harmonic probes have been considered. In  
single ended (unbalanced) oscillator implementation, it is always connected among a selected node 
in the circuit and the ground. 

4.2.1 TWO-TIERS HARMONIC BALANCE ANALYSIS AND SYNTHESIS FOR FREE-RUNNING 
OSCILLATORS. 

In order to proceed to an oscillator harmonic balance analysis, the voltage probe (4.1) needs to be 
placed at a convenient circuit node5. It can easily be implemented with built-in simulator 
components, available from the “RF sources palette” available in many commercial simulators (i.e. 
Agilent ADS® 2008), and consisting in a single tone sine wave source, having as input parameters 
its amplitude frequency and phase. . The impedance ideal band pass filter can be synthesized as a  
Z one-port component, specifying a conditional statement to describe its ideal frequency transfer: 

 {1 1 0 1 1[ , ] : p T }p p p p pZ R j if f f then R else R= + = = ← Ω ← Ω  

and a current-meter block is inserted in series to the voltage generator and the impedance filter. 
Moreover, the probe admittance defined in (4.5) is measured by the ratio of the first harmonic 
component of the current to the amplitude of the voltage probe and stored in the variable Yp.  

The equation (4.5) is solved in a two tier approach by means of an optimization algorithm, suitable 
to a quick implementation in commercial simulators. At first, tentative values for the candidate 
oscillating solutions in terms of amplitude and frequency6 (Ap(0), fp(0)) have to be provided to the 
auxiliary generator; as detailed later a preliminary linear and quasi-linear analysis generally deliver 
candidate values which are very close to the outcome of the nonlinear simulation. Assuming an 
initial guess for the two values is available the search spaces for the two variables  (Ap, fp), defined as 
the set of admissible values, and represented by the intervals �= [Amin, Amax], ℱ=[fmin, fmax], are 
declared.  Reasonable reference ranges7 (at the outset, without any other specific information  on 
the oscillator circuit ) for the amplitudes go from  0.2 —0.4 V  to 0.8—1V; regarding the frequencies 
,a decade wide range centered at the expected oscillation frequency [5] yields often good results.   

The assignment of an adequate8 value for the large signal probe amplitude could be initially based 
on a simple trial and error approach. Usually good initial estimates for the probe amplitude A fall 

                                                      
5 Suitable nodes to inject the probe signal depend on the circuit topology. Usually they are chosen to be at the active 
devices output  port, or at the oscillator output port [2,7]. 

6 From this section on, the angular frequency notation is dismissed in favor of the conventional notation. 

7 At this point, it is important to notice that the wider the search space (feasible set) the better the convergence properties of the 
search (optimization) algorithm. In the case of the amplitude range, however a lower bound is determined by the minimum 
signal that has to be injected for the nonlinearities in the active devices come into play. As an empirical rule of thumb, 
this value is no less than a tenth of the bias voltage; if lower the linear approximation still holds. An upper bound to the 
amplitude reference range is dictated by  convergence issues in the  HB algorithm, which becomes problematic for high-
amplitude forcing generators. A reasonable upper bound for the auxiliary generator voltage is therefore dictated by the 
highest DC bias voltage  in the circuit; from empirical evidence best results are obtained when Amax is comparable (on the 
same order of magnitude) with it. 

8 The term “adequate” might appear somewhat ambiguous, but it simply refers to a value for the probe amplitude 
(expressed in volt) for which the nonlinear effects (e.g. the appearance of higher order terms in the harmonic series of the 
output waveform) becomes relevant. 
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within the interval [0.1 V, 1 V]. In any case, a best practice recommendation to avoid convergence 
issues is to set the initial candidate values for A at a fraction of the drain bias voltage that is A:= 
VDD/η ( η > 1), attempting to run the optimization process first with lower values for η (closer to VDD), 
and subsequently with higher ones, in case the convergence should fail9. 

 The non perturbation conditions, expressed in terms of the voltage probe admittance at the 
insertion node should be expressed as optimization goals. To that aim (4.5) can be reformulated as: 
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Non-perturbation conditions are fulfilled when the real and imaginary part of the 
probe admittance differ from zero for less than a given tolerance (for example ε =10-18 S), 
which is expressed by two inequalities involving the absolute values of a function of the two 
variables Ap, fp. Precisely two real objective functions are defined as c1(Ap, fp) =Re Yp(Ap, fp), 
measuring the real part of the auxiliary generator admittance and c2(Ap, fp) =Im Yp(Ap, fp) 
which evaluates the imaginary part. Two separate optimization goals (4.10)  have to be 
simultaneously met: 
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The Gradient method is chosen as default optimizer [8]. At each step the objective 
functions  are evaluated at a candidates values (Ap, fp)(i) and compared with the targets (4.10) 
by creating a Cost Function (also termed Error Function) which measures the distance of the 
achieved goals from the desired ones at a given iteration, using a quadratic norm; 

 

 ( ) ( )2 222

1 1 2 21
( , ) ( , ) ( , ) ( , )p p i i p p p p p pi
A f w c A f w c A f w c A fε ε ε

=
= − = − + −∑C  (4.11) 

 

in which is also offered the possibility of weighting the optimization goals, depending 
on their relevance. The gradient of the cost function is evaluated and therefore a direction in the 

bidimensional search space A × F  in order to reduce the cost function is obtained, agreeing 

with -∇�(Ap, fp), which leads to the following update rule: 
                                                      
9 A dichotomous approach can be very useful in this case. The  first tentative is done setting A = VDD/2; if convergence isn’t 
achieved the simulation is restarted halving the value to A’= VDD/4 and if even in this case convergence fails the value is 
halved to A’’= VDD/8 and the optimization is run one more time, until a solution is found or the values for the probe 
amplitude become unacceptably low (below 0.1 V) indicating that the circuit cannot sustain a free running oscillation at 
that particular candidate frequency. 
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At each gradient iteration (outer tier), the current best choices for the amplitude and 

frequency (Ap, fp)(i+1) are passed to the Harmonic Balance simulation engine (inner tier), driven by 
the voltage probe. Therefore, because at each gradient optimizer iteration the HB simulator 
computes the output spectrum of the circuit solving the when it is forced by the generator: 
 

 1 1
2

( ) ( )( ) sin( )i i

n p pe t A f tπ+ +=  (4.13) 

 

avoiding the ambiguity regarding the choice of the frequency basis or the degenerate convergence to a 
DC steady state. The output of the harmonic balance simulation consist in the spectrum10 Xk 
obtained as a solution of the equation E(Xk)=0 obtained with the methods outlined in the section 
3.2. In order to catch the nonlinear phenomena, the harmonic order is usually set up to Nh=3, and 
an oversampling factor of four is selected for evaluating the time domain waveform. 

If the simulator doesn’t succeed in finding such good values for the error function the 
reason is usually twofold. It might get stuck with improving the solution around a local minimum 

(or maximum), and consequently one observes very little improvement in the final error norm, 
compared with the initial values, with slightly changing probe amplitude and frequency values. Or 
rather, a vanishing solution can be encountered, for which the probe’s amplitude values keep 
decreasing towards  Amin, indicating that the output signals get quenched. In the first case, is 
sufficient to restart the simulation from a different point, perturbing slightly the probe amplitude and 

frequency initial values. In the second case, it might be necessary to alter some circuital parameter. 

Generally a hundred iterations suffice to minimize the cost function; its final values should 
be on the order of a tenth of a billionth (Cf = 1.0 ·10-10 or less), corresponding to negligible currents 
(on the order of  1 µA) flowing through the probe11. 

The complete algorithm is described below. 

                                                      
10 Depending on the implementation, Xk  denotes either the harmonic vector of the state variables (in Nodal Harmonic 
Balance) or the harmonic vector of the controlling variables for nonlinear elements (in Piecewise Harmonic Balance). 

11Since the removal of the triggering signal doesn’t have to affect the large signal steady state solution, an oscillating 
voltage is present at the probe terminals, but no current has to flow through the probe, resulting in a zero  probe 
admittance   
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Moreover, the auxiliary generator model allow also to effectively tune the oscillator circuit 
parameters, in order to have to have a specific power at the fundamental, at the node where the probe is 

inserted, enabling a full nonlinear oscillator design. To that end non perturbation conditions are 
utilized, but this time the amplitude12 and the frequency (A0, f0) of the probe signal, which agree 
with the specified amplitude and fundamental oscillation frequency for the circuit to be 
synthesized, are regarded as design targets and kept fixed; instead a set of adjustable parameters 
ηηηη=[η1, η2,... ,ηp] is introduced in the system (4.10) which is modified as follows; 

                                                      
12 The probe amplitude is set according to the required output power that the oscillator has to deliver at the 
fundamental. See appendix E.  
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and a two tier harmonic balance optimization is run with the aim of finding the best values to 
fulfill. (4.15). However in this case , if p > 2 the system is underdetermined, and therefore the 

uniqueness of the final solution cannot be guaranteed, therefore great care must be exerted when 
interpreting the results. The synthesis algorithm is shown in (4.16) 
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Due to the very nature of the Harmonic Balance method, the existence of an oscillatory solution is 
no guarantee for its stability (physical observability) which should be checked with different 
methods, like transient/convolution method or properly initialized envelope transient simulations [9].  

 

 

4.2.2 LOW-AMPLITUDE AUXILIARY GENERATORS ANALYSIS FOR ESTIMATING OSCILLATIONS 

FREQUENCIES. 
 

A first guess of the oscillation frequency must be provided to the optimization routine 
described in the previous section. To that aim, a linear analysis technique, based on small signal 
voltage type auxiliary generators can be employed. In particular, the Kurokawa oscillation 
condition for a negative resistance oscillator [10] must be fulfilled at the probe port. The voltage 
probe  supplies a low amplitude signal between the node “n” and the ground: 

 2( ) sin( )n p pt a f tγ π=  (4.17) 

where ap= 1—10mV≪Vbias  justifies the small signal (linear) approximation. Then, by altering the 
auxiliary generator frequency to scan a wide frequency range, the probe conductance Yp(n)( fp ) is 
measured, looking for potential oscillations which arise at those frequencies exhibiting  negative 
conductance Gp(n)(fp) =Re(Yp(n)(fp)) values  and resonating susceptance Sp(n)( fp ) =Im(Yp( fp )). The linear 
frequency estimate, provided the aforementioned conditions are met, is found at the frequency 
value for which the susceptance crosses the frequency (abscissa) axis:  
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To implement this linear search method to retrieve  estimates of the possible oscillation frequencies, 
small-signal driven,  frequency swept Harmonic Balance simulation are run, measuring both the real 
and the imaginary part of the auxiliary generator admittance at its port. The visual inspection of 
the two graphs {( Gp(n)( fp),fp)/ fp ∈ ℱ } and {( Sp(n)( fp),fp)/ fp ∈ ℱ } allow a quick verification, allowing 
to extract a suitable candidate frequency value for properly initializing the Auxiliary Generator. 
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4.2.3 A DESCRIBING FUNCTION (QUASI-LINEAR) APPROACH BASED ON AMPLITUDE 

TRACKING TO ESTIMATE OSCILLATION AMPLITUDES 
A search method based on a quasi-linear approach for finding good auxiliary generator’s 

candidate amplitude values proves to be adequate when all attempts with the trial and error method 
previously exposed aren’t effective. In fact, a satisfactory approximation for the non perturbation 
conditions when only a single harmonic analysis is carried out  is: 
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being the probe admittance real part mainly dependent on the probe amplitude, while the 
imaginary part mainly dependent on its frequency; this approximation relies on the so called 
Describing Function (DF) method [11] which consist in neglecting the contributions of the higher 
harmonics in the current generated in response to the periodic excitation en(t). 

It is immediately noticed13 that the second equation of the system (4.20) – when evaluating it 
at a constantly small amplitude value (A=Alin =10 mV)—is solved by the linear estimate flin (i) . Evaluating 

the first equation at flin (i) – thus reusing the linear estimate – a zero finding algorithm for the function 

ReY(A, fo,lin) is invoked, by using the amplitude tracking procedure  as described in (4.21). Essentially, 
probe driven HB simulations are run at a constant frequency flin (i)  while the probe amplitude is 

                                                      
13 The system of equation gets decoupled, by evaluating Re(Yp(A,f )) at a constant frequency and Im(Yp(A,f )) at a constant 
amplitude. Instead of solving a 2x2 system of equation jointly dependent on the pair (A,f ), the two equations are solved 

sequentially. From the second equation evaluated at a small amplitude, the linear frequency estimate flin 
(i)  is calculated, 

which in turn,  is plugged into the first equation from which the probe amplitude is derived. 
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swept in the reference range [Alin, VDD/η]; at each step the probe admittance is evaluated, and by 
inspecting the graph {A, Re(Yp(A))} and the value A0 fulfilling the first equation of the system (4.20) can 
be found, which provides a candidate value for the probe amplitude to be used in the process (4.5) 
as an initial estimate.   
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4.3 AUXILIARY GENERATORS-DRIVEN, ENVELOPE TRANSIENT ANALYSIS FOR 

INSPECTING THE STABILITY OF OSCILLATING SOLUTIONS 

 

The Harmonic Balance simulation process relies on the assumption that when an 
external periodic excitation of frequency ω0 forces a nonlinear circuit, the latter would 
eventually reach the periodic steady state. Due to the nonlinearities present in the active 
devices, the output waveform will be a distorted replica of the input signal; thus by 
expanding the unknown variable by means of  Fourier Series up to certain harmonic order, it 
is possible to account for this effects, and completely characterize the circuit periodic steady 
state in nonlinear terms. This working hypothesis is mantained even in the case of oscillator 
analysis, which is performed by having recourse to artificial forcing terms, the harmonic 
probes (auxiliary generators). 

However, the underlying assumption  is a very strong one. In fact, as previously pointed out, 
very different regimes could be established when dealing with nonlinear circuits. For example, a 
circuit driven by a signal at a frequency ω0 could generate subharmonic resonances ω0/k, as in the 

case of frequency dividers [12]. Another possibility, is that the forcing signal at (ω0) interacting with 
an autonomously generated spurious oscillation at frequency  ωs  generates an almost periodic 
output waveform, like the one encountered in self oscillating mixers [13]. Or even very complicated 
chaotic steady states are possible, and they are of interest for secure communication [14].The 
harmonic balance method, being restrained to the expression of the solution as a trigonometric 
polynomial, turns out not to capture the most general nonlinear circuit behavior.   
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Even when setting aside the most complicated nonlinear phenomena, a serious 
consequence arising from the Harmonic Balance framework, is that although a complete numerical 

description of the periodic steady state is possible, meaning that the system E(Xk)=0 converges it doesn’t 
necessarily imply that the physical solutions are observable in reality. In the jargon of nonlinear 
systems theory, the observable solutions are called stable, the stability being a measure of robustness 
of a solution with respect to perturbations. Unstable solutions aren’t observable in physical experiments 

since they decay in a very small time [2,7].If the circuit under investigation is an oscillator, unstable 
solutions does not show up  in an a laboratory experiment with  a prototype; the circuit simply does 

not oscillate. 

In order to inquire into the solution stability, it is necessary to perturb the circuit with a 
disturbance (for example, a small duration voltage pulse) and follow the time domain evolution of 
the response to the perturbation; stable solutions are those which quickly recover their periodic 
behavior. Transient /Convolution analysis could therefore be used, but that may lead to  
lengthy/inefficient simulations as seen before.  

 

FIGURE 4-3.Voltage Type Auxiliary Generator  augmented with a gating resistor to investigate oscillators transient behavior. 

In this case, a mixed time domain /frequency domain approach pursued by Envelope 
Transient formulation could provide better results [15]. In the case of oscillator circuits analysis, it 
constitutes in fact a generalization of the previously exposed auxiliary generators technique to the 
time varying case. To that aim the harmonic probe is connected to a time varying series resistor, 
modeling the effect of a gating signal (insert picture) R(t,τ) which disconnects the voltage probe after a 
time14 τ.  As a result, the probe signal gets injected into the oscillator circuit only during  the  
interval [0, τ]. As (4.22) suggest, R(t,τ) offers the probe an arbitrarily high series resistance  outside 
the observation interval (which can be obtained by setting R(t,τ)  = 1 MΩ for t>τ), and a  zero 
resistance otherwise (insert picture of the modified probe)     

 
( ) ( , ) sin(2 )

] , [
( , )

0 [0, ]

v t R t A ft

t
where R t

t

τ π

τ
τ

τ

= ⋅

∞ ∈ +∞
=  ∈

 (4.22) 

                                                      
14 Gating time parameter has to be greater than the inverse of the oscillation frequency to catch the envelope variations, 

so a reasonable lower bound could be (10/fosc) ≤ τ. Considering frequencies of a few GHz, τ is usually chosen to be  5 ns to 

10 ns. 
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 In order to check the stability of a given solution, first the values (A, f ) must be initialized 
with the values obtained after an Harmonic Balance simulation has been carried out (A*, f * ). 
Subsequently, an envelope transient simulation driven by the time-varying auxiliary generator is 
performed, allowing one to follow the solution amplitude, and doing so to check their stability. In 
case of stable solutions, the output signal’s amplitude grows and reaches eventually its steady state 
value; otherwise the output signal exponentially decreases over time. 

 

4.4 SIMULATION OF SYNCHRONIZED (INJECTION LOCKED) OSCILLATORS 

 
In modern receivers architectures, a local oscillator is used in the RF stage feeding the 

TX/RX antenna to up-convert (when transmitting) or down-convert (when receiving) a baseband 
signal15. Free-running oscillators are rarely used as stand-alone components for generating 
(detecting) carrier waves since its nominal oscillation frequency may drift due to inevitable 
mismatches, components aging, temperature variations, mechanical vibrations, causing a 
deterioration of the receiver performance [1]. A much more reliable operation is obtained through 
the adoption of Phase Locked Loops [16], which essentially aim at tracking the received  signal 
(reference) frequency by means of a control loop, constituted by a phase detector, a low-pass filter, 
and a voltage controlled oscillator. The phase detector reads the input phase and converts it to a 
voltage, which is low-pass filtered (to prevent spurious high frequency terms from affecting closed 
loop operation) and adjust  the frequency VCO so to reduce the phase error between the incoming 

signal phase and the reference one. The input (reference) signal gets synchronized when the difference 
among the input phase and the output (VCO) becomes constant, and the VCO frequency is equal 
to that of the (reference) input signal.  

Nonetheless, the phase locking condition (between a reference signal and the VCO output signal) 
could be more easily satisfied by means of a technique known as injection locking [17-20]. When the 
reference signal Vinj (at frequency ωinj ) is fed directly to an additional VCO input port (insert 
picture), the VCO output signal Vo (at the VCO free-running frequency ωo)  as a result of nonlinear 
interactions synchronizes with the injected one, provided its frequency falls within the locking range 
∆ωL. In simple LC tank oscillator configurations, the locking range is easily computed by using the 
simple result from Adler’s differential equation at the steady state: 

  

 0

2
ω

ω∆ = inj

L

o

V

Q V
 (4.23) 

                                                      
15 Whether the signal is analogue or digital, the standard receiver architecture has been long based on the heterodyne 
and super-heterodyne approach. Although in the latest years, a new transceiver paradigm has been suggested, for the 
purpose of  processing the information directly in the digital domain (after having it  sampled with ADCs), and 
employing general purpose processor instead of relying on conventional hardware (Software Defined Radio), still technological 
limitations residing in the accuracy of high speed analog to digital conversion have hindered its deployment, thus 
making the analog components of the basic receiver RF chain (LNA, filters, mixers, oscillators) irreplaceable at present. 
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which depends upon the relative strength of the injection signal, and it’s inversely related to the 
oscillator frequency selectivity around ωo,  expressed by the Q-factor (therefore lower Q resonators 
provide broader locking ranges). The Adler formula for the oscillator locking range is quite 
insightful; nevertheless the dependence upon the Q-factor limits its applicability to LC-tank 
oscillators, for which Q is rigorously defined16 [21-24].  Moreover higher order issues are forgotten 
in the simple, Adler formula (3.87). First, there exist a threshold input power level which once 
exceeded might quench the free running oscillating solution at ω0 (regardless about the vicinity of 
ωinj with ω0, i.e., regardless whether the injected signals possess a frequency falling within the 
oscillator (VCO) locking range ∆ωL). Symmetrically, it can be shown that some oscillators which 
are biased at a sub-threshold voltage and not producing any oscillation in normal operation, when 
(adequately) driven by an input signal, phase-lock to it,  and an increase of gain is observed in a 
very narrow band around the injected carrier (the circuit operates essentially as an Injection Locked 
Amplifier or ILA). Lastly, at the border of the locking range synchronization is not achieved since 
the input signal at ωinj mixes with the oscillating signal at ω0, giving rise to intermodulation 
products in the output spectrum which characterize a self-oscillating mixer behavior17  [25-27]. 

 In order to overcome this issue, a generalization of the Adler equation relying on the 
nonlinear systems theory framework and the  perturbation projection vector (PPV) approach 
originally developed for investigating the oscillator phase noise [28], has recently been proposed in  
[29] . However, it might be hard to implement from a numerical standpoint since it calls for a 
detailed knowledge of the time domain model of the circuit, via phase domain macro-models [30] which for 
the specific case of Distributed Oscillators (VCOs)  are unattainable. 

A more suitable approach consists in evaluating the oscillator injection locking characteristics 
based on the modified Harmonic Balance method for autonomous circuits18 [7]. An analogous 
setting is used for evaluating the injection locking properties; the auxiliary generator (harmonic 
probe) frequency is thus fixed at the injection frequency and the same two-tier procedure 
elucidated in the earlier paragraphs is used to obtain the output power and the coupling phase 
(described by the two unknowns (A, ϕ) of the harmonic probe). This simulation technique is 

                                                      
16 In fact, many nonequivalent quality factor definition could be provided depending on the specific circuit being 
examined (a filter, an oscillator, an amplifier) giving rise to numerical discrepancies among them [24]. One topology 
independent definition sets the quality factor at half the resonant (oscillation) frequency times  the derivative of the 
oscillator (closed loop) phase response in the frequency domain, in a neighborhood of ωo, that is: Q = ω0/2 *(∂Φ/∂ω), but  
also in this case quantitative differences for different circuits have been found and to inconsistencies for specific classes 
of oscillators which produce non-sinusoidal waveforms (recalcitrant oscillators, for example, for which a quality factor is 
not defined). 

17 This could be approximated by using the Adler differential equation for the phase variation, assuming specific (and 
simple) circuit topologies are given [20]. A more complete picture is however obtained by means of nonlinear analysis 
techniques in the frequency domain, jointly with a parametric analysis of the circuit, to extrapolate the oscillator 
synchronization regions regardless of the topology being examined. 

18 In fact, conceptually the harmonic probe (auxiliary generator) is all in all equivalent to an external sine-wave RF generator 
driving the circuit; a free-running oscillating solution (specified by the two unknowns (A, f ) of the harmonic probe) is 
found when the test circuit is injection locked to the auxiliary probe and fulfills at the same time the non-perturbation 
conditions, so that the output power and fundamental oscillation frequency can be recovered by using a two-tier 
harmonic balance scheme. 
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illustrated in (6.88) where an additional design parameter µ has been considered. The advantage of 
using the harmonic balance formulation for analyzing the injection locking process resides in its 
flexibility. In fact, a complete synchronization profile of the oscillator can be obtained by sweeping 
both the input power (amplitude)19 , and the phase of the auxiliary generator probe, with one or 
more design parameters varying in admissible ranges, to fulfill the oscillation conditions at the 
probe port as illustrated in (3.75).  

  

                                                      
19 Considering a nominal impedance Z0 (for example, 50 Ω)  a one to one mapping among the amplitude expressed as 
peak voltage and corresponding power levels in dBm, is established, see appendix E. 
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4.4.1 SUPERHARMONIC /SUBHARMONIC INJECTION LOCKING. APPLICATION TO FREQUENCY 
DIVIDERS.   

Since the early discoveries related to the subject of driven oscillators, it was seen that the injection 
locking process could occur at rationally related frequencies20 [17]. Specifically, let ωo be the 
oscillator autonomous frequency and ωinj the injected one, synchronization could be achieved in 
the following cases: 

• ωinj = pωo (p∈ℕ , p > 1) , superharmonic injection locking (1:p synchronization): the RF injected 

signal (ωinj) phase-locks the circuit at an higher order harmonic of the autonomously generated 

oscillation at ωo (provided adequate input power is delivered and the injected frequency 
falls close enough to pωo); therefore the output will be a divided frequency (of p-th order)  ωo = 
(1/p)ωinj  

• qωinj =ωo (q∈ℕ, q >1), subharmonic injection locking (q:1 synchronization): higher order 

harmonics of the RF driving signal phase-locks the autonomously generated oscillation at 
ωo (provided adequate input power is delivered and the autonomous frequency is close 
enough to qωinj); the output oscillation will be a multiplied frequency of q-th order. Notice that 
the injection frequency is a subharmonic  ωinj = (1/q)ωo  of the free-running oscillation 

frequency.  

• qωinj =pωo (p∈ℕ, q∈ℕ, p≠q  p,q>1), ultra-subharmonic injection locking (q:p synchronization): 

achieved when an harmonic of order q of the injected signal at frequency ωinj locks with an 
harmonic of order p relative to the autonomous oscillation frequency   

The Harmonic Balance simulation framework analyzing the superharmonic or subharmonic 
injection locking is equivalent to the 1:1 synchronization analysis; it is sufficient to adequately 
specify the frequency of the Auxiliary Generator, as if it was the injection source, and consider it as a 
constant; the optimization process explained above will find the most suitable locking amplitude  and 
phase. 

 

 

 

 

 

 

 

 

                                                      
20 Two frequencies (ωα , ωb) are said to be rationally related if for some integers m,n results: mωa=nωb. 
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CHAPTER V. PHASE-LOCKED PATTERNS ANALYSIS AND 

CONTROL IN TRIPLE-PUSH OSCILLATORS  

 

5.1 TRIPLE PUSH OSCILLATOR NONLINEAR ANALYSIS AND DESIGN 

 

In the latest years much research effort was devoted to modeling complex self-
organizing, coupled oscillator networks in which different delays and coupling strengths 
among elements determine complex pattern1, which span from uncorrelated behavior to 
perfect synchrony [1-7] . The results can be summarized as follows. First, the delays in the 
coupling network, due to the distributed nature of the coupling elements, can severely affect 
the performance of the coupled oscillator, leading in some cases to a zero amplitude output 
(amplitude death). Second, the modes listed in Table 5.1 for certain combination of delay and 
coupling strength can be simultaneously stable, thus physically observable. As a consequence, 
when turning on the triple-push circuit at first, each one of the modes could possibly be 
settled, depending on the circuit initial conditions. Moreover, a slight perturbation applied at 
a specific instant in time might unexpectedly cause mode transitions Mi→Mj.  For these 
reasons, a nonlinear analysis of a Triple Push Oscillator is given here, considering the impact 
of the delays in the coupling network, and the variable coupling strength among oscillating 
elements. Specifically, three identical oscillators common gate HJ-FET oscillators are 
individually designed at the target frequency of 2 GHz (§5.3.1). The Triple Push Oscillator is 
formed by connecting them via a symmetrical coupling network, made up of three identical 
microstrip line sections. Furthermore, a LC high pass filter (§5.3.2) is inserted midway among 
each oscillator subunit and the coupling branch, to modify the attenuation level at the 
fundamental frequency of each oscillator. Taking advantage of Harmonic Balance simulations 
and numerical continuation techniques, the effect of variable coupling line length (which 
affects the delays among oscillating units) and variable attenuation  (related to mutual 
coupling strength) is investigated (§5.3.3),  by taking them as control parameters. A 
parametric plot of the output voltage magnitude at the fundamental for one of the core 
oscillators (|Vn (1)|), is traced as the as the coupling line length and attenuation are varied. In 
(§5.3.4) the triple push oscillator is finally designed, by selecting attenuation and coupling 
length values which allow avoiding the undesired modes.  

 

 

                                                      
1 In the work [4] dealing with rings of coupled oscillators presenting dihedral symmetry, the impact of delays in 
the coupling networks and the consequent issue of modes multi-stability were neglected, due to the complication 
of converting the analytical framework from an ODE (ordinary differential equations) setting to a PDE (partial 
differential equations, accounting for distributed elements) or DDE (differential-delay equations) setting [5][6]. 
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5.2 DESIGN OF THE OSCILLATOR CORE 

Individual oscillator elements are designed by choosing an active device providing 
enough gain to sustain oscillations, a feedback network that could resonate at the prescribed 
oscillation frequency (2 GHz), and adequate input—output matching networks for delivering 
maximum output power to the load [8-10]. To this term the NEC NE3509M04  transistor 
connected in a common gate configuration has been found suitable, taking the oscillator output 
voltage on the HJ-FET source side, choosing the ARLON A25 N as a substrate with a thickness 
of 0.762 mm (30 mil) with a loss tangent tanδ = 0.0025.  The feedback path is provided by the 
inductor Lfg (approx. 7 nH) connected in series with the gate, and two open stubs at the source 
and drain ports with different aspect ratio (width/length) are responsible selecting the 
oscillation frequency and for matching the input/output impedance to 50 Ω nominal 
impedance [10], as shown in Fig. 5.1. A preliminary design2 involved only the most basic 
elements, the vendor’s nonlinear model of the active device itself, a reduced number of 
transmission line elements and simplified bias networks to check whether the oscillation 
conditions could be satisfied in the neighborhood of a suitable bias point by means of a linear 
analysis at a particular node of the circuit.  To that aim, a variable frequency (in the range 0.1-
5.0 GHz) small signal voltage probe (with an amplitude of 10 mV) was introduced in the 
circuit schematic (see chapter IV). Various simulations have been thus performed to examine 
the small signal admittance at various nodes of the oscillator, with different bias conditions at 
the source/drain port. Small signal condition for having an oscillatory solution was greatly 
fulfilled at the source port, which therefore turned out to be the selected node to get the 
oscillator output signal, that is, the signal that should be injected into the coupling network. 
The linear frequency search indicated an estimated oscillation frequency of 2.14 GHz, (Fig. 
5.2) which is sufficiently close to the prescribed one. Subsequently, the large signal analysis 
was performed by taking advantage of this local solution, and employing a two tier harmonic 
balance simulation [9], in which the large signal frequency and amplitude of the oscillatory 
solution are regarded as additional unknowns and iteratively adjusted by means of an 
optimization routine. At this stage, the same harmonic probe was initialized with the 
estimated oscillation frequency previously sought and the amplitude was given an arbitrary 
value, on the same order of the bias voltage (0.1 V — 1 V) which reflected a reasonable output 
power level. A Harmonic Balance simulation was then run and the actual values of oscillation 
frequency and power were optimized to meet the large signal non-perturbation conditions 
Re(Yo)=Im(Yo)=0 [11]. 

                                                      
2 In this section our goal is not to describe in detail the design of a common gate transistor oscillator, which could also be 
tackled analytically, see [10]. The procedures and techniques for finding the oscillation frequency and power  of a single 
frequency oscillator by means of a linear analysis search and subsequent nonlinear analysis optimization are just 
summarized without any claim of exhaustiveness, since they have been treated thoroughly in chapter IV.  
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FIGURE 5-1. .Initial schematic of the individual oscillator at 2 GHz.   

   

 
FIGURE 5-2. Small signal admittance computed at the oscillator output node, in the range [0.1 GHz, 4 GHz]. 

 

Finally, oscillator’s layout was considered and the previous steps consisting in 
preliminary linear analysis and subsequent nonlinear probe analysis, were repeated a certain 
number of times to accommodate for variations due to the insertion of additional layout 
elements like T-junctions, cross-junctions, microstrip discontinuities, vendor’s model for chip 
inductors and capacitors, transistor pads and via holes, whose S parameters were derived 
from electromagnetic simulations. Moreover, chip capacitors model from MURATA and two 
port S parameters for COILCRAFT inductors were introduced.  A simplified schematic of the 
common gate transistor oscillator is shown in Fig. 5.3. The free running oscillator could be 
biased with two independent power supplies, to increase its flexibility and compensate for 
frequency detuning when inserted in the Triple Push Oscillator. The drain voltage VDD is at 
2V, and the source is connected to the ground (or to a negative potential).  The output power 
spectrum proves that an oscillation was attained at a fundamental frequency of 2.34 GHz with 
an output power of 9.14 dBm (Fig. 5.4). 
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FIGURE 5-3.  Final Oscillator Layout. 

 

 
 

FIGURE 5-4. A single oscillator ooutput power spectrum. The fundamental frequency is 2.34 GHz. 

 

5.3 DESIGN OF THE LC HIGH-PASS FILTER SECTION 

A high pass filter section is needed at the oscillator output in order to provide a 
prescribed amount of attenuation so to vary the coupling strength among the individual core 
oscillators3. It is simply a constant-k high-pass half section made up of a lumped inductor and 
capacitor (Fig. 5.4). Design formulas prescribe the values of inductance and capacitance 
needed to synthesize a filter with a specific impedance Z0 and cut-off frequency fc given by:  

  

                                                      
3 A resistive T or Π pad attenuator could also be used but it would drop the power across all frequencies, 
consequently diminishing the third harmonic boosting. A high pass filter would instead provide a specific 
amount of attenuation at the first harmonic only, leaving third harmonics power unchanged. A triple push 
oscillator employing resistive attenuators to vary coupling strength was studied in [7]. 



Chapter V ______________________________________________________________________________  

132 

 0

0

1
4

4

s

c

p

c

C
Z f

Z
L

f

π

π

=

=

 (5.1) 

 

 
FIGURE 5-5. A simple LC high pass filter providing a specified attenuation at the fundamental oscillation frequency. 

However, in (5.13) the attenuation in the stopband of the filter is left unspecified. From filter 
analysis via the image parameter method [10] is known that the attenuation factor is:  
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so fixing a specific frequency fα whose output level has been lowered by α (Np) with respect 
to its input level, being the cutoff frequency of the filter expressed in terms of series 
capacitance and shunt inductance 
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 where κ(α) is a rapidly decreasing function of the attenuation level. Following (4.4), in order 
to provide a prescribed attenuation level at a certain frequency fα  the inductance and 
capacitance of the filter have to be inversely proportional; in the plane described by (Lp, Cs) 
(5.16) represents a family of hyperbolas and a plot can be obtained via optimization 
technique. To that aim, initial values for Lp and Cs which fall in the range [0.5 nH, 10 nH] and 
[0.5 pF, 5.5pF] are introduced in the filter and the attenuation level is found by means of a 
single point S-parameter simulation at the frequency of interest fα , which in our case agrees 
with the fundamental frequency of each oscillator core, evaluating the magnitude  of the 
transmission parameter S21. Subsequently the capacitance values are swept backwards (due to 
the inverse variation of Lp versus Cs) starting from the maximum value CM = 5.5 pF and 
proceeding in decreasing order towards Cm = 0.5 pF (choosing ∆C = 0.1 pF) and at each step 
the inductance values are optimized to fulfill the attenuation constraint max(S21)=min(S21)=-α 
(dB) throughout the range  0.5 nH ≤ Lp ≤ 10 nH (see Table V.I). This procedure is then 

repeated  for different attenuation values to plot the family of hyperbolas Lp(Cs, α) = κ(α)/Cs 
as shown in Fig. 5.6. These curves, giving a visual representation of the constraint 
f(Lp(α),Cs(α))=0, allow choosing the values of Lp and Cs providing a fixed attenuation level, at 
the fundamental oscillation frequency of each oscillator output.  
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FIGURE 5-6. Constant attenuation curves used for synthesizing the LC high pass filter. 

 

5.4 NONLINEAR MODE ANALYSIS  

 Starting from the core oscillators and the high pass filter sections, a triple push 
oscillator topology is readily synthesized by connecting together the three branches (coupling 
arms) shown in Fig. 5.7 each of them formed by a cascade of an elemental oscillator and an 
attenuator, by means of 50 Ω microstrip lines (line width is wc=1.75 mm, for the chosen 
substrate). From circuit layout perspective, it has been found convenient to arrange the 
oscillators-high pass filter series connection around a star network (Fig. 5.7). In order to 
reduce space occupancy, microstrip coupling lines have been meandered. The oscillators’ 
outputs are combined at the center of symmetry of the star network and the output voltage of 
the second oscillator (corresponding to the node N in the picture) is chosen to track the 
evolution of each mode (shown in Table 5.1) versus coupling lines length variation, to modify 
the delay/coupling phase among individual oscillators4. Moreover the coupling strength is 
                                                      
4  In the following, it is assumed that the coupling network shrinks or expands symmetrically. In other terms, all 
coupling line sections are perfectly identical and a single variable (lc) suffices to follow the solution path of the 
voltage Vn. The same holds true for the high pass LC filter inserted at each core oscillator output node, providing 
the same attenuation level.  
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varied by selecting adequate values for the attenuation provided by the high pass filter 
section (based on the proper choice of inductance and capacitance values, as exposed in 
section 5.3.2).  For the nonlinear analysis of this circuit three different Auxiliary Generators 
are employed, which play the role of harmonic probes triggering the oscillating solutions for 
the two tier HB [9,11] simulations. Each of these harmonic probes are connected to the output 
node of each individual oscillator, and are initialized with a frequency value corresponding to 
the individual oscillators’ fundamental frequency, while their amplitudes and phases are 
chosen accordingly to Table 5.1 for each of the oscillating modes.  

 

FIGURE 5-7. Triple Push Oscillator schematic for nonlinear analysis showing the nodes to which auxiliary generators are connected.  

As stated before, M1 represent the “in-phase” mode in which all core oscillators are perfectly 
synchronized with zero phase shift and possess the same amplitude. Mode M2 represent the 
“discrete rotating wave” mode, in which all core elements are phase locked with a constant 
2π/3 phase progression among them and constant amplitude, which is responsible for triple 
harmonic generation.  Given the complex amplitude phase-relationship for the mode M3 in 
which one oscillator elements presents a frequency double to the frequency of the other ones 
and the fact that it hadn’t appeared in first experimental validation of this topology [14], its 
analysis won’t be addressed here. Mode M4 shows two perfectly synchronized oscillators with 
the same amplitude, and the third one resonating with a different phase and amplitude; to the 
aim of simplifying the analysis, it will be assumed that the third oscillator is π out of phase 
with respect to the other two, having different amplitude.  In Table 5.1 the values of 
frequency, amplitude and phase to be used for each auxiliary generator corresponding to each 
mode are summarized for ease of reference.  
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Oscillating Mode 1st Aux. Gen. 2nd Aux. Gen. 3rd Aux. Gen. 

M1, all oscillators are in phase 

 

Amplitude= A1 

Frequency=f0 

Phase=0° 

Amplitude= A1 

Frequency=f0 

Phase=0° 

Amplitude= A1 

Frequency=f0 

Phase=0° 

M2, 2π/3  phase distribution 

among all the oscillators 

 

Amplitude= A2 

Frequency=f0 

Phase=0° 

Amplitude= A2 

Frequency=f0 

Phase=120° 

Amplitude= A2 

Frequency=f0 

Phase=240° 

M4, two oscillators are in phase,  

     one oscillator is π out of phase 

Amplitude= A4 

Frequency=f0 

Phase=0° 

Amplitude= A4 

Frequency=f0 

Phase=0° 

Amplitude= B4 

Frequency=f0 

Phase=180° 

TABLE 5--1. Analysis of the various oscillating modes dictated by symmetry in a triple push oscillator  

The objective of this section is to describe how to analyze the parametric variation of the 
voltage at node N (depending both on the attenuation and on the coupling phase), for each of the modes 

M1, M2, M4, in order to quench the undesired ones. This problem can be tackled in two 
successive steps, which will be referred to as the consistency check, and the solution path 
tracking.   

5.4.1 CONSISTENCY CHECK 
 In the first step, one must make sure that a solution for the triple push oscillator circuit is found 

when coupling line lengths and attenuation values are kept constant. This solution will be 
subsequently used as a starting point for tracing the parametric solution curve. To fix our 
ideas, one can initially consider a fixed length of the coupling line lc=40 mm and a zero 
attenuation (α=0 dB), which would ease the convergence speed of the HB simulator due to the 
reduced complexity of the network since no filter section needs to be introduced. At this 
point, three different harmonic balance simulations must be run, in order to find the steady 
state solution for the three different modes. For each of the modes Mi, three auxiliary 
generators, placed in the vicinity of the individual oscillator output nodes, needs to be 
initialized with the values of amplitude, frequency, and phase given in Table 5.1. Then a non-
perturbation condition has to be satisfied at each port where the auxiliary generators are 
connected5 [9] [11] [14]: 

                                                      
5 If the formulation for the harmonic balance equations is the piecewise harmonic balance, then H(.)=0 represent an     M-
dimensional current balance between the linear and nonlinear sub-networks  (for each (2N+1) harmonic components) 
and the complex vector X represents the (2N+1) harmonic components of the M voltages at the interconnecting ports. 
Therefore we have, E={Er,s}, X={Xr,s}, r = 1,…,(2N+1), s=1,…m. See [9] 
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The equations (4.6) consist of a set of six nonlinear equations Re(Yij)=0, Im(Yij)=0, the 
linear constraint for the amplitudes Li(A1, A2, A3)=0 and the phases Ki(φ1, φ2, φ3)=0 which are 
related to  the symmetry of each mode, and the harmonic balance system of equations. The 
system (5.18) can be conveniently solved with the classical two tier Harmonic Balance 
algorithm for autonomous circuits, in which the outer tier iteratively adjust the values for 
amplitudes and oscillation frequency via a gradient-type optimizer, while the inner tier solves 
the Harmonic Balance equations for the other circuit variables [9]; if convergence is achieved, 
the spectral information of |Vn1| is known, up to the third order harmonic, which is sufficient 
for our purposes. It should be noted that the actual number of optimization variables get 
drastically reduced thanks to the linear constraints for the amplitudes, and that the phases do 
not enter the optimization process but rather must be kept constant, so as to fulfill the phase 
locking condition for each specific mode.  

If convergence isn’t achieved, then the values of lc, α, need to be modified in order to 
find a solution to the Harmonic Balance Equations. Then, it could be performed a tuning of the 
Triple Push Oscillator, by entering the same lc, α, into the system (5.6) and solve it for the 
additional optimization variables, for a fixed oscillation frequency fo: 
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A concrete example will now be given, for the consistency check of M2. Three auxiliary 
generators satisfying the conditions indicated for M2 in Table 5.2, are connected to the outputs 
of the core oscillators and a value of lc=40 mm and α = 0 dB is chosen initially. Their 
amplitudes are constrained to be equal, and their mutual phase shift should be progressively 
increasing by 2π/3 so: 
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and the oscillation condition to be fulfilled at three individual oscillators output ports 
becomes: 
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which has to be solved jointly with the Harmonic Balance simulation. If convergence is 
achieved, it provides the (common) amplitude of the three output voltages and oscillation 
frequency6; otherwise the parameters lc and α should be tuned, as described earlier. In Fig. 5.8 
the solution for mode M2 is shown. The fundamental frequency at 2.6 GHz (which gets shifted 
due to the presence of the coupling network) is virtually suppressed, as well as the second 
harmonic, while the third harmonic only (at 7.8 GHz) has a sensible output power. 

 

FIGURE 5-8. Nonlinear oscillating solution of the triple push oscillator obtained for constant values of coupling line length and 
attenuation. Lower order harmonics have negligible power, compared to the third harmonic at 7.8 GHz.   

5.4.2 SOLUTION PATH TRACKING 
 Once the circuit has been analyzed for fixed values of line length and attenuation, the study 
of its parametric variation follows, examining the dependence of an oscillator output voltage’s  
first harmonic component on the coupling line length and attenuation provided by the high pass 
filter section, hereinafter referred to solution path tracking [12][13]. To that aim, starting from the 
solution provided by the consistency check, both the length of the line and the attenuation values 
are iteratively swept across an admissible range [lmin, lmax] and [αmin , αmax ]7 choosing an adequate 
step size ∆lc, ∆α8; at each step the (5.6) are then solved, jointly with the harmonic balance system of 
equations.  

 Though conceptually simple, this method involves a number of issues. First, the 
attenuation is a function of the values of inductances and capacitances of the high pass filter 
section, therefore it cannot be swept as an independent variable (as in the case of lc). This could be 

                                                      
6 It should be recalled that this solution depends also on the bias voltage which have to be considered fixed at 
VDD=2V, Vss=0V.  

7 The admissible range is [30 mm, 120 mm] for the coupling line length and [0 dB, 10 dB] for the attenuation.  

8 The step size has to be carefully selected in order to facilitate the solution path tracking process at each step. In 
fact too many iteration points (small step size, relative to the admissible range) increase the computation times, 
too few (large step size, relative to the admissible range) might cause convergence failure. Very often, a solution 
path is tracked choosing adaptively different step size in different parameter regions, depending on the 
“stiffness” of the problem [12, 13] 
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circumvented, by placing ideal built-in attenuator components, which are available in most 
commercial EDA software, specifying the amount of attenuation in dB directly which enables to 
track the solution path analogously to the case of the varying line length. This approach makes the 
problem easier to solve, although the linear phase response of the triple push oscillator is altered 
due to the substitution of reactive elements with ideal passive components [14].  

 Second, the way the parameters are swept is crucial. In fact, a nested sweep (double 
sweep): 
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could lead to cumbersome computation times. Instead, it is possible to take advantage of the 
independence of the two parameters, the coupling strength (α) and the coupling phase (lc), to 
efficiently decouple the solution path length into two separate problem, one related to the 
parametric analysis of the effect of the attenuation (maintaining  lc constant), and another related to 
the effect of the variation of the coupling line length (keeping α fixed) : 
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 Third, despite the simplifying assumptions being made, the parametric variation of a 
nonlinear circuit variable often involves the use of numerical continuation techniques, in order to 
allow the graphical representation of multi-valued solution curves [9,13]. In fact, although a 
parameter is changed smoothly in a certain neighborhood of the admissible range, abrupt 
variation could arise in the solution due to a sudden variation of its stability properties [12].This 
phenomenon is referred to as the occurrence of a turning point [12]. In the vicinity of a turning 
point, the solution curve tends to fold over itself, thus making possible the existence of solution 
curves possessing more than one value in a certain region of the parameter space. When 
encountering a turning point during the solution path tracking, the simulator halts and report an 
error due to the singularity of the Jacobian matrix of the Harmonic Balance system of equations, 
which instead needs to be invertible to solve nonlinearly the system (5.6) with the Newton-
Raphson algorithm[9,11] To deal with the occurrence of turning point, a procedure called parameter 

switching (or branch switching) needs to be employed. Loosely speaking, this procedure detects the 
occurrence of turning points, swaps the role of the parameter and observation variable by passing 
to the inverse function [12,13], and provides an adequate update of the solution path tracking9. 

  All the earlier remarks have been taken into account for tracing the solution curves for the 
modes M1, M2, M4, versus the coupling line length and attenuation. The circuit was initially 
analyzed performing separate (according to the decoupled scheme (5.24, 5.25)) two tier Harmonic 
Balance parameter swept simulation for α, lc for each oscillating mode. The attenuation was held 
constant at first, and only the coupling line length was varied. Subsequently, α was changed in 
discrete steps to see its effect on the parametric analysis obtained for the coupling line length, for 
each mode.  

 One example of this approach is shown in Fig. 5.9 where the voltage magnitude of the 
second oscillator node “N” (|Vn(1)|) at the fundamental frequency for M1 is analyzed versus lc for 
two different attenuation values10 α1=1.6 dB, α2=4.6 dB;  an Auxiliary Generator was directly 
connected at that node setting |Vn(1)|=A, ϕn=ϕ.  This curve presented turning points, therefore a 
parameter switching strategy was needed while performing the sweeps. Every time a turning 
point occurred the role of the parameter lc and of the observation variable A=|Vn(1)|, were exchanged. 
For example for α1=1.6 dB, 32 mm ≤ lc < 63mm, and considering the first closed curve, the 

magnitude of the output voltage of the oscillator it is entirely tracked with one parameter sweep 
                                                      
9 The procedure for tracing multi-valued solution curves is illustrated on Chapter III, Section 4. 

10 Obtained synthesizing two different LC high pass filters, according to § 5.3.2 For α1=1.6 dB L1 =2.3 nH, C1=3.3 pF; for 
α2=4.6 dB L1 =1.2 nH, C1=3.3 pF;   
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using ∆lc= 3 mm. For lc =63mm, |Vn(1)|= 0.1 V convergence failure arises, due to the presence of a 
turning point. Thus, the amplitude of the auxiliary generator connected at node N and 
representing |Vn(1)|,  is taken as the  new parameter for tracing the solution curve, observing the 
evolution of the coupling line length. By doing so, a second branch of the curve could be followed 
(choosing an amplitude step of ∆A=50 mV) until a second turning point was reached at 
|Vn(1)|=A=1.12 V   lc=50 mm and the procedure was repeated11.    

 

FIGURE 5-9. Multivalued  solution curve corresponding to mode M1 onset, as a function of the coupling line length, for two distinct 
values of attenuation. These oscillating solutions give rise to closed cycle in the parameter space, called mode islands [14] 
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5.5 NONLINEAR DESIGN. 

 The final solution curve for M1  consisted of two disjoint connected components called  
mode island [14] which are periodically repeating with respect to  the coupling line length. The 
separation among the two curves implies the nonexistence of M1 for certain values of lc.  By 
employing an Envelope Transient simulation with adequate initial values [15],  it might be shown 
                                                      
11 Throughout the solution path tracking, a key factor was to properly select the signs (backward or forward sweep) and the 
size of step-lengths (∆lc, ∆A); as a rule of thumb the maximum step-length size  affects accuracy, while minimum step-length size 

determines the convergence speed of the continuation process.  
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[14] that the upper parts of the curve are stable while the lower ones are unstable. Furthermore,  
setting the attenuation to a higher level, the closed curves shrink and consequently the range of 
values of lc for which M1 doesn’t exist gets wider (Fig. 5.9). Thus selecting a minimum attenuation 
level of 4.6 dB, provided more robustness for the design, ensuring that the mode islands 
occupancy was minimized and therefore facilitating the avoidance of this undesired mode. The 
minimum line length for avoiding M1 was taken from the graph illustrated in Fig. 5.9 , and it was 
lc=40 mm. Subsequently, following an analogous procedure as the one detailed in the previous 
section (§5.3.3), the parametric solution curves with respect to the attenuation were studied, for 
both M2 and M4, for the purpose of finding attenuation value that would preserve the desired 
mode M2 and quench M4. The results are shown in Fig. 5.10 [14]. It can be seen that for an 
attenuation of 4.6 dB both M2 and M4 still  exist. While tracking the parametric solution for M2, only 
one turning point was found at α=8.6 dB, |Vn(1)|=A=0.6V (approx.). Instead, the continuation 
technique applied to M4 showed the presence of two connected components, each of them 
possessing two distinct turning point. (α=8.25 dB, |Vn(1)|=A=0.65 V and α=8.25 dB, 
|Vn(1)|=A=0.35V approx.)  Again, with a suitable envelope transient simulation [15] it was shown 
that only upper sections of the curves were stable. For attenuation values 8.3 dB < α < 8.6 dB, only 
M2 (the intended mode) is present; therefore the minimum attenuation allowing effective M4 
avoidance was selected (α = 8.3 dB) and the component values for the high pass filter were selected 
accordingly (Lp=0.7 nH, Cs=3.3 pF).  

N

 

FIGURE 5-10. Parametric solution curves for the three modes (M1, M2, M4) as a function of the attenuation provided by the  high pass 
filter [14]. 

5.6 MEASUREMENT RESULTS 

 
Taking advantage of the on-site facilities the Triple Push Oscillator was implemented 

and measured. Initially the circuit topology was laid out on Arlon 25 N substrate with H=0.76 
mm, ε=3.38, with an LPKF  Protomat C100-HF board plotter. After the excess copper removal, 
via hole connections to the bottom ground plane were drilled and metalized. Finally the 
circuit components were soldered and the circuit was tested. Specifically three HJ-FET from 
NEC were used, (NE3509M04), as active devices; TOKO chip inductors (size 1608,LL-FSH 
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series, various component values) MURATA chip capacitor (size 1608,  GRM-18 series, 
various component values)  were used for biasing the individual oscillators (dual voltage 
bias, at the source and at the drain), and for the three-high pass network inserted at each 
oscillator’s output node (Fig. 5.11). The Triple Oscillator output node is taken at the center of 
the star network, by means of a SMA connector soldered at the bottom plane. Access to 
individual oscillators signals is provided by additional connectors mounted on the drain-side 
of each active device.  

 
The measurements were carried out using both a spectrum analyzer, connected to the 

central output port of the triple-push circuit to evaluate the output power spectrum, and a 
multi-channel digital oscilloscope, to analyze the phase relationships between the first 
harmonic components of each oscillator so to identify each mode.  Both the spectrum analyzer 
(E4445A, frequency band: 3Hz—13.2 GHz) and the four channel 10 GHz digital oscilloscope 
(DSO81004 Infiniium, maximum sample frequency: 40GSa/s) are from Agilent.  
 

 

 

FIGURE 5-11. Triple Push Oscillator prototype, implemented using microstrip lines on a dielectric substrate and  discrete components. 

The circuit with lc=40 mm, α=8.3dB, was measured. As expected, only the mode M2 
was detected, providing a substantial increase in triple order harmonic output power, with a 
rejection ratio of 19.3 dB and 25.1 dB in comparison with the fundamental frequency (below 2 
GHz) and the second order harmonic, respectively. However, changing the values of the LC 
filter network in order to provide less attenuation, the mode M4 still didn’t appear in the 
measurement, possibly due to the fact that only unstable solutions were triggered (those 
corresponding to the lower sections of the curve shown in Fig. 5.12 [14]. For values of LC 
corresponding to α=4.6dB both the mode M2 and M4 are seen in the measurements, by 
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slightly changing the bias voltages. Finally, with an attenuation level of 1.6 dB all the modes 
(M1, M2, M4) coexist.  It can be noticed, that the output oscillation frequency is the same for 
the modes M2 and M4, while it is higher for M1.  
 

 

FIGURE 5-12. Measured Spectra corresponding to modes M1, M2, M4 [14]. 

5.7  CONCLUSIONS 

    
In this chapter the analysis and design of a 6 GHz Triple Push Oscillator has been 

carried out by means of nonlinear techniques. By taking advantage of Harmonic Balance 
simulations and numerical techniques,  various phase-locked patterns supported by this 
coupled oscillator topology have been analyzed, examining their dependence upon two 
circuit parameters, namely the coupling line length and attenuation provided at the output 
node of each core oscillator. Solution curves, expressing graphically the output voltage 
magnitude variation (at the fundamental frequency) versus the aforementioned parameters, 
have been traced. Regions of the parameters space for which only the mode enabling 3rd 
harmonic generation was excited have been identified, and the coupling network parameter 
have been selected accordingly. A prototype has been built, confirming the theoretical 
predictions. 
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CHAPTER VI. NONLINEAR ANALYSIS AND DESIGN OF 

DISTRIBUTED VOLTAGE CONTROLLED OSCILLATORS  
 

6.1 REVERSE MODE DVCO LINEAR DESIGN.  

 

The reverse mode DVCO circuit previously introduced presents formidable challenges both 
from the analysis and from the design/implementation point of view.  A convenient approach is to 
separate the overall circuit design in two parts, namely the linear design and the nonlinear design, [1-
3] the former being an approximation of the latter. The aim of the linear design is to ensure that 
oscillations can be triggered when adequate reverse gain is provided throughout the oscillator 
loop, with low amplitude voltage probe driving the circuit1. Usually in this design phase, simple 
linear time invariant models for the discrete components (resistor, inductors, and capacitors) 
suffice, and ideal DC block and DC feed are used in placed of the actual bias networks. Moreover, 
the finest details regarding the real layout implementation (cross and T junctions, via holes, 
microstrip discontinuities and bends) are initially omitted for the sake of simplicity. Being the 
DVCO an N section distributed circuit, each section is designed independently of the others, 
making sure that the impedance matching among the section and the phase match between the 
drain and gate line are respected [4-5]. The resulting design cannot obviously be expected to be 
definitive, as it is merely used for detecting/checking the possibility of attaining oscillations2 at 
certain frequencies. Hence, a full nonlinear analysis and design has to be performed subsequently 
to obtain a more precise evaluation of the resonant frequencies and to gather relevant information 
regarding the output power at the fundamental, the harmonic power content, the phase noise 
figure, the parametric sensitivity and so on. The schematic of the circuits used in nonlinear 
analysis/design makes use of the most accurate description, including all the details that were 
omitted in the linear design step.  

6.1.1 DVCO PRELIMINARY DESIGN 
The reverse mode DVCO is implemented according to the suggestions given in [6-7]. A first 

version of the circuit made use of a ladder network constituted by lumped inductors and capacitors 
(artificial transmission lines), with 50 Ω microstrip line sections providing interconnection among the 
sections and access to the gate and drain ports of the active devices.  

                                                      
1 An equivalent analysis/design method would consist in measuring the open loop scattering parameter Sloop (evaluating 
the reverse transfer ratio across the loop for a DVCO means obtaining the reverse gain Grev) and seek those frequencies at 
which mag(Sloop)>1  with a linearly decreasing phase (ϕ=arg(Sloop)); the frequency corresponding to phase crossing the 
ϕ=0 axis then represents a potential oscillation frequency (according to the Nyquist Criterion, [1]). 

2 Additionally, there’s no guarantee that a DC unstable point leads “simply” to an oscillation, being equally possible 
other phenomena like (sub-) superharmonic resonances, almost periodic waveform generation (self oscillating mixer 
behavior) and even chaotic behavior [1]. These diverse steady state regimes (which rely on the study of the bifurcation of 
dynamical systems as outlined in [3])  cannot be foreseen with a small signal linear analysis, which is useful only to get 
an estimate of the possible oscillation frequencies. 
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FIGURE 6-1. Schematic of the reverse mode DVCO, as derived from [6—7]. 

The initial design choice regarded the type of dielectric substrate to be used for the 
implementation of the DVCO in a microstrip line circuit board, and the active devices providing 
the necessary gain to build up and sustain oscillations.  The oscillator was implemented on an 
ARLON 25 N (H=0.508 mm, ε = 3.38 @10 GHz) substrate [8], presenting a low and relatively 
constant dielectric permittivity over a wide frequency range. The active devices were four 
N3509M04 HJ-FETs from RENESAS (formerly NEC), presenting adequate transconductance values 
(gm,min= 80 mS @ VDD=2 V, ID= 10 mA) [9], and an acceptable range for the voltage gate bias of 0.5 V 
(from -0.5V to 0V, since the HJ-FET operates in depletion mode, thus it is normally on when the 
gate to source voltage is zero) in the active zone.  

Subsequently, a layout draft is sketched to estimate the spacing among the four sections 
striving for the most compact design possible3. Then, microstrip line sections of appropriate width 
and length are introduced4 in the schematic. Since the output load impedance is by default 50 Ω, 
the microstrip lines interconnecting the constant-k filter section are designed to provide the same 
nominal impedance. The lines providing access to the gate and drain ports of the active device, 
doesn’t necessarily fulfill this constraint, and their widths and lengths are dictated by purely 

                                                      
3 Every additional line section for interconnecting the LC filter cells determines a decrease in the oscillation frequencies. 
This could be justified intuitively taking into account the additional transit time of the signal across the loop, or in a 
formal way by means of equations (2.66—2.69) (considering the case a=1, m=1, p, ψ ≠0) where ψ  is an additional phase. 

4 Microstrip lines width and length could be synthesized by entering the physical detail of the substrate (dielectric 
permittivity, height of the dielectric, losses in the dielectric) and by analyzing/synthesizing the maximum input-output phase 
shifts (related to the length of the line) and the nominal impedance (controlled by the width of the line) for the chosen 
substrate at a given frequency, which in the case of a multi-frequency device is usually chosen to be the highest. Many 
EDA microwave tools allow very easily designing microstrip line circuits. Generally speaking for a given substrate at a 
fixed frequency, the width of a line is inversely related to its nominal impedance (narrow lines, higher impedances), while 
the length of a line is directly related to the phase shift (longer lines, greater phase shifts) [11]. 
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geometric5 considerations  (like pad size for transistors’ pins, length of the route from the gate/drain 
line to the gate/drain active devices ports, etc.).  

Lastly, the design of the basic constant-k filter sections is considered. The inductive 
components of the drain and gate line are chosen to be equal i.e. Lg = Ld. Nevertheless the capacitive 
components (represented by the input/output FET parasitic capacitances) differ significantly, being 
Cds smaller than Cgs. In a distributed amplifier, in order to provide a good gate- line to drain-line 
phase match is mandatory to add a “padding” capacitor Cp on the drain line so that Cds+Cp = Cgs 
[10, 11] However in reverse distributed oscillators the input/output transmission networks are 
connected via the feedback loop, and an additional complication is represented by the presence of 
transistor  T12 which needs to be placed crosswise and, exerting an additional capacitive loading on 
the gate line in the first section (together with T1), and  an additional  capacitive loading on  the 
drain line in the second section (together with T2) (Fig. 6.1). An uneven capacitive loading on the 
two lines would vastly deteriorate the broadband impedance matching which is essential for 
preventing the build-up of spurious oscillations as the authors pointed out in [6,7]. Therefore the first 
choice to be made is how to balance the capacitive loading  on the input/output lines taking into 
account the tradeoff between phase (propagation constant of the LC sections) match vs. impedance match. 
The solution to this problem affects the later design stages, and of course the DVCO behavior in 
terms of maximum attainable frequency, bandwidth, presence of spurious oscillations, discrete 
resonances distribution across the tuning bandwidth. Unfortunately, there’s not a unique solution, 
but rather many ad-hoc solutions. In the schematic proposed by Skvor [7], the unequal capacitive 
loading is mitigated by placing padding capacitors in the gate/drain line, with different values in 
each section. In our first  design [12], a slightly different topology it is used, were the additional 
transistor T2  (referred to as T12 in [6, 7]) isn’t strictly placed crosswise, but rather connected to the 
adjacent stages using additional microstrip line segments, in order to simplify the final layout, 
ensuring an adequate spacing between each section. Moreover, since DC blocking capacitor Cb 
values can be selected to decrease the gate-to-source capacitance6, fulfilling the relationship (Cgs Cb) 
/ (Cgs + Cb) = Cds (), padding capacitors of constant value are inserted in the gate and the drain line 
assuming Cgp= Cdp which constitute the basic LC filter sections7 together with Lg = Ld  having  Zod≈Zog and 

ωog≈ωod. Therefore, once the values of the cut-off frequency and image impedance are set, the 

values of the generic series inductor Ls and padding capacitor Cp are derived from (2.25-2.26) as : 

 

 

                                                      
5 This is strictly valid if the “vertical dimension” of the circuit is much less than its “horizontal dimension”, in other word 
unless the wave propagation  across each active devices could be neglected, taking place primarily in the drain/gate 
lines) see [4], in the chapter regarding coupled wave analysis. 

6 The voltage the  p-th section on the gate line, is applied to the series of the capacitors Cgs and Cb. 

7 This approximation is valid if Cgp= Cdp >> Cgs>> Cds,  in other terms, if the DVCO is designed for frequencies up to a few 
gigahertz, in order to neglect the internal parasitics in comparison with the external padding capacitances. Moreover, in 
this preliminary phase inductors and capacitors are assumed ideal i.e without losses and/or additional parasitic (i.e. 
losses, spurious resonances due to stray reactive components) and lumped. In this design inductive parasistics coming from 

the package and pins of the FET are neglected, thus the basic cell hereinafter being considered are constant K filters 
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FIGURE 6-2. Proposed topology for a reverse mode DVCO. 

 

Then the values of inductors and capacitors providing a 3 GHz cut-off frequency at 50 Ω 
nominal impedance are Ls=3.3 nH, Cp= 2.12 pF, which are introduced in the schematic (Fig. 6.2). 
The corresponding linear frequencies are indicated in Table 6.1, representing a limit case when the 
length of the feedback line approaches zero 8. 

Moreover, for a successful design, it should be ensured an adequate impedance match in 
the input output line, in order to avoid signal reflections leading to potential instabilities or 
spurious oscillations [4], [7]. To that aim, m-derived sections (with m =0.6) are placed before the 
gate line terminating resistor (Rg= 50 Ω), and before the output load (RL= 50 Ω), to match them to 
the nominal line impedance, across the 85% of the tuning bandwidth [11]. Their values are readily 
obtained by the previously designed constant k filters:  

                                                      
8 The length of the feedback line influences the distribution of resonant frequencies across the tuning bandwidth since it 
adds an extra phase contribution which should be accounted for in the evaluation of the reverse gain phase response    
(indicated as ψ  in equation (2.66)), which implies that the integer number a in (2.66) might be greater than unity. 
Significant discrepancies between the values obtained by linear analysis carried out in previous section and the 
numerical simulation can be expected. 
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providing the values (approx.) Lm= 0.99 nH, Lp=1.76 nH, Cm=0.64 pF which need to be 
approximated by the closest practical available values for chip capacitor and inductors9. 

The distributed voltage controlled oscillator, appears as in Fig. 6.2 at this point. It has to be 
noted, that ideal DC feeds and DC blocks are used in place of the actual bias networks and blocking 
capacitors. Moreover, via holes to the ground plane are neglected, considering only ideal grounds as 
the effect of discontinuities, bends, cross and T Junctions, and will be considered when dealing with 
the nonlinear analysis. The discrete oscillation frequencies are then linearly estimated biasing 
adequately the active transistor Ti, and then introducing a small sine wave voltage probing signal 
at a convenient node in the schematic to measure the output admittance variation across a 
reference frequency range (wider than the actual tuning range).   

 

 

Active Device Ti Oscillation Frequencies   

T1 3 GHz 

T2 1.5 GHz 

T3 927 MHz 

T4 668 MHz 

TABLE 6-1. Discrete Resonant Frequencies, as derived by the linear analysis performed in chapter II (eq. 2.69)  

 

6.1.2 LOW-AMPLITUDE DVCO PROBE ANALYSIS FOR ESTIMATING INDIVIDUAL SECTIONS’ 
RESONANT FERQUENCIES. 
 

The algorithm for finding the oscillation frequencies with the help of a small amplitude 
voltage probe has been described in chapters III, IV; it will be briefly reviewed here. Having 
designed the oscillator, a small-signal voltage harmonic probe (or small signal auxiliary generator) is 

                                                      
9 A major source of disagreement among measured resonant frequencies and simulated ones, could partially be ascribed 
to an imperfect matching due to the non-ideality of the actual components employed in the m-derived sections (chip 
inductors/capacitors). Generally non-ideal lumped capacitors/inductors, include losses (modeled by series or shunt 
resistance) and additional resonances (modeled by series/parallel LC circuits) which worsen the broadband matching 
and introduce a source of instability (potential spurious oscillations might be triggered by this extra-resonances).  
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introduced between a convenient circuit node10 and the ground. Small-signal-driven, Harmonic 
Balance, frequency-swept simulations are subsequently carried out for evaluating the probe 
admittance11  Yp=[Re(Yp), Im(Yp)] at its port across a certain frequency range (e.g 0.1—10 GHz), for a 
specific biasing of the four active sections, determined by the values of the tuning control vector 

V=[V1 
g   V2 

g   V3 
g   V4 

g  ] with Vr 
g = VGS(Tr) being the r-th gate bias control . A potential oscillation 

occurs12 whenever the probe conductance Gp=Re(Yp( f )) becomes negative and while the probe 
susceptance Sp =Im(Yp( f )) crosses the frequency axis with a positive slope (i.e. ∂Sp/∂f >0) [1] –[3] at 
the frequency fo in the range [fmin, fmax]: 

 

 

 

FIGURE 6-3.  DVCO Linear Analysis using an auxiliary generator connected at the node A, just before the first section. 

                                                      
10 Suitable nodes to inject the probe signal are immediately before the DVCO feedback loop, or at i-th (Ti) drain port, or at 
the DVCO output port (picture 6.3). 

11 Or  impedance Zp, if a current sine wave generator  i(t)= Ip sin(2πfpt)  is used (see chapter IV).  

12 Regardless of the actual circuit DVCO schematic, equations (6.61) (derived from the Kurokawa oscillation condition) 
show that the entire oscillator might be simply interpreted as a one-port element connected in parallel with the voltage 
probe, and that oscillations are possibly triggered when the probe is receiving RF power from the oscillator port (the 
admittance turns negative (Re(Yp))<0) and simultaneously the reactive component resonate (expressed in the last two 
equation in (5.3)). The frequency at which (5.3) holds represent the linear estimate for the oscillation frequency.  



Chapter VI _____________________________________________________________________________  

152 

 

min max min max

1 2 3 4 4

0

.Linear Frequency Search

/*  -

[ , ] / 1 ; 0

[ , , , ]

 :  

introduce     

= = − =

= ∈

←
g g g g

gi i

Linear Analysis set up

define the voltage range V V V V V V

define the tuning vector V V V V

set the tuning voltages V V

the probe at a me

LFS

V

V�

V

1,
,

min

  

(constant): 1

( ) sin 2 /*  ,     

introducea ( )

/

[ ,

π
=

= ⋅

∈

a

M
p

asurement node M

set the small probing voltage a mV

p t a ft small amplitude frequency swept voltage signal

currentmeter at nodeM to evaluate I f

Frequency Analysis

for f f f

V

max min max

1, 1,
, ,

, 1,
,

] / 0.1GHz; 10 GHz;

{

( , , , )  /*  the HB equations

( ) ( )
( ) /*  the probe admittance

( )

/*

}

/*   

Re(

= =

=

← =

← +∆

M M
p pM

p M
p

p

f f

a f solve

I f I f
Y f evaluate

V f a

f f f frequency advance

Oscillation Condition check

Y

if

V V

V

V

E X V 0

,

,

,

min max

( )) 0

Im( ( ))
0

Im( ( )) 0

ˆthen  /estimated osc. frequency ( [ , ])

 <
 
∂ 

> ∂ 
 = 

← ∈

M
o

M
p o

M
p o

osc o o

f

Y f

f

Y f

f f f f f

V

V

V

 (6.3) 

In the DVCO simulation executed on a commercial EDA software, ADS Agilent 2008® [13] the 
probe consists in a RF single tone generator, whose parameters are represented by its amplitude 
and frequency13. Its amplitude a is kept constant at a small value (a = 1—10 mV), while its 
frequency f is swept14 in the range [fmin, fmax]. The output admittance at the probe port is measured 
as a ratio of the first harmonic of the probe current and the first harmonic of the voltage developed 

across its terminals: Yp= I1 p  /V1 
p   and depends on the frequency of the injected signal. The active 

devices are turned on (one after another) and for each of them, small signal-driven, frequency-swept 

HB simulations are run to check whether the (5.3) are fulfilled15. Results are shown in Table 6.2 
while Fig. 6.4 shows the probe admittance versus the frequency of the injected signal. A relevant 
frequency shift is observed as a consequence of the inclusion of the layout elements whose 
electrical length affects the reverse loop phase response according to equation (2.69) (accounted for 
in the ψ variable). 

                                                      
13 In a free running oscillator all the possible circuit solutions differ for an arbitrary phase. Without loss of generality, 
therefore, the phase of the voltage RF periodic probe could be set to zero . 

14 Amplitude and frequency of the probe are declared as circuit variables in the simulator, so for the gate voltages 
hereinafter referred. Iterations in a circuit variable are carried out by the “parameter sweep” block (see refs ADS 2008). 

15 The transistors are biased with a gate voltage of -0.2 V, in order to let them operate in the active region of their output 
characteristics; vendor models for lumped capacitors and inductors have been used. Via holes are modeled with a constant 
series inductance to the ground of value Lh= 0.2 nH. The DC gate bias blocking capacitors are chosen to be Cb=22 pF, 
while the terminating section capacitors in the gate and drain line are   Cf  = 100 pF. 
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Active Device Ti Oscillation Frequencies  (fc= 3 GHz) 

T1 1.8 GHz 

T2 
1.31 GHz 

T3 860 MHz, primary resonance 

  (spurious resonance at 1.99 GHz) 

T4 710 MHz, primary resonance 

  (spurious resonance at 1.7 GHz) 

TABLE 6-2. Discrete Resonant Frequencies derived by Linear DVCO Simulation 

In the case of activation of the third and fourth devices there exists the possibility of having 
spurious resonances, which possibly coexist with the intended one. The oscillation condition is in 
fact fulfilled at two distinct frequencies (Fig.6.4); unfortunately, linear simulations do not succeed in 
predicting which of those would be physically observable. Therefore nonlinear analysis tools are 
needed to inspect the DVCO circuit in a more detailed manner. 

Moreover, it is observed that by adequately biasing the FET gates, the frequency intervals for 
which the probe conductance goes negative extend way beyond a small neighborhood of the i-th 
discrete resonance, and in most cases they overlap. It follows (from the first of (6.48)) that these 
devices possess adequate gain to trigger oscillations across all the tuning bandwidth [6—7]. 

 

FIGURE 6-4. Small-Signal Auxiliary Generator Admittance plots as a function of auxiliary generator’s frequency at four different bias 
settings, showing the possibility of attaining oscillations (whose frequencies are listed in Table 6.2). The lower graphs indicate that more 
than one resonance can be triggered. 
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6.2 REVERSE MODE DVCO NONLINEAR DESIGN. 

The analysis of the individual discrete resonances is carried out by biasing adequately the 
four  tuning controls Vg

s   and choosing tentative values for the probe amplitude and frequency 

(both belonging to suitable reference ranges/ search spaces, namely   A= [Amin, Amax], F =[fmin, fmax]; for 

more details see section 4.1). The probe frequency is initially considered equal to the estimated 

oscillation frequency derived from linear analysis while the probe amplitude is set to   a few tenths of 
volts (i.e. A=0.3—0.7 V). Large-signal probe-driven HB simulations are then sequentially carried 
out; at the end of each HB run (inner tier) the probe admittance is evaluated. A built in 
optimization algorithm(outer tier) takes care in selecting the fittest values for the probe amplitude 
frequency according to the optimization goals Re(Yp)=0; Im(Yp)=0 which states that net power flowing 
through the probe has to vanish16, when the oscillating steady state is reached [14]. In the system (6.3) the 
vector X represents all the spectral components of the remaining circuit variables (other than Ao 
and fo ). As it is known, in practical implementation it is necessary to select a prescribed accuracy 
for the non-perturbation condition, which gets modified as in eq . (6.4). 
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The simulation framework (6.4) is well suited for analyzing the discrete resonances in the DVCO 
Regarding the design, the amplitude17 and the frequency of the probe signal are regarded as 

                                                      
16 Since the removal of the triggering signal doesn’t have to affect the large signal steady state solution, an oscillating 
voltage is present at the probe terminals, but no current has to flow through the probe, resulting in a zero probe 
admittance. 

17 The probe amplitude is set according to the required output power that the oscillator has to deliver at the 
fundamental. See appendix E.  
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design targets and kept fixed; instead a set of adjustable parameters ηηηη=[η1, η2,... ,ηp] is introduced 
in the system (6.4) which is modified as follows;  
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 In this section the nonlinear analysis of the DVCO circuit is carried out referring to the 
schemes (6.4) and (6.5). In particular, by employing the (6.4) the output power spectrum (up to the 
third harmonic) for the four discrete frequencies is found. Then, the algorithm (6.5) is used for 
optimizing the circuit, adjusting some controllable parameters. Specifically, four resistors are 
introduced in the schematic, whose resistance values are adjusted until the DVCO response is 
made close to the desired one. 

Additionally, the discrete oscillation frequencies dependence on the values of constant-k 
sections series-inductances Ls and shunt-capacitances Cp is investigated, to the aim of selecting 
lumped components values which give a more uniform spacing among the four discrete 
resonances   across the tuning bandwidth. As a consequence, the algorithm shown in (6.4)  is 
iterated twice with respect the variables (Ls, Cp) considered as parameters18, employing two nested 
cycles spanning the  domains  Lmin ≤ Ls ≤ Lmin ;  Cmin ≤Cp≤Cmax. 

                                                      
18 Parametric analysis refers to the analysis of the solutions (discrete resonances) as certain parameters are varied. Although 
parameters are involved as in (6.5) their role is conceptually dual. In eq (6.5), the unknown parameters have to be found 
(they represent the outcome) by means of an optimization process in order to obtain a specific oscillation at a given frequency and 
amplitude (synthesis problem), while in equation (6.6) it is considered the sensitivity of the solutions (Ao, fo, the outcomes) 

with respect to two parameters which are considered adjustable inputs of the problem namely the inductance and the 
capacitance of the constant-k filter sections. 
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 (6.6) 

 

Subsequently, the DVCO tuning function, that is the neighboring sections’ gate voltages  
variation with respect to the frequency of the output oscillating signal, is studied.  It might be explored 
by assigning repeatedly different values to the gate voltages19 {Vg

(i+1) , Vg
(i) }, and determining the 

solutions accordingly with the technique (6.3). At the outset this approach gives a coarse view of the 
tuning algorithm, and may be used to understand the output power level and its variation 
throughout the tuning bandwidth. Nevertheless this methodology might lead to convergence 
failure, which occurs when heedlessly changing the tuning parameters, a forbidden combination of 

                                                      
19 Assigning some values to Vg

(i+1) , Vg
(i)  which produce an oscillation in the range [fi+1,  fi], as done empirically when 

testing the DVCO. 
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gate bias voltages {Vg
(i+1) , Vg

(i) }, being not able to provide any oscillation at the output20 . Thus, 

without a previous knowledge of gates voltages’ admissible values (those providing an oscillating 
solution to the Harmonic Balance simulations), it is more advisable to perform frequency-swept, probe 
driven Harmonic Balance simulations dealing with {Vg

(i+1) , Vg
(i) } as two additional optimization variables 

/ synthesis parameters to be sought in order to meet the zero admittance constraint at the probe port 
(i.e. Re(Yp)=0 ; Im (Yp)=0) and consequentially fulfill the oscillating condition21. 

The algorithm, sketched in its basic steps in (6.7), enable the probe frequency to be varied 
across the interval [fi+1 , fi], where  fi+1 (or fi )  is the resonant frequency associated with the 
activation of Ti+1 (or Ti), with the purpose of investigating the DVCO tuning function in a sub-
interval of the whole tuning bandwidth. For each value of probe frequency fi+1 ≤ f ≤ fi a single frequency 
synthesis problem is solved, analogously to the case (6.5), with the only difference that the probe 
amplitude, being not preset to a constant value, takes part in the optimization process. Referring to 
(6.5) the parametric vector  ηηηη =[Vg

(i+1) , Vg
(i) , A] would thus include two neighboring sections bias 

voltages and the probe amplitude. In the algorithm depicted in (6.7) it is considered the possibility 
of a forward sweep, (from fi+1 to fi) a backward sweep (from fi to fi+1) and a two-way sweep  when the 
initial probe frequency lies inside  the interval [fi+1 , fi]. A frequency swept solution consists in the 
triple {A ( f  ), Vg

(i+1) ( f ) , Vg
(i) ( f )} where A( f ) accounts for the output power variation and {Vg

(i+1) ( f ) , 

Vg
(i) ( f )} represent the oscillator tuning curves in the sub range [fi+1 , fi]. As discussed in [15] 

however, the solution to this problem is not unique; herein it could be seen as a consequence of the 
under-determinacy of the harmonic balance framework discussed earlier. In fact, at each frequency in   [fi+1 
, fi] only two equations have to be simultaneously fulfilled for determining three parameters:  

                                                      
20 According to  the linear analysis carried out earlier (see section  §6.3.3), it is seen that a frequency shift in the output 
waveform occurs whenever two adjacent sections are biased in a complementary manner in order to produce a proper vector sum of 

the two reverse gains, fulfilling the closed loop oscillation condition. Therefore, when the gate voltage of the ith section is 
increasing and simultaneously the voltage of (i+1)th section is decreasing the output frequency is increasing  from fi+1 to fi . 

Just to clarifying things, for an idealistic complementary tuning rule the gate voltages Vg
(i+1) , Vg

(i)  (using depletion-mode FET 

with a gate bias range [-Vmin, 0]) would be then constrained to follow the linear relationship; 

 
( )

min min

min( 1)
min

( )
[ ,0]

i
g

i
g

V V u V
u V

V V u+

 = − + +
∈ −

= − −

 

As a result, since the gate voltages are intertwined by the above relation not every point of the region   V = { (Vg
(i+1) , Vg

(i) ) ∈ 

[-Vmin, 0]× [-Vmin, 0] } is admissible even when the voltages posses a perfectly symmetric trend. For this reason, a voltage-swept 

parametric analysis Vg
(i+1) , Vg

(i)  might  produce poor results at first, given that the tuning algorithm is actually unknown, and 

the nested cycle could get stuck in forbidden regions of the parameters’ space [-Vmin, 0]. Consequently, the more effective way 
to deal with the tuning function (in the first instance) is to scan a frequency range (multi-frequency analysis) and to include 
the tuning voltages as optimization variables (that is, unknowns) along with the probe amplitude, that are suitably chosen by the 

optimization algorithm to meet the condition Re(Yp)=0; Im(Yp)=0. Once the tuning function is known, then a more detailed 
voltage-swept parametric analysis follows.  

21 In simpler terms, as the frequency of the probe is varied, its amplitude and the tuning controls which synthesize an 
oscillating signal having the same frequency of the probing signal are selected by means of the same optimization process 
(5.3). This procedure may appear counterintuitive at first, since it reverses the logic sequence (cause → effect) that is 
observed experimentally. In the lab test, DVCO tuning voltages are selected first (causes) and the output oscillation at a 
certain frequency and with a given power is subsequently produced (effect). In the DVCO tuning function HB simulation 
however, an oscillation frequency is selected (effect) and the oscillation power level and the tuning controls (causes) are 
then synthesized/optimized to provide Re(Yp)=0; Im(Yp)=0. 



Chapter VI _____________________________________________________________________________  

158 

 

( )( )
( )( )

1

min max

min max

0

1 2

1
0 0 0

1
0 0 0

[ , ]/

[ , ]/

[ , ] /

( , , )   :

Re ( ), ( ), ( ) 0

Im ( ), ( ), ( ) 0

i i

i i
o g g

i i
p g g

i i
p g g

f f f frequency analysis range

V V voltage range

A A amplitude range

f f

find A V V such that

Y A f V f V f

Y A f V f V f

+

+

+

+

∈

=

=

←

∈ ×

 =


=

V

A  

A V

 

 

Assuming the two equation are solved by a certain pair {Vg
(i+1) ( f0 ) , Vg

(i) ( f0 )} then  probe amplitude 

is considered as an unspecified parameter (related to the oscillator output power level). Conversely, if 
one of the voltage setting is left undetermined, it exist more than one voltage pair combination at a fixed 
frequency, corresponding to different probe amplitudes, and consequently different voltage settings 
(providing the same oscillation frequency) are associated to different output power levels, a phenomenon 
referred to as ambiguity in the DVCO tuning function by the authors [6, 7],.  Due to the non- 
uniqueness of the oscillating solutions, it is envisioned the possibility of selecting the ones that 
gives smoother output power variation throughout the tuning bandwidth [12] This could be 
achieved by placing an additional optimization goal in the outer tier of the algorithm (6.7), which 
forces the output power level at the fundamental to be constrained in the range Pmin≤Pout≤Pmax. 

However, due to the multi-objective optimization, the convergence might be difficult. For that 
reason, a third gate bias voltage (which plays the role of an additional synthesis parameter) can be 
selected to relieve the computational burden and speed up the optimization process. A pseudo-code 
description of the algorithm is provided in (6.8).  

Finally, after having achieved the knowledge of the tuning algorithm, stability of the solutions is 
analyzed having recourse to envelope transient simulations [16] [17].  To that aim, tuning curves are 
first plotted in a parametric fashion, having families of curves indicating the oscillation frequency 
(ordinate axis) versus a gate bias voltage (abscissa axis) for certain values of the adjacent section 
bias control voltage (parameter). A simplified version of the algorithm for obtaining the parametric 
plots versus the gate bias voltages is depicted in (6.9), assuming the voltages are both swept in the 
same direction. 

In what follows, a detailed description of the techniques that have been introduced in this 
section will be given. 
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6.2.1 NONLINEAR ANALYSIS OF THE DISCRETE RESONANCES. PARAMETRIC ANALYSIS OF 

THE OSCILLATION FREQUENCIES. 
As outlined in the previous section, the DVCO nonlinear analysis begins with the discrete 

oscillation frequencies nonlinear evaluation, obtained by turning on each DVCO section at a time, 
and letting the remaining sections turned off. For each active section, biasing gate voltages are 
initialized with the same values used for the preliminary linear analysis. The active section is 
biased with Vg,act = - 0.1 V, while the remaining sections are interdicted at (Vg,off = -1V); the drain 
voltage is kept fixed at VDD= +2V. The i-th section (Ti) oscillation frequency linear estimate flin 

(i) , found 

by visual inspection of the probe admittance (as described in § 6.5.1, corresponding to the resonance 
condition Im(Yp(flin (i) ))=0) is in the first instance set as a candidate value of the actual oscillation 
frequency,  initializing the large-signal probe frequency. Therefore the scheme is the following: 

 
( )
, ( ) ( )

( )
,

0.1 , 1,..., 4 ˆ( )
1 , 1,..., 4

i
g act i i

o link
g off

V V i
i k f f

V V k

 = − =
≠ ⇒ =

= − =

 (6.10) 

Using the Auxiliary Generator technique presented in §4.1, and running a double tier optimization 
routine to fulfill the zero admittance probe condition, the four oscillating solutions are obtained. 

 

Active 

Device Ti 

Oscillation 

Frequencies, fi  (GHz) 

Output Power 

Pout
(1)

 (dBm) 

T1 1.791 3.04 

T2 1.326 4.73 

T3 1.963
* 

5.72 

T4 1.696
* 

5.87 

TABLE 6-3. Oscillation Frequencies and relative power level at the fundamental for the individual resonances. 

 

Nevertheless, due to the very nature of the Harmonic Balance method, the existence of an 
oscillatory solution is no guarantee for its stability (physical observability) which should be checked 
with different methods, like time domain or properly initialized envelope transient simulations [16]. 
Moreover, it is not uncommon in the reverse DVCO, to possess multiple observable solutions 
which differ (in some cases greatly) for their power spectral profile. Therefore, it could happen that 
distinct probe amplitude candidate values A’, A’’, A’’’…   give rise (as the output of the 
optimization process) to distinct solutions having the same fundamental oscillation frequency. This 
ambiguity [6, 7], could also be turned into an opportunity for selecting the output waveform which 
present some desirable features, such as an higher output power at the fundamental, lower phase 
noise, higher harmonic rejection. In the following discussion, it is assumed that the output 
waveforms have already been selected according to additional design goals, in order to deal with 
unique values of probe amplitudes associated to the distinct resonant frequencies.  
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The result of nonlinear analysis is shown in Fig. 6.5. It is seen that the activation of the two 
stages triggers oscillation having a frequency close to the one obtained by linear analysis with a 
very good rejection ratio of higher harmonics. However, in the case of the activation of the last two 
sections (T3 and T4) spurious resonances are excited, giving two contributions that fall within the 
highest end of the tuning bandwidth22  The discrete resonances found are summarized in the Table 
III.6, with the spurious ones highlighted.  

   

                                                      
22 Spurious oscillations might be triggered due to undesired feedback paths, to sub-optimal matching conditions, or to 
in-band spurious oscillation caused by active devices instabilities. In fact, recalling the distributed amplifier theory 
introduced in §2.4 (chapter II), in the output line two waves are travelling in opposite direction. The forward travelling 
wave superimpose with the backward travelling ones (responsible of the oscillation onset), creating an interfering 
pattern which could cause the appearance of spurious resonances. An empirical condition stated in [7] sets a minimum 
matching of 20 dB both in the drain and the gate line in order to avoid parasitic oscillations.  
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FIGURE 6-5. Output Power Spectra obtained using Auxiliary Generator drive Harmonic Balance simulations, at four different bias 
settings, relative to each section individual activation, with the remaining ones kept switched off. The representation is given both in the 
frequency domain (power spectrum)  and in the time domain (waveforms).  The last two oscillation frequencies have higher values than 
expected and should be quenched by introducing additional elements in the original schematic. 
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FIGURE 6-6. Introducing discrete resistors to avoid the onset of parasitic oscillations. 

 

 

Therefore, the schematic needs to be modified in order to avoid the onset of parasitic oscillations. 
To that end, four series resistors are introduced in the DVCO schematic, connected between each 
active device drain and the drain line (Fig. 6.6). The resistors aim at dampen potential instabilities 
leading to in-band or out-of-band spurious oscillation, and at the same time to reduce the DC 
current consumption, without compromising too much the RF efficiency. These competing 
requirements can be fulfilled with a synthesis technique that makes use of the algorithm shown in 
(6.63), in which the four resistances R1, R2, R3, R4, play the role of the generic parameters η1, 
η2,…, ηp. In order to simplify the search process, all of the resistances were constrained to have the 
same value.  After some simulations it was found that resistance values below 25 Ω didn’t ensure 
parasitic oscillations onset. On the other hand, for values above 25 Ω the output power decreased 
sensibly. For that reason, a 25 Ω resistor was placed in the schematic. The discrete resonant 
frequencies obtained are shown in Fig. 6.7. The discrete oscillation frequencies match perfectly 
their linear estimates as shown in Table IV.6.  It is noticed that a certain amount of distortion 
(lower harmonic rejection ratio) is present when activating the last two sections (T3, T4) due to the 
different loading conditions seen by each section. 
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FIGURE 6-7. Modified DVCO Nonlinear analysis. The introduction of the resistors effectively removes unwanted oscillations, at the 
cost of worsening the harmonic rejection (increasing the waveform distortion).  
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Active 

Device Ti 

Oscillation Frequencies 

(linear estimates) 

fi,lin (GHz) 

Oscillation Frequencies 

HB  (R =25 Ω) 

fi (GHz) 

Output Power at the 

fundamental (R=25 Ω) 

Pout (dBm) 

T1 1.8 1.853 1.7 

T2 
1.31 1.323 4.7 

T3 0.860 

(parasitic: 1.99 GHz) 
0.86 2.8 

T4 0.71 

(parasitic:1.7 GHz)
 0.69 -0.9 

TABLE 6-4. Oscillation Frequencies and Power level comparison between the linear analysis result and the  nonlinear simulation, when 
a 25 W resistor is connected in series to each drain. 

 

After the individual resonances had been obtained, parametric analysis with respect to the 
basic constant-k filter cell inductance Ls and capacitance Cp was performed [18] to the aim of  
finding  out an optimal distribution of the four discrete oscillations along the tuning bandwidth.  
Basically, the scheme used a double-iterated process with two nested cycles, in which for a given 
value of Cp (in the range [1 pF, 3 pF]) the inductance Ls is swept in the range [1 nH, 5 nH], 
according to the algorithm detailed in (6.6). The evolution of the oscillation frequencies for the 
individual resonances associated to the activation of the i-th device Ti, are plotted as a function of 
inductance Ls for three different values of Cp (namely 1.2 pF, 2 pF, 3.3 pF) in Fig. 6.9. From the 
analysis carried out emerges what can be intuitively perceived, coherently with the theory of 
distributed amplifiers and oscillators implemented using constant-k filter sections. For a given 
capacitance Cp, the discrete resonant frequencies decrease as the series inductance Ls is increased. 
For a fixed value of inductance Ls, increasing the capacitance Cp corresponds to shifting all the four 
discrete resonances towards lower values23. Therefore, keeping the inductance Ls at its nominal 
value (Ls=3.3 nH) and choosing the value Cp=1.2 pF, the band between 1 and 2 GHz is covered, 
with resonances at f1=2 GHz, f2= 1.55 GHz, f3= 1.15 GHz, f4=980 MHz, as shown in Fig. 6.9, 
attaining the highest possible oscillation frequencies for a distributed oscillator with discrete 
inductors and capacitors24. 

                                                      
23 At a higher capacitance values (Cp= 3 pF) the variation of the four oscillation frequencies is more uniform than the one 
corresponding to lower frequency values. This might be ascribed at a lowpass filtering of the shunt capacitor 

24 The DVCO implemented with lumped inductors and capacitors (forming ladder networks or artificial transmission 
lines) suffers from intrinsic limitations due to  lumped elements parasitics (a real capacitor present  spurious inductance 
and additional resistance due to the losses, and similarly for an inductor) which are component dependent. Moreover, 
commercial lumped inductors and capacitors are produced and sold only at some specific (discrete) values. When the 
theoretical value of a capacitance or inductance doesn’t match perfectly with the nominal capacitance/inductance of  a 
real component , components  whose nominal parameters (inductance/capacitance) are  the closest available to the 
theoretical ones have been used. However, this approximation   introduces an unavoidable mismatch.  
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FIGURE 6-8. Detailed DVCO schematic. 

 

FIGURE 6-9.  Parametric Solutions curves, illustrating the dependencies on the inductance (Ls) and capacitance (Cp) of the basic 
constant-k filter section for the four discrete resonances characterized by their frequencies f1, f2, f3, f4. Each graph shows the evolution of 
the four oscillating solutions when inductance is varied in the rage 1nH—4.5 nH, keeping the capacitance value constant [18] 

 

6.3 NONLINEAR ANALYSIS OF THE TUNING FUNCTION. STABILITY ANALYSIS OF 

THE OSCILLATION FREQUENCIES 

 

After having found the discrete resonances, it is possible to study the DVCO tuning function, 
expressing the dependence on the oscillation frequency on the tuning voltages. Recalling the 
DVCO basic tuning algorithm, the gate bias voltages of two adjacent sections (Vg

S ; Vg
S+1  ) are varied 

in a complementary way (e.g. increasing Vg
S , and simultaneously decreasing Vg

S+1 ) to produce an 

oscillation whose frequency shifts continuously in the range [fS+1 , fS] where fS+1 , fS are the 
oscillation frequencies when the sections Ts+1, Ts (s=1,…,N) are activated separately (see section §6.2 
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and [6—12] [15]). As a result,  the whole tuning band for an N stage DVCO can be thought as the 
union of the N-1 sub-intervals, termed frequency zones according to the following scheme, which 
shows the three sub-bands in the case N= 4: 
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 (6.11) 

The DVCO tuning function can thus be iteratively analyzed in each sub-band Bs, in order to 
get (for the case N=4) three functions defined implicitly:  

 

1

1

2

3

1

1 2
1

1 2
1

1 2 3
2

3 4
3

1
1

, , ) 0

, , ) 0

, , ) 0 (in case 4) , , ) 0

, , ) 0

, , ) 0

s

N

g g f B

g g f B

s s
s g g f B g g f B

g g f B

N N
N g g f B

V V f

V V f

V V f N V V f

V V f

V V f

χ
χ

χ χ

χ
χ

−

∈

∈

+
∈ ∈

∈
−

− ∈

 ( =
  ( =  

( = ⇒ = ( = 
 

( = 
 ( =

M

M

 (6.12) 

 

such that when a pair of voltages (Vg
S ; Vg

S+1 ) is altered to obtain a shift in the oscillation 

frequency across the s-th frequency zone Bs, the functions χs(Vg
S  ,Vg

S+1 , f )=0 model the oscillator 

tuning locally.  Provided that (6.12) establish a relationship among three variables (Vg
S ; Vg

S+1 ; f ), 

there are multiple possibilities to get an explicit representation of the tuning curves from a 
single implicit function χs(Vg

S  ,Vg
S+1 , f )=0, s=1,…,N. In particular, two of them have been 

considered [6—12] [15,18]:  
a) frequency dependent curves Vg

S ( f ) , Vg
S+1 ( f )  tracking separately the gate bias voltages as 

the oscillation frequency is varied in the range Bs = [fs+1, fs] 

b) voltage-dependent curves, expressing the dependence of the oscillation frequency upon the 
gate bias voltage Vg

S , regarding as a parameter the subsequent section gate voltage Vg
S+1 , and 

thus obtaining a family of curves in the plane (f, Vg
S  ) labeled  in Vg

S+1 ; 

The two approaches are shown in (6.13). In particular, the representation in terms of voltage 
dependent curves provides precise information about the stability of the solutions at each 
frequency zone as reported in [15,18]. 
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In both cases, the tuning curves have been found by means of parametric swept harmonic balance 
simulations [19] choosing just the auxiliary probe’s frequency (case a) or the adjacent sections gate 
bias voltage (case b) respectively as parameters.  

I. REPRESENTATION OF THE TUNING FUNCTION AS FREQUENCY DEPENDENT CURVES Vg
s  ( f ) , Vg

s+1 ( f ). 

Tracing the variation of the gate bias voltage with respect to frequency requires choosing one of 
the frequency zones Bs = [fs+1, fs] and setting the initial values for the gate voltages of the active 
sections Ts ,Ts+1 at first.  Essentially, considered that the frequency edges of the zone Bs are simply 
the discrete resonances frequencies (found when each section Ts , Ts+1 are separately turned on) there 
are three options to scan the frequency zone Bs : 

i. setting Vg
s  =Voff ; Vg

s+1 =Von (Vq=Voff  for q ≠ s,s+1), initialize the auxiliary probe’s amplitude 

and frequency  values with the ones corresponding to the oscillatory solution at f = fs+1 , 
A=As+1 reusing the information obtained from the knowledge of the (s+1)-th resonance output 

spectrum. Then the frequency of the auxiliary probe needs to be swept forward from fs+1 to fs 
to cover the entire frequency zone Bs; 

ii. setting Vg
s  =Von ; Vg

s+1 =Voff (Vq=Voff  for q≠s,s+1), initialize the auxiliary probe’s amplitude and 

frequency  values with the ones corresponding to the oscillatory solution at f = fs , A=As 
reusing the information obtained from the knowledge of the s-th resonance output spectrum. Then 
the frequency of the auxiliary probe needs to be swept backward from fs to fs+1 to cover the 
entire frequency zone Bs; 

iii. finding the solution at some intermediate frequency fs+1 ≤  fp ≤ fs  corresponding to a certain 

probe amplitude Ap and to Vg
s  =V’; Vg

s+1 =V’’ (with  Von ≤ Vg
s  , Vg

s+1 ≤ Voff, Vq=Voff  for q≠s,s+1) 

with the method exposed in section 6.4 (SRA algorithm). Then starting from the oscillatory 
solution at fp the probe frequency needs to be swept partly backward from fp  down to fs+1 and 
partly forward from  fp  to fs. 

The first two options are easier to implement, in that they are based on previous knowledge 
of the output spectra of the discrete resonances. However, given that a frequency zone could 
hundreds of MHz wide25 and that the DVCO presents stiff nonlinearities  it is usually problematic 

                                                      
25 In the implemented example, the difference in frequency between the first two resonances it is 500 GHz 
approximately. 
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covering a frequency zone with a unique sweep with a fixed step-length26 ∆f.  Therefore, it is often 
preferable to use the procedure (iii). After having obtained a solution for a specific value of 
frequency  fs+1 ≤  fp ≤ fs , the probe frequency is swept from  in each direction (backward down to fs+1, 

and forward to fs). When convergence isn’t achieved or is problematic, the step-length is reduced 
(e.g. halved) and the simulation restarted. By doing so, let us suppose that a sub interval [ f’, f’’ ]⊂[ 

fs+1, fs ] is covered. Then the same procedure can be recursively applied to obtain the tuning plots in 
[ fs+1,  f’ ] and in    [ f’’, fs ], making sure that the probe amplitude and the gate bias voltage values at 
the edges at the sub-intervals are properly initialized. By carefully using the step-length adjustment 
for ∆f, and bidirectional frequency sweeps across subzones (subintervals of Bs) the tuning curves can be 
obtained with a high degree of accuracy27 invoking the two tier HB procedure introduced in 
chapter IV and sketched in (6.14)—(6.16) as the probe frequency scans the desired range, 
considering the gate bias voltages Vg

s  , Vg
s+1   as synthesis parameters28. The complete algorithm is 

shown in the charts below. 
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26 Experience acquired from extensive HB tuning simulations seems to indicate that a major source of convergence 

failure is represented by the sharp voltage transitions, when the voltage Vg
s   goes high (low) and simultaneously the voltage 

Vg
s+1  goes low (high) while observing a frequency shift from fs+1 to fs . In that case a current on the branch of the Ts section 

must keep increasing up to tens of mA (decreasing to a few µA) and simultaneously a current on the branch of the Ts+1 section 

must keep decreasing down a few µA (increasing to tens of mA). In such circumstances, the difference in scale of the currents 
in two contiguous branch may hinder the convergence of the HB solution. Depending on the condition numbers of the 
matrices involved in the iterative computations of the HB system of equation, achieving the current balance E(.)=0 might 
require many attempts, in which the step-length and the starting point needs to be carefully selected. 

27 The accuracy is measured by the distance between the achieved and desired goals, expressed by an error function. An 
intrinsic indicator could be represented by the residual current flowing through the harmonic probe (theoretically zero in 
the steady state oscillating regime) which should reach the lowest possible values. Good accuracy is then obtained with 
and error function norms better a tenth billionth   (EF<1*10-10) and with probe currents on the order of tens of 
microamperes. 

28 Although continuous solutions curves Vg
s  ( f ) , Vg

s+1 ( f ) are found that wouldn’t necessarily imply that the output power  

vary  in a continuous manner.  This fact is closely related to the existence of multiple solutions indexed with the same 
frequency which differ in terms of output power (discussion on 6.5.2). 
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The results for both the tuning curves and the output power at the fundamental harmonic 
are shown in the two graphs below. The admissible range for the voltages has been chosen to be 



Chapter VI _____________________________________________________________________________  

174 

the interval29 V =]-1V, 0V[ while the frequency zones have been selected according to the four 

discrete frequencies30 

  

Frequency Zones  Bs 

Active Gate Voltages 

(Vg
s+1 , Vg

s  ) 

B3=[0.8 GHz, 1.15 GHz] (Vg
4 ,  Vg

3 ) 

B2=[1.15 GHz, 1.55 GHz] (Vg
3 ,   Vg

2 ) 

B1=[1.55 GHz, 2 GHz] (Vg
2 ,   Vg

1 ) 

TABLE 6-5. Frequency zone definition and active voltage pairs 

 

 

FIGURE 6-10.  (left) Tuning graphs, [12, 15] illustrating the voltage  settings needed to synthesize an oscillation whose frequency is 
comprised in the range 0.8 GHz—2 GHz. (right) Output power across the tuning range.  

 

It is seen that the Harmonic Balance simulations confirms what had been found out by linear 
techniques described earlier and in [20]. In particular, it is noticed that the tuning voltages need to 
be varied in a complementary manner in order to cover a given frequency zone . However, contrarily to 
the description provided by the authors in [6—7], the tuning voltages variation is quite nonlinear and 
characterized by sharp and abrupt transition between the active/interdiction bias. Moreover the 
tuning function is hardly symmetrical and gives rise to discontinuities in the output power profile (as 
highlighted in Fig. 6.10 ) as a consequence of multiple coexisting solutions obtained for different bias 

                                                      
29 For a RESENAS (formerly NEC) NE3509M04  the range of gate voltages for which the device is typically on,  is the 
interval ]-0.5 V, 0V[ 

30 The frequency sweeps have been performed across wider ranges containing each frequency zone as subintervals; they 
are represented in the table. 
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voltages settings delivering the same oscillation frequency. The output power at the fundamental 
frequency starts to increase above 0.8 GHz, and then ranges between 4 dBm and 9 dBm across the 
tuning range [1 GHz, 2 GHz].  

 

II.  REPRESENTATION OF THE TUNING FUNCTION AS VOLTAGE DEPENDENT CURVES f = ξs (Vg
s  ) V
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An alternative representation for the tuning curves contemplates the gate voltages (Vg
s+1 , 

Vg
s  ), s=1, 2, 3 as independent analysis parameters; as their values span the admissible range V  = 

[Vmin, Vmax] the parametric oscillating solution is found when both the admittance of the probe and the 
harmonic balance system of equations becomes null: 
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as the large signal probe p(t)= A sin (2πft) values of amplitude and frequency as well as the 
other circuit variables depend now on the gate voltages relative to the s-th frequency zone. 
Parametric solution plots could then be drawn tracking the variation of the output oscillation 
frequency as one control voltage (Vg

s  ) is swept across V =[Vmin, Vmax]= [-1V, 0V] while the other 

(Vg
s+1  ) takes iteratively the values {V1, V2, …, Vr } ⊂V  according to the scheme introduced in 

(6.19) which makes use of two nested voltage sweeps. All the considerations regarding the 
forward sweep, backward sweep, and bidirectional sweep exposed earlier apply in this case 
as well, provided that the frequency variable f is substituted with one of the gate controls Vg

s  .  

The complete algorithm is shown in (6.19)—(6.22). 
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The three voltage parametric plots are shown in Fig. 6.11 [18], illustrating the evolution 
of the oscillation frequency when the gate voltage Vg

s   spans the interval   [-1V, 0V], for 

discrete values of the neighboring section gate voltage Vg 
s+1 = {-0.8V, -0.6V,-0.5V, -0.4V, -0.3V, 
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-0.2V, -0.1V} at each frequency zone. To a discerning eye it appears clear that for different 
combination of (Vg 

s+1 , Vg
s  ) the same oscillation frequency could be obtained; e.g in the first zone, 

corresponding to the graph (a)  for -0.6V≤Vg 
1 ≤-0.3V, Vg 

2 ={-0.3V,-0.2V, -0.1V}  the oscillation 

frequency takes identical values in the range [1.7 GHz, 1.8 GHz]. Moreover, in some 

subintervals of the analysis range V =[-1V, 0V] the oscillation frequency presents turning 

points connecting different sections (branches) of the curve characterized by different stability 
properties of the parametric solution which have been investigated by means of a properly 
initialized envelope transient simulation [16,17] and discussion on chapter IV).. By analyzing 
the solutions with the method described earlier it is found that each time a turning point 
occurred, the stability of the solutions switched from stable to unstable and vice versa.   

The practical implication of the stability analysis comes from the consideration that the 
stable solutions are the only ones observable in reality [3]. Therefore inspecting the graphs () 
it is possible to acquire information regarding the gates control voltages forbidden values (or 
ranges) which produce no oscillation (generate an unstable solution). For example, in the graph  
which keeps track of the frequency variation in the first zone (Fig. 6.11a), for Vg 

2 =-0.1V and -

0.6 V ≤Vg 
1 ≤ -0.5 V it is observed a frequency jump along the solution path of the stable solution 

from 1.6 GHz to 1.7 GHz (approx.) and similarly for other values of Vg 
1 , Vg 

2 . This 

phenomenon is compatible with the tuning algorithm described in [6, 7] for the control 
voltages Vg

s+1 , Vg
s   should be varied in complementary manner to obtain the tuning in the zone 

Bs, but only a stability analysis  proves it right in nonlinear terms. In fact, the convergence of the 
Harmonic Balance system of equation from (HBE.1, HBE.2) it is not a sufficient condition to 
infer about the stability of its solutions. 
 

 
FIGURE 6-11. Family of curves [18] expressing the evolution of the oscillatory solutions across each frequency zone, as a function of one 
gate bias voltage, with the neighboring gate voltage taken as parameter; (a) first zone, (b) second zone, (c) third zone.  The graphs 
indicate the existence of multi-valued solutions and turning points. The stability of the oscillating solutions has been assessed with 
properly initialized envelope transient simulations.    

 

6.4 OPTIMIZED POWER PROFILE OVER THE DVCO TUNING RANGE. 

In the Harmonic Balance oscillator analysis essentially a nonlinear extended system of algebraic 
equations is solved in a two tier procedure; the outer tier, starting from reasonable estimates, 
iteratively looks for the most fitting values for the amplitude and frequency of the oscillating 
signal (in order to satisfy the null admittance condition at the probe port) which are then passed to 



  ________________________ Nonlinear Analysis and Design of Distributed Voltage Controlled Oscillators 

179 

the inner tier to simulate all the relevant circuit variables with standard HB routines. This 
procedure as shown in [12, 15] can be easily generalized to include additional design specifications 
and thus be cast into a multi-objective optimization routine. A noteworthy application consists in 
finding a smooth output power profile for the DVCO using a third gate bias voltage as an 
additional optimization variable as illustrated in [12]. The new design specification consists in 
minimizing the variations of the output power level at the fundamental frequency of the 
oscillating signal across the tuning bandwidth [1- 2 GHz]. To that aim the output power level is 
evaluated31: 

 ( )( 1) ( ) ( 1), , , ,
k
g

s s s A
out g g g
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= A
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which quite naturally depends upon all the optimization variables (the endogenous ones being the 
amplitude and frequency of oscillation, the exogenous ones being the gate control voltages). The 
new variable E is constrained to have a tighter range than the original power profile32. A gradient 
or quasi-Newton optimization program is then invoked to fulfill the constraints (outer-tier 
equations): 
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and the best choice for the  five variables (Ao, fo, Vg
s+1 , Vg

s   , Vg
s+1 ) is iteratively evaluated and 

updated once the inner-tier Harmonic Balance equations are solved as for the algorithm FSA.  

                                                      
31 A measurement equation in the simulator engine allows knowing all the node voltages at each harmonic,  as well as its 
power content. In Agilent ADS 2008® for example the command “dBm(Vout[1])” delivers the output power at the 
fundamental frequency, at the node having the label “Vout”. 

32 The optimal range, has to be found after some preliminary assessment of the DVCO output power, either obtained 
numerically or empirically (building a prototype). A heuristic procedure can however be used if no prior information is 
available, based on a dicotomic approach. The optimal power range initially agrees with a typical one i.e. [-5 dBm, +10 
dBm]. Then it is halved in steps, as the power optimization is carried out, until convergence issues arise due to the 
infeasibility of solutions. In case the nonlinear output power profile had been already determined, the optimal range for 
E would be kept centered around the average value of the output power level curves throughout the tuning range as 
done in  [12] in which [3 dBm, 7 dBm] has been chosen  (centered around 5 dBm). 
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FIGURE 6-12. A different optimization scheme leads to reduced variations in the output power and DC supply current throughout the 
tuning range: (above) tuning function, output power and DC current before the optimization; (below) optimized output power and DC 
current consumption.   

Incidentally, it was discovered that setting the aforementioned multiobjective optimization 
framework for finding the smooth output power profile, increased the Harmonic Balance 
simulations’ convergence speed,  and avoided high jumps (discontinuities) in the output power 
curves due to a inadequate initialization at the edges of each frequency zone Bs= [fs+1, fs]. An 
intuitive explanation could be given based on the fact the use of an extra-condition setting the power 
range, forces the HB simulator to seek on a tighter range of admissible voltage probe amplitudes 
leveraging on the flexibility provided by an additional parameter (third gate voltage).  

The sought after curves are reported in Fig. 6.12. By comparison, it is noticed how adding a 
third gate voltage as an optimization variable does not qualitatively alter the tuning function 
(though small numerical differences may exist) but at the same time, brings important benefits in 
terms of output power variation reduction.  

Using nonlinear analysis /optimization tools it is therefore shown that a DVCO with a 
smoother (or maximally flat) power profile can be designed, exploiting a third gate voltage control. 
In order to apply the tuning function that provides minimum output power variation, the DVCO 
tuning algorithm should be digitally stored in a look up table to reduce the possibility of catching 
unintended oscillation modes. 

6.5 TRANSIENT ANALYSIS. DVCO SETTLING TIME. 

The analysis carried out so far has provided insights and quantitative assessment of the 
DVCO operation in terms of its spectral characteristic and tuning behavior. Compared to time 
domain analysis, the benefits of having an oscillator circuits solved in the frequency domain (as 
discussed in chapter IV are remarkable, in that the algorithms converge naturally to the steady state 
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solution, avoiding the direct integration of the integro-differential equations governing the 
oscillator circuit evolution. Detailed as it might be, a nonlinear description with Harmonic Balance 
gives no guarantee about the stability of the oscillating solutions. Moreover, there are some 
performance indicators, related to the oscillator responsiveness33 (i.e. oscillations settling-time), which 
necessarily require a transient analysis. Thus to complete the nonlinear analysis/synthesis of the 
DVCO, time domain transient simulations have been performed, using a commercial EDA for 
microwave circuits suite (Agilent ADS® 2008). 

 

 

The transient analysis requires no external probe34 to be connected to the DVCO, and once 
the gate bias voltages are specified, the simulation is run35.  The resistance values have been altered 
to facilitate and speed up the convergence of time domain algorithm36. In order to reduce the 
complexity, all the discrete components (inductance and capacitance) have been substituted by 
their ideal models, the via-holes have been modeled as a constant lumped inductance of        Lh=0.2 
nH.  As the drain resistance is chosen greater than 50 Ω, the simulation deliver the DVCO output 

voltage time domain plot, shown in Fig. 6.13, which have been obtained setting Ri= 55 Ω and biasing 
individually each section with Vg,on= -0.1 V (spectral plots are obtained by a straightforward 
Fourier transform). Evidently, having altered the schematic and introduced idealized model for 
the discrete components, the individual resonances frequency distribution (as well as their output 
power level) is affected. 

 

 

 

                                                      
33 In case of free running oscillators important parameters related to its transient behavior are the oscillation settling-time, 
measuring the latency or time lapse to obtain stable oscillations, after the circuit has been correctly biased and powered. In 
case the oscillator is injection-locked to an RF-source, it is interesting also to consider the oscillator locking-time, measuring 
the maximum delay at which the driven oscillator synchronizes itself with the external source. 

34 Sometimes, it could be necessary to insert a small voltage/current pulse generator, or alternatively a small noise 
current/voltage generator, (available as standalone component in many EDA software libraries) in order to trigger the 
oscillations. 

35 A transient simulation palette requires the specification of the integration method (in this work, it has been used Gear’s 
second order finite difference method) of the time-sweep (start/stop time), and the maximum time-step (which has to be chosen 
to accurately to track high-frequency signals). In order to evaluate the output signal emerging from a distributed 
parameter element, its impulse response has to be obtained via an Inverse Fourier Transform of the corresponding frequency 
domain transfer function, and subsequently needs to be convolved with the input signal.. Some parameters control the 
maximum number of frequency points at which the impulse response needs to be evaluated, the maximum frequency (at 
which the impulse response should be computed), the difference between samples in the frequency domain (at which 
the transfer function is analyzed). In general, owing to the DVCO complexity, whenever possible convolution models 
were approximated with simpler (proprietary) ones. 

36 In fact, it is noticed that for   Ri < 50 Ω convergence in the time domain is very troublesome, possibly due to the stiff 
nonlinearities present in the active device model [1] 
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Active 

Section 

Settling 

Time (ns) 

Frequency 

(GHz) 

Output 

Power 

(dBm) 

T1 7 2.340 -1.026 

T2 15 1.640 0.163 

T3 30 1.160 -1.880 

T4 50 0.980 -7.353 

TABLE 6-6.  DVCO settling time for selected oscillations. 

 

From the time domain waveform it clearly appears that the settling time [21] increases as the 
section are subsequently being activated, which indirectly confirms the basic mechanism for 
oscillations onset in a reverse mode DVCO detailed in the introductory sections. In fact, since 
when activating farther sections the four resonances are associated with increasingly longer loopback 
paths, so the corresponding signal transit-time varies accordingly, determining ever greater  
latencies/settling times (lowest for the first section, highest for the fourth). 

The DVCO tuning algorithm might  also  be explored resorting to time domain simulations, 
by simply assigning the values (Vg

s+1 , Vg
s  )  and observing if a resonance is achieved. Long sequences 

of transient simulations would be needed to figure out the variation of the tuning voltages/output 
power with respect to the oscillation frequency, assigning the (Vg

s+1 , Vg
s  ) values based on a trial and 

error scheme, owing to the ever-present convergence failure risk determined by a wrong choice of 
the biasing voltages. Hence, it appears more effective to analyze the circuit steady state in the 
frequency domain (as discussed in the last sections), and use the time domain simulations merely 
to confirm the results. 
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FIGURE 6-13.  (left) Transient Analysis of the four DVCO individual resonances, whose frequencies decrease from top to bottom 
suitable for assessing the DVCO settling time from time domain waveforms inspection; (right) output power spectra. 

 

6.6 PHASE NOISE NONLINEAR SIMULATION.  

A very important figure of merit of a free running oscillator relies in its spectral purity, i.e. the 
ability to concentrate the RF power (at the various higher order harmonics) in a very narrow 
bandwidth located close to the nominal oscillation frequency (or its higher order harmonics), thus 
resembling an ideal frequency pulse (spectral line). Noise disturbances37 in the circuit, are transferred 
                                                      
37 Major contributions comes from active device baseband noise, and resistive paths thermal noise, among others [22—
28]. 
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to the phase of the oscillating signal- which varies randomly- and reflected in the oscillator  flawed 
timing, due to irregularly spaced zero crossing of the generated sine wave [22-25]  . In turn, 
random phase fluctuations in the time domain determine a FM modulation process near the up-
converted carrier, which spread out the RF energy around the nominal oscillation frequency. The 
RF power distribution around the nominal oscillation frequency can thus be measured by  the  
phase noise, which can be operatively defined as the phase spectral density (per-unit bandwidth) of the 
oscillating signal at a frequency offset from the nominal carrier frequency,  relative to the signal power 
at the nominal oscillation frequency. Phase noise may critically affect the circuit performance, 
especially when employed in RF front end receivers. Therefore, an adequate assessment of the 
DVCO phase noise is deemed essential [26-28].  

Many commercial simulators allow a quick estimation of the phase noise spectral density 
curves, taking advantage of their nonlinear Harmonic Balance numerical routines  introducing 
noise generators at specific ports  [29]. Oscillator phase noise is evaluated taking advantage of the 
built-in single ended oscillator port which operates analogously to the harmonic probe introduced 
earlier38 and noise controller simulation engines which specify the range of offset frequencies 
around the large signal carrier  and the nodes used for noise computation, as well as the physical 
quantities to be displayed (e.g phase noise spectrum, absolute noise voltage spectrum, relative 
noise voltage spectrum at the selected nodes). In particular, the algorithms introduced in (internal 
references) are performed automatically. The determination of the oscillating solution starts with a 
linear search, (after having provided an initial guess for the oscillating frequency) in which the 
triggering conditions are evaluated, much like the technique described in section 6.4.1. Afterwards, 
automatic amplitude tracking procedure starts, to the aim of determining the large signal 
oscillation frequency and output power. The determination of the phase noise spectrum around 
the large signal carrier frequency begins with a refinement of the oscillatory solution; subsequently 
the phase noise spectrum is computed using a conversion matrix approach to account for the effect 
of nonlinear mixing of small signal noise with large signal carrier [30] [31] for a definite offset 
range of frequencies from the carrier. Simulation results reported on Fig. 6.14 show the voltage 
noise level (on the left) and the phase noise (on the right) for the four discrete resonances 
(computed in the offset-frequency range [1 KHz, 10 MHz] from each carrier). At a constant offset 
frequency of 1 MHz from the carrier, the phase noise ranges from -106.5 dBc/Hz at the 1.813 GHz 
carrier frequency to a maximum of -128 dBc/Hz at the 677 MHz carrier.  

 

                                                      
38 The oscillator port can be utilized as voltage or current harmonic probes, whether they are inserted in a series 
configuration (breaking DVCO the feedback loop) or in a shunt configuration (between the output node and the 
ground).  Best results are obtained by inserting the oscillator port in series, just before the first section, breaking the 
oscillator loop. 
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FIGURE 6-14. Simulated DVCO  Voltage Noise and Phase Noise, near the four discrete resonances.   

6.7 REVERSE MODE DVCO IMPLEMENTATION AND MEASUREMENTS 

 

6.7.1 DVCO LAYOUT PREPARATION AND PHYSICAL DESIGN 

Distributed voltage controlled oscillator layout was undoubtedly inspired by the considerations 
made on [20] opting for an implementation which included cascaded LC sections constituting 
artificial transmission lines. Physical connectivity among lumped components is provided by 50 Ω 

microstrip lines printed on a Arlon A25-N® substrate (woven fiberglass-reinforced, ceramic filled 
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laminate substrate with H=0.502 mm, ε =3.38 @10 GHz, tanδ= 0.0025) whose typical lengths which 
are a fraction of the wavelengths of the oscillating signal39. The compactness of the circuit is essential 
for benefitting of high-frequency operations; however prototype scalability becomes a hard task using 
several lumped components. In fact, a minimum spacing is required for adequately placing the 
components/devices, yet guaranteeing enough room to prevent spurious coupling (as dictated by 
EMI/EMC prescriptions) and for being able to perform manual soldering.  

The DVCO feedback path is realized by connecting both the drain and gate line, which required 
the use of to optimally chamfered 90° microstrip bends, placing an additional inductor whose 
nominal40 value is Lg/2 + Ld/2 = Lf = 3.3 nH. Unlike the Skvor design the DC feed network 
(basically a high pass LC filter) was placed inside the oscillator area, close to each DC-block gate  
capacitor Cb.  The transistor pads’ and via holes pad layout were designed taking into account the 
geometrical constraints discussed earlier. In addition to that, via holes were placed in the 
immediate vicinity of each FET source node41. The via holes pad and the transistor pad were 
designed with the help of an integrated CAD environment in Agilent ADS® 2008, and analyzed via 
Method of Moments (2.5 D electromagnetic simulation) to understand the field distribution, so to 
derive multiport S parameters, which were in turn employed (after they have been exported as a 
Dataset file) to obtain a more precise assessment of the DVCO tuning characteristics in the 
Harmonic Balance simulations. 

6.7.2 DVCO PROTOTYPE IMPLEMENTATION DETAILS  
After the DVCO layout is prepared, the circuit is simulated using the most accurate description 
available. Substituting built-in microstrip components in the originally simulated schematic with 
abstract multi-port blocks, containing the EM simulations frequency domain data (multi-port S-

parameters), detailed HB simulations on the updated schematic follow, aimed at finding possible 
discrepancies. Being the last step before the physical implementation, it is mandatory that the circuit 
behaves as closely to what has been previously expected; otherwise design changes need to be 
made. The frequencies associated to the four individual resonances and the tuning curves were 
verified, observing a shift of towards lower values by no more than 10%.   

The board engraving was performed using LPKF ProtoMat® C100/HF Circuit Board Plotter/  
milling machine. via holes to the ground plane were drilled using the same equipment  which was 
digitally controlled by means of  proprietary CAM software. Via holes metallization was executed 
using the LPKF ProConduct® vacuum table which enable plating through (previously drilled) holes 
without using expensive electrochemical processes, making use of a conductive polymer which is 

                                                      
39 The wavelength  corresponding to maximum operating frequency. S-parameter optimization showed that this 
approximation was adequate. 

40 The actual value of the feedback inductor Lf should take into account the inductive effect of the comparatively longer  
length of the feedback line section; thus it could be less than 3.3 nH.   

41 It was explored the possibility of connecting various ground pads with lots of via holes (typically six per pad, forming 
ground islands) together and with each FET source node in order to improve the grounding but the results was an 
increase in spurious oscillations. From the lesson learned, it was decided to have separate grounds for each FET device. 



  ________________________ Nonlinear Analysis and Design of Distributed Voltage Controlled Oscillators 

187 

applied all over the board with the help of a squeegee42. The metalizing paste diffuses through the 
via holes, a process which is facilitated by the use of a vacuum pump. After this step is completed, 
the board is baked at controlled temperature for about thirty minutes, in order for the metallic 
coating to be hardened. Electrical checking the via holes ground connection (with the help of a 
digital multimeter indicating a zero resistance path across all the via holes) is an essential task to 
be performed before soldering the components.  

DVCO prototype soldering was manually carried out within in-house lab-facilities (CTTC 
Engineering Labs) with acceptable results. Up to five boards were built and tested, before 
obtaining a good prototype. All electrical connections were visually (with the aid of a microscope) 
and electrically inspected (by means of a multimeter). Chip inductors (from Toko® LL-FSL 1608 
series, 1.6×0.8 (l×w) mm) capacitors (from Murata® GRM18, 1.6×0.8 (l×w) mm) resistors (from 
Neohm®, thick film resistors CRG series 1.6×0.8 (l×w) mm), were used, having previously 
accounted for spurious behavior (e.g. Electrical Series Resonances for the inductors/capacitors 
which hinder the performance, etc.). As already discussed, four HJ-FET  from (formerly NEC) 
Renesas® NE3509 M04 (L to S band low noise amplifier) which guarantee an adequate 
transconductance (gm ≥ 80 mS) level up to 6 GHz. The components (resistors /inductors/capacitors) 
electrical parameters were occasionally changed, to improve the oscillator’s stability across the 
operational range. It occurred more often with FET’s drain series stabilizing resistors43 Rd (range 10—
30 Ohm) and with the matching resistor  Rg (range 45—55 Ohm). The series inductors forming part 
of the constant-k sections were left at their nominal value of Ls= 3.3 nH (TOKO inductors LL-FSL 
1608 series) while the DC blocking gate capacitors (MURATA capacitors GRM 18 series) were 
altered to equalize44 the output power level. DC blocking capacitors were chosen to have the 
following sequence Cb1= 3 pF, Cb2= 9 pF, Cb3= 18 pF, Cb4= 27 pF in the final prototype. The DC 
filtering capacitors of the end section were chosen to be of Cf =100 pF. The shunt capacitors of the 
LC sections were set at the nominal value Cp = 2.1 pF.  

6.7.3  DVCO MEASUREMENTS. TUNING, POWER, DC CURRENT, PHASE NOISE.   
The negative voltages for the gate bias controls are provided by a four outputs digitally 

adjustable DC power supply (Agilent N6700® series), which can be adjusted to a tenth of mV 
accuracy. The positive (common) drain voltage is provided by another independent power supply. 
Great care was put on ensuring adequate grounding in order to avoid floating ground, or ground loops 
issues. To that aim, it was chosen to ground separately the negative (gate) and the positive (drain) 
DC power supplies, adding big (1 uF) filtering capacitors between each grounded terminal and the 
negative (positive) terminal. The drain voltage was (constantly) set to VD = + 2V, the negative gate 
bias voltages VGi ranged in the in the interval  [-1V, 0V].  

                                                      
42 The board is placed on the table which is connected to an electrical vacuum pump, and the air is drawn from the 
bottom board plane; an adhesive film prevent the conductive paste to seep underneath where not intended. 

43 After carefully checking parasitic oscillation onset the most appropriate resistor was introduced. Some iterations were 
needed to select it –trading off stability vs  decrease  in output power. 

44 As farther sections are getting activated, their associated oscillation frequency moves towards the lower end of the 
tuning bandwidth. In order to deliver a nearly constant input (gate) impedance to the oscillating signal,  the DC blocking 
capacitors should have lower capacitance for the first stages and higher for the last, as gathered from the definition of a 
capacitive impedance Zc= (1/2πfC). 
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The oscillator output port is connected to an Agilent Spectrum Analyzer, to investigate the 
power content in the frequency domain. Moreover, the drain DC current is limited to ID,max = 60 
mA for safety reason45. The DC gate current was bounded46 too (IG,max =0.001 mA) 

As a precautionary measure the circuit is initially biased with VD= 0V (that is,  drain power supply is 
turned off47); and all the four transistors are interdicted choosing VGi = -1V. Only after having 
ensured that no transistor is activated (gate bias voltage at -1V, well below the activation threshold) 
the drain power supply is set to VDD = 2V.  In case the circuit is working well, this configuration 
corresponds to the DVCO rest state, with no oscillations and zero current DC consumption at the drain 
node48. The circuit is initially checked by its ability to produce four different resonances when each 
transistor is individually biased in the active zone. Experimentally, is seen that the onset of discrete 

oscillations is obtained when the gate voltages are greater than VGi, on ≈ -0.45V approx.  The 

expected oscillations frequencies should be decreasing as each stage gets turned on, from the first 
to the last.  When the experimental results showed a discrepancy with respect to the expected 
behavior, it was usually necessary to check the soldering.  Occasionally, it was necessary to use 
different resistance values for the  drain series resistors Rd or to modify the values of the shunt 
capacitance Cp, in order to achieve better performance.  

Tuning curve are inspected by directly varying gate bias voltage in pairs, following the 
suggestion in [7] and the results obtained from nonlinear simulations. The tuning algorithm is thus 
analyzed separately in each frequency zone  Bs = [fs+1, fs] (s=1,2,3); the gate voltages VG

s+1 ; VG
s   are 

altered in a complementary manner (as discussed earlier).  When the voltage VG
s+1  = -1V (Ts+1 is off) 

and VG
s   is at (near) zero Volts (Ts is on) an oscillation is produced at the output whose frequency is fs.  

Subsequently, while the Ts+1 is kept constantly off (setting VG
s+1  = -1V,) VG

s   is decreased49  (i.e. 

“continuously” taking negative values, leading towards the complete interdiction of the s-th 
section), and the frequency variation is tracked by looking at the spectral line movements in the 
spectral analyzer ( f→fs+1 ), up to the point that oscillation is quenched (due to the fact that the s-th 

section is interdicted whenever gets lower than VG,on
s  ≈ -0.45V). The same procedure is repeated for 

different values of VG
s+1  throughout the voltage range [-1V, 0V]; discrete values with a 100 mV separation 

could be initially chosen (-1V, -0.9V,….-0.2V, -0.1V, 0V)  in order to have a coarse estimate of the tuning 

                                                      
45 That means that the drain power supply automatically switches from a voltage controlled mode to a current controlled 
mode whenever the current limit is exceeded, making the power supply voltage drop to lower values in order to fulfill the 
maximum ratings. 

46 Although the gate current is usually much lower in HJ-FET devices due to high gate port impedance, this action often 
avoided the transistors to get unknowingly damaged by improper settings (e.g erroneously reversing the polarity, 
selecting a positive voltage, higher than the breakdown junction voltage). 

47 In fact, accidentally supplying a nonzero common drain voltage prior to the gate biasing (i.e. with VGi =0 V) would mean 

the simultaneous activation (saturation) of all the transistors (since the HJ-FETs are depletion mode) leading to an excess DC 
current that might easily damage the active components. 

48 indicating no faults on the connections, no missing capacitors, no damaged active device, no spurious resistive path to 
the ground 

49 The voltage-step needs not to be constant. Due to the nonlinear tuning algorithm, the same increment ∆v causes different 
frequency jumps ∆f in the oscillating signal.  



  ________________________ Nonlinear Analysis and Design of Distributed Voltage Controlled Oscillators 

189 

range, annotating for each combination of the gate voltages VG
s+1  and VG

s   the values of  oscillation 

frequency ( f ), the output power at the fundamental (Pout) the output DC current consumption (ID). To 
get a more detailed view, (in case frequency jumps are observed on the output spectrum, i.e. 
subintervals of each Bs  for which no oscillation is detected) the role of VG

s+1  and VG
s   are exchanged,  so 

that VG
s   is kept fixed at a value belonging to the discrete set (-1V, -0.9V,….-0.2V, -0.1V, 0V), while VG

s+1 is 

continuosly increased from -1V to complete saturation of the Ts+1 transistor. Collecting all the data for 
the three different frequency zones Bs , the experimental tuning curves have been traced, along 
with the DC current supply and output power at the first harmonic throughout the tuning range, 
and are represented in Fig. 6.15. 

The task was complicated by the presence of anomalies50 in the DVCO experimental behavior. In some 
cases, a change in bias voltages caused asymmetrical variations in oscillation frequency and in the 
output power depending on whether one section was led towards activation (when one of  the two 

control voltages was increased above VG,on
s  ≈ -0.45V while maintaining the other off)  or interdiction 

(when one of  the two control voltages was dropped below VG,on
s  ≈ -0.45V, while maintaining the other 

off); the circuit manifested hysteresis with respect to the control voltages51.  It also occurred that small 
variation in one of the two control voltages had no effect in frequency shifting, but only on output 
power, showing the eventuality of having many possible (degenerate) oscillating solutions characterized 

by having the same value of fundamental frequency, but possessing diverse spectral characteristics 
(different spectral purity, different power at the fundamental, different rejection ratio).  

Phase noise measurements over the band of interest, have been carried out making use of the 
proprietary companion software of the E 440A Agilent Spectrum Analyzer, which enabled a 
careful assessment of the SSB noise by using the internal E440A phase detector, and averaging 
methods  (ensemble averages out of many realizations) to refine the final results which are shown 
in the fig 6.15. Phase noise at 1 MHZ offset from the carrier was assessed by selecting some 
representative frequencies across the tuning range (fig. 6.15). the phase is also traced for a variable 
offset (100 kHz, 10 MHz) for some of them. Heuristically, one could argue that larger phase noise 
values are expected when two devices are simultaneously operating in the active zone, which in 
turn causes a sudden increase in DC current consumption. This argument is confirmed by looking 
at the graphs. It is noticed that lowering the drain bias voltage, and use blocking capacitor in 
parallel (10pF//10nF//10uF) at the DC feed network to the individual gates (to improve the 
filtering of the power supply) the DVCO figure of merit improves. 

 

                                                      
50 Often times macroscopic frequency drifting, instabilities, spurious oscillation, self-oscillating mixer regime, chaotic 
spectrum (not achieving perfect synchronization) were observed, that partly was attributed to implementation errors 
(not achieving perfect phase matching in the gate/drain line) and partly to spurious coupling or EMI issues. 

51 The implication is that the turn-on and turn-off gate voltages values for the DVCO are different; generally it was 

observed VG,off
s(hys) =-0.65 V 
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FIGURE 6-15.  Measurement results for the implemented DVCO. 

 

 

FIGURE 6-16. DVCO prototype built using conventional PCB techniques, employing microstrip lines patterned on a dielectric substrate 
and discrete components. 

6.8 ALTERNATIVE DVCO DESIGN. 

The reverse mode DVCO is seen to possess many attractive features making it suitable to be 
employed in wideband radio receivers. A monolithic implementation (MMIC) would certainly be 
preferred to be used in next generation user terminals for mobile communication. To this end, a 
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design employing the fewest components possible should be envisioned. In fact, constant-k section 
could be designed having recourse only to basic transmission (microstrip) line sections.  In 
particular as shown in [4, 5, 11] a sequence of Stepped Impedance short52  microstrip sections can 
be used to realize low pass ladder networks having an inductive series arm and a capacitive shunt 
arm; high impedance (Hi-Z) short  sections emulate the inductive behavior while low impedance 
(Low-Z) the capacitive one53. Furthermore, padding capacitors (shunting drain/gate line to the 
ground) could be easily obtained by connecting parallel open stubs [11] with an adequate aspect 
ratio (length/width). By converting each lumped LC element to its distributed counterpart, the 
DVCO layout becomes susceptible to be integrated, along with the standard processes 
/technologies for fabricating monolithic microwave transistors.  

Needless to say, the MMIC realization [32—35] calls for a higher level of accuracy and confidence 
in the simulations, since once the circuit has been fabricated there is no room for performance 
optimization by manual substitution of its electrical components. In view of the fact that the 
experimental verification of the previously designed oscillator required a substantial amount of 
time for empirically troubleshooting various issues (i.e. eliminating spurious oscillations) and since 
there was no possibility of implementing the DVCO in monolithic form having recourse only to 
the on-site facilities, it has been deemed more convenient still rely on some modifiable 
components, by having the LC constant–k sections filters redesigned according to the 
considerations exhibited  in [7]. Hence, only the inductive series part of the constant-k (or m- derived) 
section is implemented by means of high-impedance, (electrically) short microwave sections, 

maintaining the discrete (chip) capacitors for the shunt arm, and possibly for the padding capacitors 
[12]. 

In particular, the DVCO was laid out on the same dielectric substrate (Arlon A 25 N, with H=0.5 
mm ε =3.8 @ 10 GHz) used for the previous circuit and employed four NE 3509 M04 as active 
devices. The major differences reside in: 

• Choice of tinier components, 1005 series (1.0×0.5 (l × w) mm);  

• DC feeding /RF blocking networks providing the four gate voltages Vgi which are kept out of 
the DVCO functional area. The DC gate bias voltage networks and the active device gates are 
connected by a short wire which is manually bent to cross the microstrip track (in [7], bond-
wires had been used used in its place). In order to reduce the effect of the wire inductance, 
an RC network, with a resistance 5.1 kΩ and a 10 nF capacitance has been employed (like in 
[7]). Drain common bias voltage has been supplied using a high pass filter network L=100 
nH, C=10 nF directly connected to the drain line. 

                                                      
52 Length is relative to the wavelength λ  corresponding at the maximum frequency of the signal in the circuit. A section 
is considered (electrically) short when its length corresponds to  a fraction of λ, for example: l=λ/10 

53 In general for a microstrip line of length l , an inverse relationship among the line impedance Z0 and its width w is 
observed, assuming the  substrate parameters are kept fixed through the frequency range of interest. Therefore, the 
higher the impedance the thinner the line  (Z0 ↑ , w ↓ ) and vice versa, the lower the impedance the ticker the line. 
Inductors are then realized making use of short thin (Hi-Z) sections; capacitors, are implemented using short thick (Lo-Z) 
sections. 
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• Inductors aren’t used across the signal path, therefore the number of components to be 
soldered is dramatically reduced (essentially remaining the four HJ-FETs, the capacitors, 
and the element for the Bias networks). Obviously the terminating sections are made up of 

adequately sized (and matched) microstrip line open stubs. Hi-Z inductive lines constant-k and m-

derived sections, are realized by looking at the frequency response of their ideal lumped 
counterpart. Starting from reasonably close values for their aspect ratio ( l/w )  the lines are 
designed by imposing the similarity in their input/output match and transfer ratio 
between the lumped ideal circuit and the one using distributed components;  

• No series - drain resistor is used for stabilizing the active device;  

Despite it appeared simpler to be implemented, it required much more effort than the previous 
design based on artificial transmission lines. In particular the harmonic balance program54 suffered 
often from convergence issues, due to the stiff nonlinear problem associated with a complex 
distributed structure.  

The oscillator was designed to possess a wider tuning range (1—4 GHz). Microstrip line 
impedance was chosen to be in the range55 of 80 Ω -100 Ω, giving values of their width which span 
from 0.50 mm to 0.25 mm (20 mil to 10 mil). The length of each section was dictated by the 
minimum admissible separation and was set to 10mm approx (400mil). After having laid out the 
circuit, the linear and nonlinear analysis followed, in order to derive the four oscillations 
frequencies and the tuning curve as explained before (insert reference to pictures).  

 

FIGURE 6-17. Simulated tuning curves and output power for the alternative implementation 

 

                                                      
54 The harmonic probe method showed its limitations. An intensely debated topic  is in fact whether this method   could 
be easily applied to any oscillator topology, or it is topology dependent (discrete, single stage/cascaded-multi stage 
/distributed /ring oscillators ) and even waveform dependent (harmonic oscillators vs recalcitrant oscillators). The work [] 
delineates a theoretical framework which extends the analysis method introduced in earlier sections.  

55 Due to feasibility constraints, the width of the microstrip lines couldn’t reach too small values. The lines were 
synthesized with a numerical tool, integrated in the EDA commercial software environment used for the DVCO design 
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FIGURE 6-18. Alternative DVCO implementation & measurements benchmark.  

 

FIGURE 6-19.  Measured tuning algorithm, DC current, and Output Power at the fundamental for the alternative DVCO. 
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FIGURE 6-20.  Hysteresis phenomenon occurring in the alternative DVCO implementation.  

The measurement results showed greater mean power, greater bandwidth but reduced tuning 
capabilities in comparison with the previous prototype. In order to address these issues, possible 
solutions to be further investigated are the following (reference to the formula (6.50) in which phase 
shift is linked to individual resonances): 

• DVCO parametric analysis with different separation across the sections. HB simulations have 
been carried out by introducing a parametric length, characterizing the separation among 
sections. The minimum separation is obviously dictated by practical constraints (the 
feasibility of the prototype), the maximum one depends on the amount of “tuning range 
shrinking” (referring to (6.50)) 

• the impact of introducing a phase shifter in the feedback loop as a mean for compensating tuning 

difficulties. A variable phase-shifter could be introduced to obtain a more regular spacing of 
the individual oscillation frequencies. In preliminary simulation a parametric phase 
variable has been swept and the effect on the tuning curves has been assessed.  

 

6.9 INJECTION  LOCKING  IN REVERSE MODE DVCO.  

The DVCO could also serve as a distributed frequency divider when the injection signal has a 
frequency of ωinj = 2ωo or 3ωo. The confirmation of the superharmonic injection locking at twice (or 
thrice) the autonomous oscillation frequency was obtained experimentally, based on the last built 
prototype, which was designed according to the considerations exposed in section (insert section 
number). The circuit featured two ports; one for analyzing the output spectrum (on the drain line) 
the other used for signal injection (on the gate line). The signal generator used was from Agilent 
(E4428C ESG Analog Signal Generator) guaranteeing exceptional performance in terms of near 
carrier phase noise and accuracy in power/frequency settings. The superharmonic and 
subharmonic locking range was then measured at the four different discrete resonances, with 
different injection strengths varying from -20 dBm to 0 dbm. The following table summarizes the 
results. In some circumstances it was not possible to achieve synchronization at the second 
harmonic of the autonomous resonance. In fact the DVCO transmission networks exert a lowpass 
filtering by design; thus some injected signals get quenched, especially those whose frequencies 
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fall in the transmission coefficient high attenuation range56. In that case, it was chosen to inject a 
subharmonic frequency (at one half of the free running oscillation frequency) or a triple frequency. 
In particular, this occurred when the second stage was turned on as illustrated on the Table 6.7.  

Oscillation 

Frequency (GHz), 

Active Ti 

Injected Power 

(dBm) 

Sub-harmonic 

(½) Locking 

Frequency (GHz) 

Super Harmonic 

(2) Locking 

Frequency (GHz) 

Super Harmonic 

(3) Locking 

Frequency (GHz) 

Locking 

Range(MHz) 

1st, T1 ON 

4.83857 

-20 x 9.67682 x 0.78 

-10 x 9.67540 x 1.92 

0 x 9.67772 x 5.64 

Second, T2 ON 

2.91513 

-20 x x 8.74180 1.16 

-10 x x 8.73550 11.5 

0 x x 8.71430 16.4 

Second
(*)

,T2 ON 

2.91513 

-20 1.4575 x x No locking
(***) 

-10 1.4574 x x 1.2 

0 1.4578 x x 19.3 

Third, T3 ON 

1.67117 

-20 x 3.35530 x 12 

-10 x 3.32520 x 65 

0 x 3.39040 x No locking
(***) 

Third
(**)

, T3 ON 

1.673581 

-20 5.02502 x x 2.5 

-10 5.01001 x x 15 

0 4.95730 x x 23 

Fourth. T4 ON 

1.1462 

-20 x 2.2933 x 4.3 

-10 x 2.3023 x 7 

0 x 2.3398 x 50 

 

TABLE 6-7. Injection locking  DVCO measurements. 

Moreover, the injected signal had power a dramatic influence on the autonomous oscillation. Too 
small injection strengths simply give no noticeable locking effect; e.g. this happens when a 
subharmonic ½ frequency is injected at -20 dBm, when the second section is turned on. On the 

                                                      
56. The transmission coefficient is measured by ratio of load voltage (at the end of the drain line) to the input voltage (at the 
beginning of the gate line). It presents, a high attenuation range, which starts right after the low-pass cutoff frequency, 

which is determined by a transmission zero introduced by the last m-derived section.   
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contrary, a too high injection power can turn the autonomous oscillation off, as occurs when a 
double frequency is provided at 0 dBm, when the third section is activated. 

6.10 CONCLUSIONS 

The reverse gain Distributed voltage controlled oscillator is seen to represent a promising 
candidate to be implemented in future generation radio equipment, due to its very wideband 
multi GHz tuning range, and deserves further scrutiny. Although two decades have passed since 
this topology was devised, very basic analysis/design approaches, relying mainly on linear 
analysis, have been used to assess its performance but this methodology lacked in predictive 
power. In fact, many questions regarding the oscillator tuning algorithm, its power variation 
throughout the tuning band, its harmonic rejection, its phase noise, its injection locking 
synchronization profile, were answered by looking at data obtained by measurements. In this 
chapter, it has been shown how to get all the relevant oscillator figures of merit by adequately 
employing nonlinear simulation tools.  

In particular, harmonic probe driven, frequency domain steady state simulations were carried out 
to get a detailed picture of the oscillator tuning function and power variation, in a simpler and 
more effective manner than the commonly used time domain transient simulations. Moreover, the 
harmonic balance simulation framework delivered increased flexibility, allowing one to quickly 
evaluate the DVCO parametric solution curves, for the purpose of 
analyzing/synthesizing/optimizing the circuit performance.  Linear analysis is not entirely 
dismissed as it serves for estimating the discrete individual frequency, to gain insight in their 
distribution across the tuning bandwidth, in the initial DVCO design. Time domain simulations as 
well address more specific issues, like the oscillator settling time determination.  

In the context of the probe driven HB simulations, the probe frequency regarded as a parameter is 
swept to determine the associated tuning voltages and output power in a sub-range of the overall 
tuning bandwidth, with a two-tier optimization routine. At each frequency point, the probe 
amplitude (determining the oscillator output power) and two neighboring sections gate voltages 
are adjusted to meet the nonlinear oscillation condition at the probe port. This process is slightly 
modified, and in another set of simulations, two voltages are independently swept and the probe 
amplitude and frequency evaluated. The results showed clearly the voltage values for which 
resonances could not occur due to unstable solutions, which were detected by taking advantage of 
properly initialized envelope transient simulations. 

Two different reverse mode DVCOs were implemented, following the examples available in the 
literature. One made use of Artificial Transmission lines, as a signal distribution network. A 
second implemented prototype used periodically loaded uniform line sections. Both of them were 
laid out on a microstrip board, using PCB printing techniques on microwave dielectric substrates. 
The prototype implemented with artificial transmission line sections gave the best measurement 
results, achieving satisfactory agreement with simulations. The second prototype was mainly used 
for analyzing the DVCO superharmonic (subharmonic) injection locking behavior, in order to 
realize effective frequency dividers (multipliers).  
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CHAPTER VII. CONCLUSIVE REMARKS 

 
 

7.1 MAIN RESULTS  

The benefits of using nonlinear simulation techniques for assessing nonlinear microwave 
oscillators’ operation have been explored in this work, specifically in the cases of Triple-Push 
Oscillators (coupled oscillators) and Distributed Oscillators. As previously discussed, conventional 
linear analysis/simulation techniques possess limited predictive power and can be used just as a 
first approximation to indicate whether a possible oscillation will occur and what will its estimated 
frequency be. In order to obtain a detailed view of the circuit operation, it is therefore necessary to 
undertake a more sophisticated approach, based on nonlinear methods (chapter III and IV) which 
include time domain (Transient/Convolution), frequency domain (Harmonic Balance) and mixed 
domain methods (Envelope Transient simulations). 

A significant part of the discussion has regarded the description of Harmonic Balance 
simulation techniques for autonomous circuits, run on a commercially available microwave circuit 
simulator  and based on customizable auxiliary generators/voltage harmonic probes (chapters IV), 
and applied subsequently to concrete designs (chapters V and VI). The advantages over the time 
domain methods have been shown to reside in much faster simulation times, due to the direct 
convergence to steady state solutions (avoiding the transient computation, as discussed in chapter 
III) and the possibility to easily integrate a parametric analysis (chapter IV, V, and VI) in order to 
appreciate quantitatively the effect some critical circuit variables have on the overall performance. 
It is important to notice that, although similar methods are nowadays integrated in most 
commercial EDA software for microwave circuit analysis, they do not offer the same flexibility. 

 It has been illustrated how Harmonic Balance simulations jointly with auxiliary generator 
technique permitted to keep track of three different oscillating modes in a Triple Push Oscillator at 
6 GHz(chapter V), in which three different voltage-type auxiliary generators specified the diverse 
amplitude-phase relationships among the oscillating nodes. Moreover, the effect of a variable 
coupling strength and phase has been considered, by investigating the effect of a variable coupling 
line length and attenuation at the coupling node of each elemental oscillator to derive hints, which 
ensured the onset of the third-harmonic generating mode. Analogously (chapter VI), auxiliary 
generators driven HB simulations permitted the derivation of the voltage tuning curves for a 
distributed voltage controlled oscillator in the band [0.8 GHz, 2 GHz], the parametric study of its 
four discrete resonances, an optimization of its power profile and the determination of its stability 
properties (when used jointly with Envelope Transient simulations). 
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7.1.1 EMPIRICAL VALIDITY  
The validity of the results obtained in simulation was established by measurements on 

prototypes that were built using on site facilities. In some cases, a small to moderate discrepancy 
between the simulated output power/oscillation frequency and the corresponding measured 
values was observed. Since supportable simulation results depend on the availability of accurate 
nonlinear models for the active devices, lumped elements parasitics and real-world 
electromagnetic EMI/EMC effects on distributed circuits, a relative error of ±10% could be 
expected when the previous modeling conditions aren’t entirely fulfilled.  For example, in the case 
of the DVCO tuning curves (chapter VI) the measurement results has indicated a 200 MHz shift 
with respect to the simulated values, which can be partially ascribed to implementation errors, but 
also to modeling mismatches and imperfect accounting of the electromagnetics/propagation 
phenomena arising in the distributed structure, leading to multiple revisions in the final 
implementation; many times the final values for certain components (like the series drain resistors) 
were adjusted to deliver optimal performance, guaranteeing a close match with the simulated 
results. In fact, the qualitative variation, as evident from a visual comparison of the tuning plots, 
DC current supply, and output power at the fundamental (throughout the tuning range) is 
preserved.  
 

In the alternative implementation exposed in section 6.8, however the tuning algorithm was 
more difficult to derive, due to hysteresis phenomena, and to high frequency spurious oscillations 
which severely limited DVCO operation.  Possible causes include: 

 
� inadequate isolation of RF signal  from DC sources and from environmental noise; 
� losses and interference due to the DC feed network which due to unavailability of bond-

wires connection, was fabricated resorting to a short metallic wire in series with a high 
impedance;   

� choice of the substrate which has H=0.502 mm, εr =3.38 (at 10 GHz) and doesn’t allow  to 
build microstrip tracks possessing impedance higher than 100 Ω, without excessively 
reducing their width. In fact, in a DVCO designed with transmission lines only, in order to 
force the backward propagating wave to reenter the feedback loop, the impedance should 
be increasing from the first section to the last (creating a sort of tapered line), which entails 
decreasing the width of the microstrip track from section to section. 

 
Possible remedies have been investigated. In particular it has been considered: 

 
o DVCO parametric analysis with different separation across the sections. HB simulations have been 

carried out by introducing a parametric length, characterizing the separation among sections. 
The minimum separation is obviously dictated by practical constraints (the feasibility of the 
prototype), the maximum one depends on the amount of “tuning range shrinking”  

o the impact of introducing a phase shifter in the feedback loop as a mean for compensating tuning 

difficulties. A variable phase-shifter could be introduced to obtain a more regular spacing of the 
individual oscillation frequencies. In preliminary simulation a parametric phase variable has 
been swept and the effect on the tuning curves has been assessed. 
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A very limited discrepancy is also perceptible in the measurement results related to the 
Triple Push oscillators (exposed in chapter V). In fact, looking carefully at the measurement 
spectra, one would note that two oscillating modes are established at the same oscillation 
frequency (M2, M4 at 1.9 GHz approx.) while the other occurs at a slightly higher frequency (M1 at 
2.1 GHz, approx) therefore they aren’t strictly simultaneously stable. Nevertheless, it should be 
remarked that this circuit was optimized to avoid the onset of other modes than the rotating wave 
solutions (M2), so the appearance of the spurious modes (M1, M4) was possible thanks to a 
detuning of the bias voltages of the core oscillators, which caused in turn an inevitable frequency 
shift in the output oscillations. 
 

7.1.2 A REMARK ON AUXILIARY GENERATORS DRIVEN HARMONIC BALANCE SIMULATIONS  
The simulation approach employed extensively throughout this work relies on the Harmonic 
Balance method in conjunction with suitable probes to trigger the oscillating solution, as it has 
been explained in chapter IV. This scheme is based on a optimization problem, which finds the 
fittest value of probe amplitude and frequency that fulfill the non perturbation conditions at the 
probe port, making the admittance at the probe port close to zero. The usually chosen optimizer is 
the Gradient Descent (or steepest descent) method; therefore the convergence to local minima of 
the admittance function is possible, characterized persistently high values of the cost function (i.e. 
higher than 10-4). In this case the optimization algorithm should be restarted, with different 
(although close) candidate values for the auxiliary generator frequency and amplitude. The same 
reasoning applies when studying injection locked / synchronized regime, to the amplitude and the 
phase of the probe, being the frequency determined by the external source.  

Often the results, expressed in terms of the oscillator spectral characteristics at the output node, 
seem to vary slightly depending on the probe insertion point. Even though the explanation of this 
issue goes beyond the scope of our research (see references on chapter IV), it nevertheless had an 
obvious impact on it, since it poses the issue of the uniqueness of solutions, which is crucial when 
comparing simulated results with measured ones. In the case of DVCO design, this concern added 
to the ambiguity shown in the tuning function as illustrated in chapter VI, even though the final 
measurement agreed significantly with the simulations.   

  

7.2 PROSPECTS: FORTHCOMING RESEARCH TASKS 

Based on the achieved results, both the triple push oscillator and the distributed oscillator 
topologies appear to be valid solutions with respect to a possible implementation as subsystems in  
next generation wireless terminals transceivers. Their main features however, remain different. In 
fact, the triple push oscillator topology, is mainly used for high (fixed) frequency signal generation, 
while the distributed voltage controlled oscillator delivers mainly a wideband tuning range, but at 
lower frequencies. A possible extension of this work consist in conceiving a single device, which 
would operate at a higher frequency range (ideally in the 60 GHz) bandwidth and still preserving 
great tuning capabilities. All the design issues that have been detailed in earlier sections should be 
addressed. The injection locking behavior of the oscillators presented in this work needs to be 
further investigated.   
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7.2.1 POSSIBLE RESEARCH TASKS REGARDING TRIPLE-PUSH OSCILLATORS 
♦ Tunable triple push oscillator; topologies analysis and design.  A triple-push VCO would benefit from 

a wide tuning range for the third harmonic signal, that is three times as much as the tuning 
range associated with the core oscillators (see chapter II and references therein). It should be 
detailed the topology/layout used; as well as the method for altering the oscillation frequency. 
In fact the layout topology could be minimally transformed, introducing only three varactor 
diodes, or considering each core oscillator as a standalone VCO. The impact of misaligned 
oscillation frequencies at each core oscillator output would need to be studied in a detailed way 
by means of nonlinear analysis technique to prevent a worsening in the performance, and the 
appearance of spurious oscillation modes. 

♦ Injection locked triple push oscillator.  As frequently an oscillator circuit is synchronized to an 
external driving signal, it could be interesting to perform a nonlinear analysis of injection 
locking in the triple push oscillator, deriving quantitative relationships between the locking 
phase and one critical circuit parameter (i.e. a bias voltage). Then different scenarios could be 
contemplated. A triple push oscillator could be driven by different injection sources (one as a 
minimum, three as a maximum); their effect could be compared considering also different 
metrics and tradeoffs like DC power consumption vs. Spectral purity. The injection locking 
signal could be any integer ratio p:q of each core oscillator’s nominal oscillation frequency; 
therefore, super-harmonic and sub-harmonic synchronization can be studied as special cases. 

♦ Integrated triple push oscillator. The triple push oscillator was prototyped with discrete 
components and printed microstrip lines on a dielectric substrate to quickly provide an 
empirical validation of the nonlinear simulation results. Though conceptually valid, this design 
still occupies a comparatively large size. Thanks to recent advances in the silicon technology at 
RF frequencies, the triple push oscillator could be made tiny enough to be employed in any 
commercial communication equipments (handheld devices). A feasibility study of an integrated 
triple push oscillator might be devised. 

 

7.2.2 POSSIBLE RESEARCH TASKS REGARDING DISTRIBUTED OSCILLATORS  
♦ New DVCO topologies in order to guarantee a multi band operation. The DVCO topology studied 

in this thesis, ensures a continuous tuning range, which agrees with the passband of the 
embedded transmission structure. In this work, it has been chosen to use cascaded, low-
pass,   (m-derived) constant-k (equivalent) sections as recommended in the literature (chapter 
I, II, VI). A possible extension involve choosing a distribution network which possess a 
different transfer function, such as a cascade of band-pass and/or band-stop components, in order 
to have a multi-band operation. According to preliminary simulation results, a parametrical 
(nonlinear) analysis indicate that this goal might also be accomplished by varying the 
separation among the sections in a DVCO, by considering an asymmetrical spacing in the 
gate line/drain line.  Subsequently, the simulations results would need to be confirmed by 
measurements on a real prototype. 

♦ Injection locked DVCO. Injection Locking has been practically assessed on the alternative 
implementation as shown in section 6.8, but there was lacking an in-depth study of the  
DVCO synchronization behavior when forced by an external oscillator, considering its 
injection power and frequency as parameters.  
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♦ Low voltage supply, Low phase noise DVCO.  A low power, low phase noise distributed voltage 
controlled oscillator could be designed. In fact, based on preliminary measurement results, a 
positive correlation among DC current consumption and DVCO phase noise was found 
throughout the tuning range; since the DC current consumption is an increasing function of 
the voltage drain bias, by reducing the voltage supply a noticeable decrease in phase noise 
might be expected. Nevertheless, the output RF power is seen to decrease as well. A 
nonlinear analysis of this competing figures should deliver a more energy-efficient and 
spectral pure device. 

♦ Integrated DVCO with digitally reconfigurable  transmission lines. Finally, the possibility of 
having an integrated version of the distributed voltage controlled oscillator might be 
explored. Instead of using the conventional components, digitally controlled transmission 
lines [1] can be included, providing tuning capabilities. Therefore, forward gain mode 

distributed oscillators, which  have been already presented in integrated form, might be 
endowed with a precisely controllable tuning mechanism overcoming their main limitation 
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APPENDIX A. DYNAMICS OF COUPLED NONLINEAR 

OSCILLATORS RINGS.   
A system of nonlinear oscillators can be described by a system of ordinary differential equations (distributed 
coupling is neglected), depending on a control parameter: 

 ( , ),   , ( ) ,  n nµ µ= ∈ ∈ ∈x f x x f x& R R R� (a.1) 

Maintaining the analogy with the electrical oscillators, µ can be regarded as any circuital parameter, e.g a 
bias voltage across an active device whose variation is the main cause of self sustained oscillations; 
increasing it gradually, the DC operating point defined by the equilibrium solution of (a.1) 

 00 ( , ) 0µ= ⇒ =x f x&  (a.2) 

becomes unstable due to an increase of the active devices gain and oscillations are triggered. By looking at 
the poles of the closed loop transfer function, one could notice that, as the bias voltage is changed, a pair of 
complex conjugate poles will shift from the left half plane (Re(p(µ))<0, stable) to the right half plane 
(Re(p(µ))>0, unstable), assuming  the (purely imaginary)  value p(µ0) = ± jω0 at µ = µ0. 

In order to have the onset of an oscillation, the classical Hopf Bifurcation theorem suggests [] inspecting the 
linear version of the system (a.1) in the neighborhood of (x0, µ0) described by the Jacobian J=[df/dx](x0, µ). 
Specifically, to obtain a limit cycle in the system described by (a.1) the eigenvalues of J should be lying on 
the imaginary axis for some value µ0 of µ, and crossing the real axis with non-zero speed. In formulas: 
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 (a.3) 

For the Hopf bifurcation theorem to be applied, the eigenvalue which fulfils (a.3) needs to be simple. 
When modeling rings of coupled oscillators, the (a.2) presents in general eigenvalues with algebraic 
multiplicity greater than one due to symmetrical coupling terms in system (a.1), and the Hopf bifurcation 
theorem cannot be any longer employed.  

A generalization that holds for any symmetrical network of coupled oscillators has been provided by 
Golubitsky et al., which makes use of group theoretical results and manages to predict the appearance of 
certain arrangements of spatial and temporal symmetries (corresponding to the oscillation modes introduced 
in chapter II and IV) when a system of coupled oscillators experiences an Hopf Bifurcation. In order to figure 
out the concepts of symmetries one can consider a simple system of two symmetrically coupled oscillators. 
The oscillators can behave synchronically (being in phase) or anti-synchronically (one being half-period out 
of phase with respect to the other).  Synchronic behavior allows us to swap the oscillators, having the system 
of equation unaltered; technically the system of equation is said to be equivariant with respect to the 
permutation of two elements. Anti-synchronic behavior apparently breaks the symmetry; however defining 
a composite transformation as a permutation followed by half period time shift, the equations remain 
unchanged also in the case of anti-synchronic solution. It is possible to express in abstract notation the action 
of these two different group of transformation (swapping elements, or simultaneously swapping and time 
shifting) considering, for example,   rings of four coupled oscillators. The state of the system is determined 
by the vector v(t)=[v1(t), v2(t), v3(t), v4(t)]. Assuming that, for instance the first two oscillators behave 
identically (perfectly synchronized) then the state v(t) won’t change when swapping  v1(t) with v2(t). 
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Defining the permutation π consistently with the operation described above, it results v(t)= π (v(t)); this is an 
example of spatial symmetry. Temporal symmetries involve the phase locking mechanism among oscillating 
elements. Consider the case in which v1(t)  is half period  out of phase with v2(t) , and same occurs among  
v3(t) and v4(t). The state v(t) of the system remains unchanged if the oscillators pairs (1,2)  and (3, 4) are 
interchanged (by means of the operator ρ) and simultaneously  the time is shifted by half a period, which 
implies a mixed spatio-temporal symmetry: 
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The theory of dynamical systems in presence of symmetry is mostly inspired by the previous considerations. 
At a glance and omitting the technical details, the equivariant Hopf bifurcation theorem (by Golubitsky et al.) 
states that more branches of periodic solutions (oscillation modes) are possible in symmetrically coupled oscillators. 
Each of the branches is characterized a spatiotemporal symmetry group Σ which is a subgroup of Γ × S1 where 
elements of Γ  can be thought as spatial symmetries, and  are represented by a compact Lie Group, (concretely 
by linear operators over n-dimensional vector spaces) and elements of  S1 as temporal symmetries or phase 

shifts (S1 can be identified with ℝ/ℤ, the circle group). Moreover, the amount of symmetry of each oscillating 

mode is accounted in each isotropy subgroup, defined as the set of transformations which leave a specific 
periodic solution of (a.1) unaltered.     

Summarizing all the previous considerations it is possible to state the “Equivariant Hopf Bifurcation Theorem”. 
In particular suppose (considering again the system (a.1) and its equilibrium point (a.2)) that the action of the 
group Γ commutes with the function f(x,µ), due to the symmetries governing the equations: 
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where to fix our ideas,  GLn can be identified with the set of real n2-dimensional matrices, acting on n-
dimensional vectors via the usual matrix-vector product: 
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A periodic solution x(t) of (a.1) presents a spatial  symmetry if for a certain γ in Γ, γx(t) = x(t). Now suppose the 
eigenspace corresponding to the imaginary eigenvalues ±jω0 has dimension n, due to the appearance of 
multiple eigenvalues (it could be justified via the centre manifold theorem [ needed]):  

 ( )0 0 0ker  where ( , )njω µ
∂ ± = =  ∂ 

f
L I L x

x
R  (a.7) 

The methodology to follow in this case is to have a decomposition of the group representation in a certain 
vector space into the direct sum of simpler representations which are irreducible []. The eigenspace of the 
Jacobian evaluated at the equilibrium point turns out to be a Γ simple representation, taking the form W ⊕W 
(absolutely irreducible for Γ ) or Y (irreducible, but not absolutely irreducible for Γ ).  

Along with these facts, a suitable group action for time shifts remains to be defined in the n-dimensional   real 

vector space. It is possible to show that the circle group S1 = ℝ/ℤ  acts on ℝn via the exponential matrix of the 

Jacobian evaluated at (x, µ0): 
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Now, is possible to define a joint spatiotemporal action on T-periodic solutions of the system (a.1): 

 ( ) ( ) ( )1 : ( ) 2S t t Tθ θ θ π, ∈ Γ × , ⋅ = ⋅ +γ γ x γ x  (a.9) 

in which Γ acts as a matrix multiplication and θ represents phase shifts. The spatiotemporal symmetry group 
is then a subset of Γ × S1 representing all possible spatiotemporal transformations which leave T periodic 
solutions unaltered 

 ( ){ }1 1 : ( / 2 ) ( )S S t T tθ θ πΣ ⊂ Γ × = , ∈ Γ × ⋅ + =γ γ x x  (a.10) 

Defining the isotropy subgroup  

 { }1 : ( ) ( )S t tΣ ⊂ Γ × = ∈ Γ ⋅ =x γ γ x x  (a.11) 

and the fixed point subspace of the spatiotemporal symmetry group: 

 { }1Fix( ) / , n SΣ = ∈ ⋅ = ∈ Σ ⊂ Γ ×x σ x x σR  (a.12) 

the equivariant Hopf bifurcation theorem then can be stated as follows. Given Σξ an isotropy subgroup of 
Γ × S1 and assuming dim(Fix(Σ))=2, and considering the system of ODEs (a.1), the equilibrium point (a.2) 
subject to the assumption in (a.3) with dim(ker(L ± jω0))>1. Then there is a unique branch of small amplitude 
periodic solutions of  with period near 2π /ω0, having Σ as their spatiotemporal symmetry group, with S1 
acting on periodic solutions as phase shifts 

The interesting point is that, regardless of the complex dynamics described by the system (a.1), solutions can 
always be found by applying exclusively group theoretical considerations which lect the implicit symmetry 
in the system. As a consequence, in the literature many models of symmetrically coupled oscillators’ 
networks have been investigated (for example those presenting the symmetries of n-sided polygon called 
dihedral symmetry and indicated with Dn), with different order (up to six elements coupled oscillator) and 
different kind of coupling (unidirectional vs. two-way coupling). In our case, the star coupling network is by 
no means different than the ring coupling with three elements. So the results for isotropy groups applied to a 
three–members coupled oscillator rings are also valid for the triple push oscillator topology. 
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APPENDIX B. DISTRIBUTED AMPLIFIER GAIN WITH LOSSY 
ARTIFICIAL TRANSMISSION LINES. DERIVATION OF THE EQ. 

(2.40) . 
 

Recalling that for the k-th device: 
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and each of this current contribution get summed up to constitute half of the drain current (forward 
propagating) 
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ing the (b.1) into the expression for Iout 
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thus setting u= γd−γg , the output current is found evaluating the last sum in (b.3).   
Recalling the sum of the first N terms of a geometric progression, we have that: 

 

 

( ) ( ) ( )

( )
( ) ( )( )

( )

( )
( ) ( )( )

( ) ( )
( )

2 2 2

2 21

22 2
2 2 2 2

1 2

1 1 1

1 1
2 2

1
sinh 2 sinh 2

sinh 2

sinh 2

u u uu uN uN uN
N ku

u uu uk

uNu u
uN uN uN uN

u N

e e e e e e e
e

e e e e

e e e
e e e e

u u

Nu
e

u

−=

−

+

− − −
= = =

− − −

= − = −

=

∑
 (b.4) 

theore: 
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provided that the phase match between drain and gate line is fulfilled (βg=βd). Substituing the 
expression (b.5) into the (b.3) the output current is found which is the (2.39). To obtain the gain 
function (2.40) from the definition: 
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and substituting (b.6) into (2.39) the (2.40) is obtained. 
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APPENDIX C. REVERSE GAIN OF A DISTRIBUTED OSCILLATOR 

WITH TWO ACTIVE SECTIONS (2.74) 
 

To evaluate the reverse gain of the distributed oscillator when two sections are simultaneously active, is 
required to compute of two complex numbers expressed in exponential form, representing the individual 
reverse gains for the  p-th and  q-th sections. Given two complex numbers z=Aejξ, w=Bejη we have: 
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 (c.1) 

A simplified expression for the phase ζ  can be found for  ξ ,η≈ 2π and Re(z+w) >> Im(z+w) 

(which in turn implies ζ≈ 2π  so that the trigonometric  functions could be suitably approximated up to 

the first order as: 
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 (c.2) 

where s , ψ  represent two generic arguments of the  trigonometric functions. Using  the (c.2) for the 
expression of the phase ζ in (c.1): 

 sin sin
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+ +

≈ ≈
+ +

 (c.3) 

Therefore eq. (2.74) is obtained substituting the generic complex numbers z, w with the reverse gain 
functions for the p-th and q-th sections, setting: 
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APPENDIX D. MINIMAL REVERSE GAIN TO ACHIEVE 

OSCILLATIONS. CRITICAL PHASE DIFFERENCE AMONG ACTIVE 

SECTIONS. 
 

In section (§6.3.4) it was mentioned that the distributed reverse gain oscillator needs an additional 
transistor placed crosswise among the first two sections, in order to guarantee a continuous tuning range. 
Intuitively, it could be argued that if the difference among the phases of two reverse gain functions of two 

different stages Gp
(rev)

 , Gq
(rev)

 approaches π, then the magnitude of the sum Gp(rev) + Gq(rev)  gets closer to zero, thus 
the condition for triggering oscillations cannot be fulfilled. (illustrative examples in pictures). A way  to prove  it 
analytically consists in starting from the definition of the oscillation condition expressed in terms of real and 
imaginary part of the total loop gain: 
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 (d.1) 

Working out the second of the (d.1) (omitting the superscript for convenience) choosing the 
equality for the minimum total loop gain: 
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 (d.2) 

and finding the minimum value for the magnitude of Gp in terms of  Gq, Θp,  Θq  from the second 
equation: 
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substituting it in the  first equation: 
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entering (d.4) in (d.3):  

 ( )

( )

min min

min

sin sin

sin sin

sin

sin

q q

p q

p p q

p

q

p q

G G

G

Θ Θ
= − = −

Θ Θ −Θ

Θ
=

Θ −Θ

 (d.5) 

From the previous equations, it immediately follows that when the phase difference (Θp -Θq) is 
close to π the minimum gain required for triggering an oscillation grows to infinity. As a result, there 
won’t be any tuning capability for all the frequencies for which the phase difference of the individual 

loop gains   Gp
(rev)

 , Gq
(rev)

  gets close to  π. It could be shown that in the original schematic (derived 
directly from the distributed amplifier) Θ1, Θ2 are π out of phase, which prevents reaching the 
oscillation condition (d.1). By placing an additional transistor between the first and the second sections 
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(placed crosswise, such that its drain is connected to the drain of T1 and its gate is connected to the 
gate of T2) extra transconductance and appropriate phase rotation are provided, in order to ensure a 
total loop gain phase shift of 2π[skvor]. Moreover, it could be also proven that only one additional 
transistor suffices for having a continuous tuning across the band [ω1, ωN], since for (Θp -Θq)<< π for p, 
q>2. In fact, from the formulas for the phases of the reverse loop gains of the p-th and q-th sections: 
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 (d.6) 

where β(ω) represent the phase contribution of the a constant k section (T or Π form). Then, assuming 
an upper bound for the difference ∆Θ(p,q) of π, the maximum  phase shift of a filter section in order to 
achieve oscillations when both the transistor Tp, Tq are active will be: 

 
2( )MAX
p q

π
β =

−
 (d.7) 

and its value is shown in the table below (Table D.1) in the case of a nine stage oscillator [ ] N=1,…,9 
for increasing values of (p-q).  

 
 
 

 

Table D1 

Moreover, when a single section (p) is active and the oscillator resonates at the frequency ωp the phase of the 
reverse loop gain Θp=2π, theore  

 
(2 1) ( ) 2

(2 1)

p

p

p

p

π β ω π

π
β
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⇒ =
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 (d.8) 

 

which represents the phase associated to the cascaded filter sections up to the p-th section βp. 

 

 
 
 

Table D2 
 
The previous table shows the variation of the phase shift across the different sections p=1,…,N. It is evident 
that major phase rotations occur in the first five sections. For example when turning on the first and the 
second stage, the phase contribution of the cascaded filter sections is between π and π/3, between the first 
and the second is between  π/3 and π/5 and so on. Since for N>5 the phase differences (βp -βq) are well 
below the critical phase shift βmax these devices can be omitted. The phase associated with the T5, is below the 
corresponding critical phase (π/8) so this can be retained and form a pair with T4; for the same reason 
transistors T1 ,  T3 are kept since when tuning adjacent stages (p-q=1, first column of table D.1) the critical 
phase difference for the constant k filter section (i.e. π/2) will never be reached, as can be immediately seen. 
However, when turning on the first section (T1), a phase rotation of π is needed, which clearly exceeds βmax . 

(p-q) 1 2 3 4 5 6 7 8 

βMAX π/2 π/4 π/6 π/8 π/10 π/12 π/14 π/16 

p 1 2 3 4 5 6 7 8 9 

βp π π/3 π/5 π/7 π/9 π/11 π/13 π/15 π/17 
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Theore comparing table (#) with table (#), when both the transistors T1 and T2 are active there exists a range 
of phase values for the which loop gain  π/2 <β < π in which is not possible to achieve continuous tuning in 
the frequency band [f2, f1]. This issue is solved by connecting an additional transistor between the first two 
sections (T12) , in order to provide the adequate phase rotation to fulfill the oscillation condition across all the 
tuning range []. The  transistor has to be placed crosswise, with its drain connected with T1’s drain and its 
gate connected with T2’s gate. By doing so, a minimum step of (p-q)= 1/2 is allowed when tuning adjacent 
stages, theore the table D1 gets transformed in the following 
 
 

Table D.3 
 
 
in which a maximum phase rotation (relative to the propagation constant of the k filter sections) of π is 
tolerated  when tuning among the neighboring sections T1, T12, T2, and a maximum shift of π/2 is permitted 
when tuning the last two stages T3 ,T4, which enables the oscillation condition across  all the tuning range. 
 

(p-q) ½ 1 2 3 4 5 6 7 8 

βMAX π π/2 π/4 π/6 π/8 π/10 π/12 π/14 π/16 
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APPENDIX E. RELATION AMONG PROBE AMPLITUDE (PEAK 
VOLTAGE) AND PROBE POWER (DELIVERED AT Z0 = 50 Ω) 

 
Often times it is required to specify the probe amplitude value A (expressed in volts)  for obtaining 
oscillations whose output power level at the fundamental should be P (expressed in dBm). This occurs: 

• when initializing the probe amplitude, in a single frequency HB simulation (analysis); 

• when designing an oscillator  whose output power needs to be specified (synthesis); 

• when using the probe as a driving generator for studying the injection-locking 

In this case a simple conversion formula exists between the probe amplitude A and its power P. Assuming 
the probe impedance is Z0, by definition of power P in dBm: 

 

0

2

0 0 1mW
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=
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 (e.1) 

as the power relative to P0= 1mW. The inverse relationship reads: 
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10

0 0(V) 10
P

rmsA Z P= ⋅  (e.2) 

which rewritten in terms of the peak voltage A: 

 
(dBm)
10

0 0(V) 2 10
P

A Z P= ⋅  

Now if we assume Z0=50 Ω and P0= 1mW, (2 Z0 P0) = 0.1 (V2) leading to the simple formula 

 

(dBm) 1(dBm) 1
10 210(V) 0.1 10 10

PP

A
 − ⋅ 
 = ⋅ =  (e.3) 

which relates the probe amplitude value to the power delivered at its port across a fifty-ohm load. 
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