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Abstract

Microscopic plankton thriving in the sunlit upper ocean play a key role in the biogeochemical functioning of the biosphere. The production and subsequent emission of volatile compounds is one of the numerous ways by which they participate in the cycling of elements and influence the Earth’s climate. Dimethylsulfide (DMS), produced by enzymatic decomposition of the algal intracellular compound dimethylsulfoniopropionate (DMSP), is the more abundant organic volatile in the upper ocean. Its global emission amounts ca. 28 Tg S per year, and represents the main biogenic source of sulfur to the troposphere and about 30% of the total S emission (anthropogenic, biogenic and volcanic). Atmospheric oxidation of DMS contributes to atmospheric acidity, and is believed to promote the formation and growth of aerosols. Furthermore, DMS-derived sulfate aerosols have been suggested to cool the climate by reducing the amount of shortwave solar radiation reaching the Earth’s surface by scattering solar radiation and, more important, by acting as cloud condensation nuclei. The ‘CLAW’ hypothesis postulates that, if oceanic DMS emission was in turn stimulated by solar radiation, a regulatory feedback mechanism could operate between marine plankton and the radiative budget over the oceans.

However, the relationship between DMS emission and solar radiation is not straightforward, since a number of biochemical and photochemical transformations come into action from the moment DMSP is synthesized by phytoplankton until DMS is emitted. These transformations are intimately linked to the physical environment, the ecological setting and the microbial interactions, rendering the picture of dimethylated sulfur cycling a lot more complicated. Surprisingly, though, the seasonal cycle of seawater DMS concentration seems to follow that of solar radiation in the majority of oceanic regions, regardless their productivity regimes. This characteristic feature of oceanic DMS, while broadly accepted, is not yet well understood. The premise of this thesis is that, to understand this emerging pattern, we need to understand what regulates the DMS production and consumption processes and
their balance (that is, DMS budgets). To this end, we have studied the response of biotic and abiotic DMS cycling to solar radiation by means of incubation experiments. At another level, we have studied the response of ecosystem DMS budgets to different radiation climates, and from polar to subtropical areas. Since the depth of the upper mixed layer regulates the amount and spectral composition of the ‘light’ seen by the cells and molecules, our studies have been backed by a careful characterization of underwater radiation fields and vertical mixing dynamics.

Our results show that solar radiation has a stimulating effect on gross DMS production. Moreover, the stimulation is more effective at shorter and more energetic wavelengths, particularly in the ultraviolet (UV) region. Among the potential explanations, direct DMS production and/or increased DMSP release by UV-stressed phytoplankton is the most plausible mechanism, and fits with the putative antioxidant function of DMS and its metabolites. In such stress conditions, the role of bacterial metabolism and microzooplankton grazing on DMS production seems to be secondary. At the ecosystem level, we have shown that vertical mixing-mediated solar exposure regulates whether DMS is preferentially oxidized by bacteria or by photochemical reactions. The outcome of this competition between DMS sinks is that total DMS loss rate constants vary little across oceanic biomes. As a result, the seasonal and also the short-term variability in DMS concentrations respond mainly to gross DMS production. The stress response occurs at different temporal scales: seasonally, through the succession of microbial communities towards stronger DMSP producers and higher DMS yields in summer stratified waters; and across day-night cycles, where short-term radiative stress modulates DMSP to DMS conversion yields. The thesis is closed by a literature meta-analysis, which places our results among the existing literature, and improves our current understanding of the distinct DMS(P) cycling regimes and their links with the ecological geography of the sea.
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Introduction

0.1 Climate, biogeochemical fluxes and feedbacks

Solar radiation drives the dynamics of the fluid envelopes of our planet and supplies the external energy required to sustain the biosphere (Margalef, 1997). The latitudinal gradient in solar heating, influenced by the Earth’s rotation and constrained by the continental masses, produces the planetary-scale patterns of coupled oceanic and atmospheric circulation as a response seeking to restore physical equilibrium (Mann and Lazier, 2006). The ensuing geophysical fluxes of heat, freshwater and momentum conform what we know as the climate system. The way solar radiation is transmitted, reflected or absorbed by the atmosphere, water bodies and land -the Earth’s radiative budget-, has a profound influence on the climate system.

The appearance of life on Earth revolutionized the fluxes of materials among the gaseous, aquatic, and solid compartments of the planet, due to the evolution of enzymes capable of accelerating the kinetics of chemical reactions by several orders of magnitude (Schlesinger, 1997). This resulted in a highly active circulation of the elements that form living tissues or that participate in biochemical reactions, what we call the biogeochemical cycles. Microbial activity modified the chemical composition of the outer covers of the planet and drove them away from thermodynamic equilibrium by means of sustained energy dissipation (Lovelock and Margulis, 1974). The most prominent example is found in the chemical composition of the atmosphere, which became oxidant when photosynthetic cyanobacteria started releasing molecular oxygen. In turn, the availability of oxygen was key to the posterior evolution of more complex eukaryotic and metazoan organisms that further influenced the conditions on the Earth’s surface.

The climate system is characterized by its pulsating nature, which occurs at different timescales: day-night cycles, seasonal cycles, decadal or centennial oscillations, all the way up to to the millennial changes in solar forcing that cause glacial-interglacial cycles. Biological
activity, from organisms to ecosystems, couples to these fluctuations and can act to dampen or amplify them. This can cause the conditions on the Earth’s surface to oscillate around a stable state or, occasionally, to shift to a different state. A timely example of a positive or self-accelerating feedback is the greenhouse effect produced by anthropogenic CO$_2$ release, and the multiple side-effects and feedbacks it generates (IPCC, 2007). On the other hand, feedback mechanisms can also tend to restore the original conditions, being then called negative or self-regulating feedbacks. The Gaia theory (Lovelock, 1995) goes a step further and postulates that the entire biosphere (the entity formed by the Earth’s biota and the atmosphere, oceans, sediments, soils and crustal rocks) forms a self-regulating system that keeps the planet in an habitable state.

In the original Gaia hypothesis, the homeostasis of the biosphere was achieved mainly by regulating the composition of the atmosphere (Lovelock and Margulis, 1974). In 1987, Charlson et al. proposed that a negative feedback could operate between the emission of the gas dimethylsulfide (DMS) by marine plankton and its effects on the Earth’s radiative budget, through the formation of aerosols and clouds. This hypothesis, known as CLAW after the author’s initials, became an emblematic Gaian mechanism that boosted research on both its marine and atmospheric sides. This thesis is largely based on its legacy.

0.2 Microbes in motion: pelagic ocean biogeochemistry

Oceanic currents do not only carry heat and salt, but also an endless list of inorganic and organic compounds and a myriad of microorganisms. Despite being small-sized and relatively diluted, the fact that the oceans cover more than two thirds of the planet grants planktonic microorganisms a globally important role. For example, marine phytoplankton account for about half of the global annual carbon (C) fixation into biomass -net primary production (Field et al., 1998). The regional and seasonal distribution of phytoplankton depends on the supply of nutrients by turbulent vertical mixing to the sunlit upper layers. It can be said that hydrodynamics drive pelagic productivity and plankton biogeography, a feature that was soon recognized by early oceanographers (Sverdrup et al., 1942; Longhurst, 2007) (Fig. 1). Along with primary producers, bacterioplankton, zooplankton, and virioplankton complete this somewhat sketchy picture of pelagic food webs, which are globally responsible for at least half of the biospheric respiration, transforming organic carbon back into energy, water and CO$_2$ (del Giorgio and Duarte, 2002). The pelagic ecosystem leaves a deep imprint on the biogeochemical
Figure 1: **Hydrodynamics drive phytoplankton productivity** - (A) Patterns of primary production in the Pacific and Atlantic oceans in July 2006, calculated from remotely-sensed chlorophyll (SeaWIFS) with the algorithm of Behrenfeld and Falkowski (1997); (B) spatial sea surface temperature anomaly; from Kolber (2007).
processing of elements other than carbon, like the major constituents of living biomass (N, P, and S, plus H and O), the elements forming the mineral shells of some organisms (Si, Ca Mg and Sr), and micronutrients like Fe and other trace metals.

The upper mixed layer (UML) of the ocean is the scenario for energy and matter exchanges between the atmosphere, the deep ocean, and the continents (Fig. 2). Many of these processes are mediated to a variable extent by microorganisms and, very often, they are promoted or affected by sunlight. Photosynthesis-derived organic matter that escapes from being utilized in the UML sinks to the dark mesopelagic waters, where it is remineralized to inorganic nutrients that will eventually return to the surface. Dissolved organic matter carried by continental runoff is microbially and photochemically processed in the UML, being finally mineralized or transformed into recalcitrant molecules and transported to the deep ocean. Inorganic gases (CO₂, O₂, N₂, N₂O) but also organic volatiles (DMS, isoprene, acetone, methanol, organohalogens, and a long list) are exchanged across the sea-air interface before or after being utilized or produced by microorganisms (Simó, 2011). A variety of particles are also actively exchanged across this interface: bubble burst ejects droplets that contain sea salt, hydrophobic organic compounds, entire cells, detrital particles, and colloidal material (Leck, 2005; Orellana et al., 2011). Continental air masses can carry onto the ocean surface pollution-derived compounds as well as dust rich in Fe, which is the element that limits primary production in vast areas of the ocean (Boyd et al., 2007). In turn, trace metals suffer UV-catalyzed redox reactions that modify their bioavailability (or toxicity). The depth of the UML, together with underwater light attenuation, determine the average radiation field seen by the cells and materials and thus many of the processes listed above.

The role of microorganisms in biogeochemical models has been traditionally represented by rate constants in bulk equations. Emerging molecular tools are now allowing to open the black box of microbial diversity and function. However, the revolution brought by the different ‘-omics’, and the overwhelming amount of information associated, is far from being implementable into biogeochemical models (Doney et al., 2004; Gasol et al., 2008). In the field of phytoplankton ecology, though, our knowledge of fundamental processes, rooted in earlier works (Margalef, 1978; Chisholm, 1992; Reynolds, 1994), is starting to yield sensible predictions of the organism’s biogeography and functional diversity (Le Quéré et al., 2005; Follows et al., 2007). Bridging the gap between genotypes, phenotypes, ecological interactions, and actual biogeochemical rates, as modulated by environmental forcing, is one of the most exciting tasks ahead for
0.3 Vertical mixing, radiation climate, and microbial activities in the upper ocean

0.3.1 Vertical mixing in the upper ocean

Planetary boundary layers are turbulent layers that form at the interface between the ocean and the seafloor, the atmosphere and emerged land, and at both sides of the ocean-atmosphere interface. Their thickness is defined by the maximum vertical penetration of boundary layer eddies. Differently said, eddy diffusivity and the rate of kinetic energy dissipation are much higher within such layers than in the fluid interior (Large et al., 1994). The depth of the oceanic UML reflects the balance between stabilizing and destabilizing forcing, mainly of atmospheric origin. Stabilizing forcing results from turbulence dissipation and positive buoyancy fluxes (heat...
or freshwater gains), whereas destabilizing forcing results from wind stirring (shear stress) and negative buoyancy fluxes (heat or freshwater losses). Other processes that affect UML dynamics by causing shear instability are breaking internal waves, tides, fronts, and bottom roughness.

Wind shear stress ($\tau$), or the rate of momentum transport at the air-water interface, is usually parameterized as the product of air density ($\rho_a$), a drag coefficient ($C_{10}$), and the squared wind velocity ($U_{10}$), the latter two normalized to 10 m above sea level:

$$\tau = \rho_a C_{10} U_{10}^2$$  \hspace{1cm} (1)

where the product $C_{10} U_{10}^2$ is named the friction velocity ($U^*$). The net buoyancy flux ($B_{net}$) results from the balance between the heat flux ($B_{heat}$) and the salinity flux, the latter determined by the balance between precipitation ($P$) and evaporation ($E$) rates:

$$B_{net} = B_{heat} + B_{precip} - B_{evap}$$  \hspace{1cm} (2)

or

$$B_{net} = \alpha (C_p \rho_w)^{-1} Q_{net} + \beta S_0 (P - E)$$  \hspace{1cm} (3)

where $\alpha$ and $\beta$ are the thermal and haline coefficients of expansion of water, $C_p$ is the heat capacity, $\rho_w$ is the density of seawater, $S_0$ is the reference surface salinity, and $Q_{net}$ is the net radiative flux (Anderson et al., 1996). In turn, the net radiative flux depends on a number of processes (Fig. 3):

$$Q_{net} = Q_{SW} + Q_{LW} + Q_{S} - Q_{L} + Q_{V}$$  \hspace{1cm} (4)

where $Q_{SW}$ is the shortwave energy flux (absorbed irradiance), $Q_{LW}$ is the net flux of longwave (infrared) radiation from the sea, $Q_{S}$ is the sensible heat flux out of the sea due to conduction, $Q_{L}$ is the latent heat carried away by evaporated water, and $Q_{V}$ is the heat advected by currents.

Depending on the relative strength of wind shear and buoyancy fluxes, mixing will be mostly driven by wind stirring or by convection. Although average global wind fields are quite predictable, local wind forcing will depend on the passage of atmospheric fronts, on wind-current interactions at the ocean’s surface and, in small marine basins, on local conditions, adding an important stochasticity in wind forcing. Instead, the radiative flux is rather predictable from the daily cycle of solar irradiance. During the day, absorption of shortwave radiation heats
surface water to the point that mixing is frequently suppressed. At night, the sea surface is cooled by radiative losses in form of infrared radiation and sensible and latent heat. When surface waters become denser than the water below the water column becomes unstably stratified, triggering convective overturning (Fig. 4). Physical measurements of turbulence in the UML have shown that mixing is a rather intermittent phenomenon (Brainerd and Gregg, 1995; Piera, 2001; DAsaro, 2002). Most of the time, turbulence in the UML may be at lower (background) levels. This means that, even when uniform vertical profiles of temperature, salinity, density or other properties are observed, the homogeneous layer needs not be undergoing active mixing.

Different definitions of mixed layer may be useful depending on which time frame is more relevant to the processes under study. It is common to distinguish between the actively mixing layer (the ‘depth horizon that is being mixed at present’), and the mixed layer (defined as the ‘deepest penetration of surface mixing during a given time frame’) (Fig. 4). In practice, though, it is difficult to identify an actively mixing layer (if any) from conventional temperature-salinity CTD profiles (Brainerd and Gregg, 1995). The distinction between mixing and mixed layers,
Figure 4: Diurnal cycles of vertical mixing - Schematic of the time vs. depth distribution of floats released at various times during a diel cycle of nocturnal mixing and diurnal stratification in the Labrador Sea. Since the floats have near-neutral buoyancy, their trajectories track the turbulent movement of water parcels within the mixing layer, resembling the possible trajectories of non-motile plankton; from Neale et al. (2003), after unpublished data by D’Asaro and Dairiki).

and the different time scales they have associated, will be relevant when discussing the effects of mixing on photobiological and photochemical processes.

The depth of the mixed layer changes seasonally in conjunction with solar irradiance and meteorological forcing (Fig. 5), and shapes the seasonal cycles of pelagic productivity (Longhurst, 1995). Below the seasonal mixed layer there is a permanent pycnocline which, depending mainly on the latitude, will be salinity- or temperature-stratified: “because low-latitude oceans gain heat while high-latitude oceans lose heat, and because water inexorably evaporates in warm regions and condenses in cold, the upper layers of subtropical seas are permanently stratified mainly by temperature, while the upper layers of high-latitude seas (and the equatorial belt) are permanently stratified mainly by salinity” (Carmack, 2007). These modes of permanent stratification shape climate processes like sea-ice formation (which cannot occur in
0.3 Vertical mixing, radiation climate, and microbial activities in the upper ocean

Figure 5: **Global mixed layer depth climatology** - Mean monthly values of the MLD in the global ocean for the months of February and August; modified from de Boyer Montégut (2004).

thermally-stratified oceans) or ocean ventilation by deep convection (which cannot occur in salinity-stratified oceans) and, in consequence, affect plankton biogeography.

### 0.3.2 What governs underwater light extinction?

The radiation climate in the surface layer of the ocean depends on atmospheric radiative transfer, reflection and refraction at the air-water interface, and underwater radiative transfer, all of which are tightly dependent on the solar elevation with respect to the ocean’s surface. The solar spectrum is well described by that of a black body emitting at 5000 K, with a peak at around 500 nm, and extends between 250 and 3000 nm (Fig. 3). At the top of the atmosphere, the energy reaching a surface perpendicular to the radial direction from the sun is approximately 1394 W m\(^{-2}\). For practical purposes, the solar spectrum is divided in three major regions that are associated to different processes: ultraviolet (UV, 200-400 nm), visible (VIS, 400-700 nm; named *photosynthetically available radiation* -PAR- by the photosynthesis research community), and infrared (IR, >700 nm), sorted from more to less energetic. In the stratosphere, the most energetic UV (UVC, 200-280 nm) and the shortwave portion of UVB (280-320 nm) are absorbed by photochemical reactions in the ozone layer, so that only radiation with wavelengths longer
than 300 normally reaches the Earth’s surface. Since shorter wavelengths suffer proportionally more molecular (Rayleigh) scattering, they have a bigger chance of being absorbed before completely crossing the atmosphere. For this reason, solar radiation is enriched in the shortwave fraction at high solar elevations (that is, small zenith angles). In the IR, significant atmospheric absorption occurs at different bands due to water vapor and other ‘greenhouse’ gases like CO$_2$ (with smaller contributions of methane and nitrous oxide). The overall effect of all these processes is that solar radiation is relatively enriched in the VIS region after crossing the atmosphere (Fig. 3). Cloudiness is another important factor affecting the intensity and spectral distribution of solar energy. Although clouds generally cause an overall decrease in radiation intensity, different types of clouds with different geometries and microphysical properties can cause a relative enrichment in UV wavelengths, or even enhance sea-level irradiance (Bordewijk et al., 1995; Calbó et al., 2005).

At the water surface, the amount of photons being reflected increases sharply from about 2% with a vertical sun to almost 100% at low solar elevations, according to Fresnel’s law. At intermediate to low solar elevations, sea-surface roughness acts to decrease reflectance (Kirk, 1994). According to Snell’s law of diffraction, the angle of the solar ‘beam’ becomes more vertical after crossing the air-water interface. Once in a water body “there are only two things that can happen to photons: they can be absorbed or they can be scattered” (Kirk, 1994). Absorption and scattering of photons can be described by relatively simple physical laws (like the Lambert-Beer law of absorption), and are therefore called the inherent optical properties (IOPs), which depend solely on the optical properties of seawater and the concentration of dissolved, colloidal and particulate constituents it carries. The IOPs include the absorption coefficient and, since scattering is a tridimensional process, the volume scattering functions (from which the scattering coefficient is derived). On the other hand, due to the tridimensional nature of light fields, knowing the IOPs is not enough for determining the photon flux received at a point from each direction of the space. The apparent optical properties (AOPs) are those describing the light field in a statistical manner; for example, the radiance reflectance ($R$), which describes the fraction of radiation being reflected in one direction of the space, or the mean radiance cosine ($\mu$), which describes the mean angular distribution of photons.

Different variables can be used to describe the underwater photon flux: the radiance ($L$) is the photon flux in a direction of the space (through an infinitesimal solid angle). Integration of radiance over all directions about a point yields scalar irradiance ($E_o$), which has units of photon flux per surface area. Scalar irradiance gives equal weight to photons coming from all
directions of space and, in consequence, is the variable of interest for modeling photochemical processes, including photosynthesis. When the integration is done over the upper or lower hemisphere, it yields downwelling or upwelling scalar irradiance, respectively. Furthermore, irradiance is often expressed as the photon flux received on a flat surface, which is called cosine irradiance ($E_d$, if downwelling). Unlike scalar irradiance, $E_d$ gives a different weight to the photons depending on their direction with respect to the plane. The average cosine of the light field ($\mu$) is the parameter relating cosine and scalar irradiance (Kirk, 1994).

Depending on the wavelength considered and the amount of attenuating components, the downwards penetration of solar radiation can vary between few centimeters and down to 200 m. The attenuation coefficient of downwelling irradiance ($K_d$) is the variable that describes the vertical extinction of irradiance, which approximately follows an exponential decay:

$$K_d = \frac{d(\ln(E_{d,z}))}{dz}$$

where $z$ is depth and $E_{d,z}$ is downwelling irradiance at depth $z$. Although $K_d$ is a property of the light field (Kirk, 1994) it bears a direct relationship with the total attenuation coefficient, which is an IOP (Gordon, 2008). The total attenuation coefficient ($c$) is the sum of absorption coefficients ($a$) and the backwards component of scattering (backscattering ($b_b$): $c = a + b_b$. The absorbing components include pure water ($a_w$); colored (or chromophoric) dissolved organic matter -CDOM ($a_{CDOM}$); and particles. Particulate absorption is frequently split in two components: phytoplankton pigments ($a_{phy}$) and detritus ($a_{det}$). Scattering is caused by particles ($b_{s,p}$) and by water itself ($b_{s,w}$). Absorption and scattering generally have a strong spectral dependence: photons of different wavelengths will be preferentially absorbed by different molecules, and scattered by particles of different size and geometry (Fig. 6).

The relative importance of radiation attenuation by algal particles, non-algal particles and CDOM has led scientists to develop optical classifications of oceanic waters. A first classification with several categories was proposed by Jerlov (1976). However, the simpler classification with two categories proposed by Morel and Prieur (1977) is the more widely used at present. This classification roughly distinguishes between oceanic and continentally-affected waters, respectively named case 1 and case 2. Waters with continental influence have a proportionally higher content of CDOM and non-algal particles while, in oceanic waters, attenuation is dominated by algal particles and their pigments. These classifications are largely based on the visible domain because, when they appeared, precise underwater UV measurements suffered from technological
Figure 6: **Absorption of solar radiation in the ocean** - Spectral absorption coefficients: absorption due to water, colored dissolved organic matter (CDOM), particles (mainly phytoplankton), and the sum of them. The $a_{\text{CDOM}}$ and $a_{\text{particles}}$ spectra are real data from the Mediterranean in late summer (September 2011, SUMMER I cruise, provided by G. Pérez). Relevant processes promoted by each radiation band are shown in the lower bar together with the absorption peaks of some algal pigments.

Limitations. Besides, the visible region is more relevant than the UV for remote sensing applications. Other classifications including the UV region, where absorption by CDOM generally prevails, might be useful regarding biogeochemical processes promoted by UVR.

### 0.3.3 Importance of light exposure and mixing regimes for microbial plankton activity

The microorganisms thriving in the surface ocean have evolved in a sunlit environment, and have developed adaptations to make the most out of light and its changing availability. The most extensively studied process among those mediated by light is photosynthesis. In marine and freshwater phytoplankton, the tradeoffs between cell size and morphology, growth rates, and light and nutrient acquisition strategies have led to different evolutionary solutions, which are intimately connected to ecological niches defined by vertical mixing (Margalef, 1978; Litchman and Klausmeier, 2008). But solar radiation is used as a resource by organisms other than
phytoplankton. Good examples are the photoheterotrophic metabolisms of bacteria that possess proteorhodopsin (Béjà et al., 2000; Gómez-Consarnau et al., 2007) or bacteriochlorophyll (Kolber et al., 2000; Hojerová et al., 2011). As knowledge progresses, the frontiers between auto- and heterotrophic metabolisms are blurring. For example, it has been known for a long time that many phytoplankton are not strict photoautotrophs: some are actually mixotrophs (that prey on other phytoplankton or bacteria; (Bird and Kalff, 1986; Unrein et al., 2007) or display photohereotrophic activity (they take up organic molecules to supplement their diet; (Hellebust and Lewin, 1972)). For organisms that do not use light as a primary resource, it still constitutes a key environmental cue that regulates their physiology and behavior (Bell-Pedersen et al., 2005).

Exposure to high PAR irradiance generally co-occurs with exposure to more energetic UV wavelengths. UVB radiation is strongly absorbed by nucleic acids, thereby causing direct damage to organisms through mutation and by interfering with replication and transcription (Vincent and Neale, 2000). UVB and UVA (320-400 nm) absorption by pigments and certain protein sites results in a chain of reactions that produce short-lived oxygen radicals and longer-lived hydrogen peroxide (H$_2$O$_2$). These molecules are collectively named reactive oxygen species (ROS) because they can cause indirect oxidative damage to proteins and lipids. Damage to proteins will severely impair some cellular functions (like photosynthesis), while damage to lipids will ‘compromise’ cell membranes, that is, make them ‘leaky’ and thus unable to regulate cell-environment exchanges. The strategies evolved by organisms to cope with radiative stress caused by elevated PAR and UVR include behavioral avoidance, physiological protection, repair, and acclimation (Roy, 2000). Among plankton, avoidance through vertical migration is only possible in motile organisms that are big enough to overcome the viscous force of water, like some zooplankton and dinoflagellates. By means of circadian clocks (Bell-Pedersen et al., 2005), the organisms can anticipate radiative stress and conduct sensitive functions like cell division at night, in what can be seen as a more passive kind of avoidance. In the end, though, microbial plankton have to rely on protection and repair mechanisms.

Photoprotection can be achieved by means of antioxidant enzymes like catalase, superoxide dismutase, or ascorbate peroxidase; sunscreen compounds like mycosporine-like aminoacids (Garcia-Pichel, 1994; Sinha et al., 2007); and ROS-scavenging compounds like ascorbic acid, glutathione, tocopherol, carotenoids (that also participate in photosynthesis and in excess energy dissipation processes like the xanthonophyll cycle) (Lesser, 2006), or dimethylsulfonylpropionate plus its metabolites (Sunda et al., 2002). Sunscreens and some ROS scavengers can be acquired
through the diet by organisms that cannot synthesize them de novo (Tartarotti et al., 2001; Lesser, 2006). Repair mechanisms involve the replacement of damaged molecules (proteins and lipids) and the fixture of damaged nucleic acids. Interestingly, DNA repair by the enzyme photolyase uses radiation in the UVA range (photoenzymatic repair; Li et al., 2010). While some repair processes may preferentially take place at night, in some cases a constant (even immediate) turnover of some molecules is required: this is the case of the D1 protein in the photosystem II, which has to be replaced so that photosynthesis can proceed (Neale and Kieber, 2000).

The relationship between plankton physiological performance and solar radiation is a matter of timescales: it is to be expected that characteristic response times of microbial plankton match the temporal variability of light exposure. In fact, bio-optical properties of phytoplankton can be used as tracers of mixing dynamics (Estrada, 1996; Dusenberry et al., 1999). Short-term light fluctuations elicit fast and reversible reactions. A more continued exposure may bring about permanent physiological changes like up-regulation of antioxidants and repair mechanisms, i.e., photoacclimation. In some cases, the damage can be too harsh to be repaired, triggering programmed cell death and also unregulated cell necrosis (Bidle and Falkowski, 2004). In summary, ‘light’ history seems to be important in determining the response of microorganisms to subsequent exposure. Although UV tolerance is generally assumed to increase after exposure to non-lethal PAR and UVR (Roy, 2000), the response can sometimes be counterintuitive (Murik and Kaplan, 2009). All these organismic responses regarding cell performance and viability will have their translation into population dynamics, interspecific interactions, and biogeochemical processes.

Turbulent mixing in the UML causes that microbial plankton (and dissolved material) experience variable radiation fields, both in intensity and spectrum, as they are carried up and down in the water column. The layer where photochemical processes are fastest and where UVR-induced damage prevails over repair processes is called the photoactive layer, and its limit is frequently defined by the depth of 10% UVB penetration. Depending on underwater light attenuation (spectral $K_d$’s), the mixed layer depth (MLD), and the mixing rates, the cells will spend more or less time in the photoactive layer with respect to the time spent in UV protected layers where recovery can occur. The overall effect of the exposure on biogeochemical rates (like primary production or bacterial production) integrated in the UML will depend on the dynamic balance between photoinhibition and recovery (Neale et al., 2003). It is also important to bear in mind that thresholds for the onset of irreversible damage may exist, further
complicating the study of microbial activity under dynamic exposure to radiation. Despite the numerous complications, the dynamic nature of light exposure is an important aspect of upper ocean biogeochemistry and should not be overlooked.

Figure 7: The CLAW hypothesis as proposed by Charlson et al. (1987) - “The rectangles are measurable quantities, and the ovals are the processes linking the quantities. The sign of the oval indicates the effect of a positive of the quantity in the preceding rectangle on that in the succeeding rectangle. The most uncertain link in the loop is the effect of cloud albedo on DMS emission; its sign would have to be positive in order to regulate the climate”.
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0.4 Dimethylated sulfur cycling in the ocean: more than climate feedbacks

0.4.1 The CLAW hypothesis

Dimethylsulfide (DMS, CH$_3$S-CH$_3$) is a biogenic trace gas produced by the enzymatic breakdown of its algal precursor dimethylsulfoniopropionate (DMSP) by microbial food webs (Simó, 2001; Yoch, 2002; Stefels et al., 2007). The concentration of DMS dissolved in seawater (generally 0.5-10 nmol L$^{-1}$) is about one order of magnitude smaller than that of its precursor DMSP (roughly 5-100 nmol L$^{-1}$). Still, its concentration is one to two orders of magnitude above that of most trace gases in the upper ocean (Liss, 2007; Simó, 2011) (Fig. 8). In the early 70’s the environmental importance of DMS was realized for the first time, when Lovelock et al. (1972) gathered evidence that oceanic DMS emission and its subsequent transport and deposition on land could balance the sulfate deficiency of the continents due to runoff. Until then it had been believed that hydrogen sulfide (H$_2$S), which is highly unstable in oxygenated waters, accounted for most of the (insufficient) flux of S to the atmosphere and the continents (Fig. 7).

As a result of Lovelock et al. findings, marine and atmospheric DMS biogeochemistry gained interest as a research subject and more data were collected, which resulted in the release of the CLAW hypothesis (Charlson et al., 1987). In the original CLAW, atmospheric oxidation of ocean-emitted DMS would promote the formation of new particles -sulfate aerosols- in the marine troposphere. These aerosols would not only scatter sunlight, but further enhance the formation of cloud condensation nuclei. This would result in more, brighter, and longer-lived clouds in the oceanic troposphere, due to the higher concentration of cloud droplets of smaller size. The increase in cloud albedo would in turn diminish the irradiance reaching the oceans’ surface. If, in turn, DMS production by plankton was a function of irradiance or sea surface temperature, a negative feedback loop would be established: an increase in DMS emission would increase the planetary albedo, which would act to decrease DMS emission, decreasing the albedo again. This groundbreaking hypothesis caused a burst in all aspects of DMS research, rendering the DMS(P) cycling scheme a lot more complicated (Fig. 9). Below, we will briefly review some of developments occurred on the marine side of the story.

0.4.2 Lost from complexity

The complexity in the marine dimethylated sulfur cycle begins with the synthesis of DMSP [([CH$_3$)$_2$S$^+$-CH$_3$-CH$_3$-COO$^-$]). Chemically, DMSP is a zwitterionic tertiary sulfonium com-
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Figure 8: **Global sulfur emissions by latitude bands** - Anthropogenic includes biomass burning; biogenic includes marine and terrestrial, and 90% of it corresponds to marine DMS; from Bates et al. (1992).

DMSP is not only appreciated by its algal producers, which can invest in DMSP as much as > 30% of their cellular C (Berdalet et al., 2011) and > 90% of their cellular S (Matrai and Keller, 1994). Bacteria acquire it by osmotrophic uptake (Kiene et al., 1998) and protozoan grazers mainly through the diet (Saló et al., 2009). It is not surprising that DMSP exuded by healthy algal cells, or released upon grazing, viral lysis, or phytoplankton cell death acts as a strong chemoattractant for these heterotrophic organisms (Seymour et al., 2010). Phytoplankton that are moderate DMSP producers seem to save some of the energy required to reduce sulfate by taking up dissolved DMSP, which seems to remain untransformed in their cytosol (Saló...
et al., 2009; Spielmeyer et al., 2011). Interestingly again, it seems that the same membrane transport system works for DMSP and glycine betaine uptake (Kiene et al., 1998; Vila-Costa et al., 2006b). Another interesting facet of DMSP ecology is its apparently important role in photosymbiotic interactions, like those in corals (Broadbent and Jones, 2004; Van Alstyne et al., 2006), flatworms (van Bergeijk et al., 2002) and the planktonic protists Acantharia (Decelle et al., 2012), which might be related to its antioxidant function.

Some DMSP-producing phytoplankton can enzymatically cleave DMSP to DMS and acrylate, either intracellularly or extracellularly (Stefels and Dijkhuizen, 1996). In some species, DMSP and its cleaving enzymes appear to be spatially segregated, so that cell disruption is a condition for DMS production (Wolfe and Steinke, 1996). The fact that not all DMSP producers can cleave it, and the variable location of the enzymes and their activity, make DMSP cleavage an enigmatic cellular function (Stefels, 2000; Simó, 2001; Sunda et al., 2002). The picture is not simple either regarding bacterial DMSP metabolism. A major portion of bacterially consumed DMSP enters the central sulfur metabolism through the demethylation pathway (dmd metabolism; Howard et al., 2006). After a few metabolic steps (Reisch et al., 2011) the sulfur moiety is converted to methanethiol and, finally, can be incorporated into proteins as methionine or cysteine, while the C3 moiety may finally enter the tricarboxylic acid cycle (Krebs cycle). A minor portion of the DMSP consumed by bacteria is cleaved by extra- or intracellular enzymes (ddd metabolism; Yoch et al., 1997), and thus produces DMS. This process can occur through at least two biochemical pathways (Todd et al., 2007), and be carried out by at least 6 different enzymes (Curson et al., 2011) present in variable number, location and specific activity in different strains. In the end, it seems that DMS produced by algal or bacterial enzymes is just a byproduct of the more central DMSP metabolism.

Once in seawater, the fate of most DMS is being photooxidized or utilized by bacteria (Simó, 2004). Only a minor fraction is vented to the atmosphere where, at high concentrations, it can serve as a foraging cue for some birds and mammals (Cunningham et al., 2008; Nevitt, 2008) before being oxidized and causing accretion of sulfate aerosols. Although the function of bacterial DMS utilization is still debated, it seems that its oxidation, presumably catalyzed by a monooxygenase, may generally supply a small energetic surplus rather than being used as S or C source (Vila-Costa et al., 2006a; Schäfer, 2007; Hatton et al., 2012). DMS photolysis in the water column is a photosensitized process, meaning that DMS does not absorb light but reacts with the radicals (Brimblecombe and Shooter, 1986) produced upon light (UVR) absorption by CDOM and nitrate. Similarly, DMS can also be oxidized by ROS inside algal cells before
diffusing across the cell membrane (Sunda et al., 2002). Dimethylsulfoxide (DMSO) appears to be the major end product of the different DMS oxidation pathways, and accumulates at notable concentrations inside algal cells (Simó et al., 1998; Lee and de Mora, 1999; Simó and Vila-Costa, 2006; Hatton and Wilson, 2007) and dissolved in seawater. The widespread capability of bacteria to reduce DMSO back to DMS (Hatton et al., 2004) has led to speculations about its potential pivotal role both as a sink and source of DMS (Spiese et al., 2009). However, until DMSO reductase activity was recently reported in Antarctic waters (Asher et al., 2011), it had
never been observed in the pelagic environment. From this section, it is easy to conclude that
dimethylated sulfur cycling by microbial plankton is a multifaceted problem, which requires it
being tackled from different sides.

0.4.3 Emergent properties

It is a common goal of ecology to find regularities emerging from the (usually tangled) network
of interactions between the organisms and the environment. In the case of dimethylated sulfur
cycling, the analysis of global scale patterns has yielded valuable insights, which owe a lot
to the creation of a global surface seawater DMS database (Kettle et al., 1999), maintained at
NOAA/PMEL (http://saga.pmel.noaa.gov/dms/) and in continuous expansion. In the monthly
1°x1° Kettle climatology no significant correlation was found between sea surface DMS and
physical and variables like sea surface temperature, salinity, nutrients, or chlorophyll. Yet,
subsequent works tried to find shortcuts for predicting DMS from the different combinations of
biogeochemical or physical parameters, with different underlying hypotheses and also different
success (reviewed by Belviso et al. (2004)). Recently, the DMS climatology was updated by
Lana et al. (2012) (Fig. 10).

There is one feature of DMS variability which has remained difficult to capture by most
algorithms and prognostic models (Le Clainche et al., 2010): the seasonal decoupling between
DMS and plankton biomass (i.e. chlorophyll) at low latitudes, showing its maximum intensity
at the cores of most anticyclonic subtropical gyres (named the ‘summer DMS paradox’ by
Simó and Pedrós-Alió (1999b). A line of evidence showing an inverse relationship between
DMS concentrations and MLD in oligotrophic regions (Simó and Pedrós-Alió, 1999a; Simó and
Dachs, 2002) produced the first algorithm capable of capturing the summer paradox. The work
of Toole and Siegel (2004) went a step further in conceptualizing oceanic DMS cycling regimes,
and introduced the distinction between the stress regime (occurring in summer paradox regions)
and the bloom regime, occurring at high latitudes where DMS and chlorophyll covary. More
recently, Vallina and Simó (2007) found a linear relationship between the daily solar radiation
dose (SRD) in the UML and DMS concentrations on regional and monthly bases, effectively
synthesizing with a single indicator the interplay between mixing and light at different latitudes.
Such relationship had been hinted by Bates et al. (1987) with the few data available 25 years
ago, and has been further revisited by Lana et al. (2012). Nevertheless, the clear emergent
relationship between sunlight (plus its derived effect: stratification) and DMS cycling is not yet
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underpinned by a solid mechanistic understanding. This hampers the progress of prognostic
DMS models, which ultimately rely on experimental data.

Figure 10: Global DMS climatology: the seasonal beat - Monthly average concentrations (nmol L\(^{-1}\)) at
the ocean’s surface in the summer solstice of both hemispheres. The ‘summer intensification’ occurs from
subtropical to polar latitudes regardless their productivity regimes; modified from Lana et al. (2011).
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Aims and outline of the thesis

In this thesis, the response of dimethylated sulfur cycling to environmental forcing has been addressed at the ecosystem level by combining knowledge generated in the areas of microbial ecology, photochemistry and photobiology, underwater optics, and the physics of vertical mixing. The thesis contains six chapters that are organized around the following aims:

1. **Identify distinct DMS cycling regimes in the coastal and open ocean, as modulated by vertical mixing and underwater optics, microbial plankton community succession, and seasonal to daily meteorological forcing.** Chapters 1, 5 and 6.

2. **Investigate the effect of solar radiation on community gross DMS production and explore its photobiological bases.** Chapters 2, 3 and 4.

The results presented in the first five chapters have been obtained by the author and by other members of the research group, in the framework of five oceanographic cruises in polar and subtropical oceans and two seasonal sampling programs in the coastal Mediterranean. These chapters are structured as scientific papers, which can result in some reiteration but allows them being read as independent pieces. Chapter 6 is both a literature meta-analysis and the general discussion of the thesis, where the results of the previous chapters are analyzed in a wider context. A brief introduction of each chapter and the hypotheses (in bold) that were tested is presented below.
Chapter 1: *Occurrence and cycling of dimethylated sulfur compounds in the Arctic during summer receding of the ice edge.* Marginal ice zones provide the environment where phytoplankters like colonial *Phaeocystis* can bloom. Currently, global warming is changing the extent and seasonality of this ecosystem at an accelerated pace. Here we hypothesize that **the shallow stratification induced by sea-ice melt is the key factor modulating DMS production-consumption budgets.** Besides improving the understanding of a particular bloom regime ecosystem, this study became the seed for the following three chapters, after observing that DMS budgets were apparently unbalanced when biological processes were measured in dark incubations. This work is based on the ATOS I Arctic cruise that took place during July 2007, a record ice melt summer.

Chapter 2. *Stimulation of gross dimethylsulfide (DMS) production by solar radiation.* Previous research had shown that gross DMS production is enhanced in summer stratified conditions, largely driven by succession towards DMS(P) producing phytoplankton. In this work we test the hypothesis that **direct solar exposure stimulates gross DMS production,** which until present has been routinely measured in dark incubations. The hypothesis is tested in contrasting oceanic settings, from the coastal Mediterranean to the subtropical gyre of the southern Indian ocean.

Chapter 3. *Sunlight-stimulated gross dimethylsulfide (DMS) production: Interactive effects of spectral irradiance, the microbial community and its light history.* After observing that gross DMS production is stimulated by sunlight, we test the hypothesis that **the intensity and spectral composition of solar radiation modulates gross DMS production.** This requires a careful characterization of the radiation field experienced by the samples, both before and during the experimental exposure. The response to a spectral irradiance gradient is better understood if the composition and activity of the microbial plankton community are assessed simultaneously.

Chapter 4. *Differential response of planktonic primary production, bacterial production, and dimethylsulfide production to vertically-moving and static incubations in UV-transparent summer stratified waters.* Going a step further, we compare the response of gross DMS production, plus microbial autotrophic and heterotrophic activities, to static and dynamic light exposure. The underlying hypothesis is that **vertical mixing can change the balance between UVR-induced damage and the repair processes that counteract it, thereby altering C and S cycling rates.**
Chapter 5. *Diel patterns of oceanic dimethylsulfide (DMS) cycling: microbial and physical drivers.* In this chapter we return to the ecosystem-level study of DMS budgets. We resolve the sub-daily variability in DMS cycling, with the hypothesis that sunlight modulates biotic and abiotic DMS sources and sinks and this leads to observable diel patterns of DMS cycling. Such modulation can occur either directly or through the indirect effects of stratification. This time we focus on the stress regime, exemplified by the Sargasso and Mediterranean seas in summer, with the counterpoint of the coastal Mediterranean in late winter.

Chapter 6. *General discussion: A meta-analysis of oceanic DMS(P) cycling.* Twenty-five years after the CLAW hypothesis was put forward, the number of process studies and their spatial and temporal coverage may be sufficient to conduct a meta-analysis. We will try to find regularities in DMS(P) cycling across oceanic biomes, and to refine our current representation of DMS(P) cycling regimes, integrating the findings reported in the previous chapters.
Chapter 1

Occurrence and cycling of dimethylated sulfur compounds in the Arctic during summer receding of the ice edge

Abstract

The distribution and cycling of dimethylsulfide (DMS), dimethylsuloniopropionate (DMSP) and dimethylsulfoxide (DMSO) were studied in the Greenland Sea and Arctic Ocean during July 2007. The concentration of these compounds was analyzed in vertical profiles of the top 100 m of the water column, with special emphasis on the subsurface (1 m) and the immediate subsurface waters (0.1 m). Seawater incubations were conducted in order to measure the rates of biological DMS cycling, as well as DMS photolysis rates. DMS ventilation rates were calculated from the hourly meteorological time series. Moderate concentrations of DMS (0.1 to 18.3 nM), DMSP (1.4 to 163.6 nM) and DMSO (9.0 to 84.7 nM) were found, considering that elevated biomasses of the haptophyte *Phaeocystis pouchetii* dominated in the study area. The overall situation was characterized by a tight coupling of biological DMS production and consumption, and a fast biological turnover of DMS (0.5 to 4 days). Bacterial consumption was the dominant sink for DMS, accounting for 9–73% of its loss in the upper mixed layer (UML). However, the shallow stratification encountered (mixed layer depth between 1.5 and 11 m) enhanced DMS photolysis, which accounted for 12–65% of the total DMS loss and, at some stations, became the dominant sink. DMS production followed phytoplankton biomass (and DMSP concentration) in surface waters, while bacterial DMS consumption was controlled by the depth of the UML (presumably through exposure to solar radiation). Ice melt drove surface stratification, regulating the entrainment of cells and materials into the upper layer from the more productive waters below, and eventually the fraction of DMS escaping to the atmosphere.
1.1 Introduction

Dimethylsulfide (DMS) is the most abundant volatile sulfur compound in the surface ocean, and represents the major natural source of reduced sulfur to the global troposphere (Andreae and Crutzen, 1997). DMS is mainly produced by the enzymatic cleavage of its biological precursor dimethylsulfoniopropionate (DMSP), an abundant and widespread intracellular compound found in marine microalgae (Keller, 1989) and in other halophytic plants.

Research on DMS was first stimulated by the realization that this gas could account for the ‘missing’ flux of sulfur from the oceans to the atmosphere that closes the budget of this essential element at the global scale (Lovelock et al., 1972), and was further encouraged when its involvement in a climatic regulatory feedback was proposed (Charlson et al., 1987). The latter authors hypothesized that the oxidation of DMS in the atmosphere would modify the albedo of clouds through the development of cloud condensation nuclei, thus altering the radiative budget over the oceans. If, in turn, DMS production by the marine microbiota was dependent on sea surface irradiance or temperature, the loop would be closed, establishing a negative plankton-climate feedback.

Since this hypothesis was postulated, our knowledge of the marine cycle of DMS and DMSP has rapidly increased, either from the physiological, ecological or the biogeochemical point of view. Several physiological functions have been proposed for DMSP: osmoregulator and cryoprotectant (Malin and Kirst, 1997; Welsh, 2000), methyl donor in metabolic reactions (Kiene et al., 1999), overflow mechanism for excess reducing power under conditions of unbalanced growth (Stefels, 2000), and the initial compound in a cascade of oxidations (involving its breakdown products DMS, acrylate, dimethylsulfoxide (DMSO) and methane sulfonic acid) that would prevent oxidative stress in cells (Sunda et al., 2002). Moreover, DMSP plays a critical role in marine microbial food webs, both as a chemical signal (Wolfe, 2000; Zimmer-Faust et al., 1996), and as the main carrier of reduced S and a significant carrier of C within and among trophic levels (Kiene et al., 2000; Simó and Dachs, 2002).

DMSP production by phytoplankton displays a large variability, both across taxonomic groups (Keller, 1989) and within taxa depending on environmental conditions (Stefels et al., 2007). The cleavage of DMSP to DMS can proceed through different enzymatic pathways in the microbial food web, generally referred to as ‘DMSP lyases’. These are found in some algal and bacterial taxa, and can be intra- or extracellular (Stefels and Dijkhuizen, 1996; Yoch et al., 1997). DMSP release to the dissolved phase, eventually promoting DMS production,
takes place upon grazing, viral lysis and phytoplankton autolysis (Simó, 2001). However, a competing, non DMS-producing pathway for DMSP degradation ubiquitously exists, by which bacteria demethylate DMSP and eventually assimilate its sulfur (Kiene et al., 2000; Howard et al., 2006). The widespread uptake of DMSP by marine phytoplankton (Vila-Costa et al., 2006b) further complicates the picture.

Once in seawater, DMS has three dominant fates: ventilation to the atmosphere, photooxidation, and microbial (bacterial) consumption, which usually represents its major sink (Simó, 2004). In the latter two processes dissolved dimethylsulfoxide (DMSO) is one of the products (del Valle et al., 2007; Kieber et al., 1996). Phytoplankton can also produce and release DMSO (Simó et al., 1998), but its possible physiological roles remain uncertain, although functions similar to those of DMSP have been proposed (Lee and de Mora, 1999; Sunda et al., 2002). In summary, DMSO is a major pool of organic sulfur in the ocean (Hatton et al., 2004; Simó and Vila-Costa, 2006), and its pivotal role in dimethylated sulfur cycling is progressively being unveiled.

Due to the complexity and number of interactions explained above, fully mechanistic models often fail to predict seawater DMS concentrations (Simó and Dachs, 2002). Comprehensive field studies, therefore, are of great importance as they provide further gains in understanding as well as the grounds against which hypotheses, laboratory results and model outputs can be validated. In the context of climate change, studies on the biogeochemical functioning and air-sea interactions of marine ecosystems already undergoing visible changes are very relevant, especially if existing data for the area under study are relatively scarce. The Arctic Ocean is predicted to be among the areas most affected by the ongoing climate change (IPCC, 2007; Johannessen et al., 2004; Moritz et al., 2002). In addition, in the late summer of 2007 the lowest ice extent was observed since the start of satellite records in 1979 (Stroeve et al., 2008). The aim of our study is to provide a better understanding of the distribution and cycling of dimethylated sulfur compounds in open-ocean and ice-margin waters during the Arctic ice melt, and the processes controlling the fraction of biologically produced DMS that ends up in the atmosphere.
1.2 Methods

1.2.1 Sample collection and CTD profiles

During the ATOS1 Arctic cruise, carried out in July 2007, a total of 49 stations were occupied, of which 17 were sampled for dimethylated sulfur compounds. Deck board incubation experiments were conducted in 8 of these. Most stations were located NW of the Svalbard archipelago, between 80° N – 81° N and 5°E – 20° E, except for the initial stations that covered the transect from the north of Iceland to NW Svalbard, across the East Greenland Current (EGC) and the Fram Strait.

Samples for DMS(P,O) profiles were collected every morning at 8 am from 5 depths in the top 200 m of the water column, using Niskin bottles attached to a CTD rosette (Seabird SBE 911). Silicone tubing was used to fill 120 ml glass vials to the top (without head space), allowing some overflow and taking care to avoid bubbling. An additional Niskin bottle was deployed to sample at 1 m depth. At some stations, an extra sample from 0.1 m depth was taken from a Zodiac inflatable boat by pumping seawater through acid-cleaned Teflon tubing to a 0.25 L Teflon bottle. All bottles were cleaned with hydrochloric acid before the cruise started, and from then on they were rinsed several times with MQ water after each use, and with sample seawater before they were filled.

At 4 stations in the Fram Strait area, DMSP and DMSO were also analyzed in sea ice samples obtained with a coring device (Mark III, Kovacs Enterprise Inc.). Only the top and bottom 20 cm of the ice cores (which were 1 m long and 7.25 cm in diameter) were used after melting overnight in acid-washed Teflon (PFA) bags at room temperature. The ice melt water was sampled with a syringe from the Teflon bags and analyzed like seawater samples.

In addition to temperature, conductivity (salinity) and pressure (depth), the variables measured in CTD profiles included fluorescence of chlorophyll \( a \), beam attenuation \( (c_p) \) at 660 nm (a proxy for total biogenic particle mass, i.e. particulate organic carbon) and turbidity. Vertical profiles were binned and averaged in 1 m intervals. Density \( \sigma_t \) was calculated from temperature and salinity with the built-in algorithm of the Ocean Data View software. The mixed layer depth (MLD) was defined as the maximum depth before a step in density bigger than 0.02 kg m\(^{-4}\) was encountered. At all stations (except Stn. 1), shipborne CTD profiles of the uppermost water column were checked against the more reliable temperature and salinity profiles obtained from the zodiac boat, which covered the 3 upper meters of the water column.
Both fluorescence and extracted Chl \textit{a} are poor indicators of algal biomass, for they are affected by photoadaptation and nutrient stress (Behrenfeld and Boss, 2003). Consequently, we chose beam attenuation (\(c_p\)) as our reference variable for planktonic microbial biomass. Even though \(c_p\) also accounts for heterotrophic bacterial biomass (Oubelkheir et al., 2005), the proportion of autotrophic biomass is expected to increase as we move towards eutrophic conditions (Gasol et al., 1997) and will probably dominate during strong phytoplankton bloom conditions.

1.2.2 Analysis of sulfur compounds

Dimethylated sulfur compounds were analyzed by purging, cryotrapping and sulfur-specific gas chromatography followed by flame photometry (Simó et al., 1996). The detection limit was ca. 3 pmol S. To analyze DMS, 3-5 ml of seawater were gently filtered through a GF/F syringe filter and immediately sparged in a crimp glass vial. A larger volume of sample (40 ml) was stored in crimp glass vials, where two pellets (45 mg each) of NaOH were added. DMS was analyzed within 1 h after collection. Total DMSP (DMSPt) was analyzed the following day, except for a few samples that were run on land within 2 months after the cruise had finished. Total DMSO (DMSOt) was analyzed within a few months in the same vials, after purging with \(N_2\) the DMS evolved from alkaline DMSP cleavage. DMSO was measured as DMS after reduction by NaBH\(_4\), added in its cobalt-doped form to skip the neutralization step (Simó and Vila-Costa, 2006). All samples were analyzed in duplicate, and the median coefficient of variation between replicates was 5.2, 6.3 and 3.5\% for DMS, DMSPt and DMSOt respectively.

The attempts made to measure dissolved DMSP (DMSPd) by the small-volume gravity drip filtration method (Kiene and Slezak, 2006) repeatedly failed, due to the presence of the colony-forming haptophyte \textit{Phaeocystis}. The colonies and even the solitary cells of this small flagellate easily break down upon filtration, releasing the intracellular content (Schoemann et al., 2005). For this same reason, a prefiltering step through a 50 \(\mu\)m mesh was carefully applied when filling the vials destined for DMS analysis. This step prevents artifacts in the measurement of DMS, caused by the elevated concentrations of DMSP and DMSP lyases in solution.
### 1.2 Methods

Water masses are defined as Atlantic Water (AW, West Svalbard Current), Polar Surface Water (PSW) and PSW with highest or more recent ice influence (PSWi). Temperature, salinity, $\sigma_t$, and $c_p$ are UML averages, practically equivalent to surface values. Irradiance and wind speed are the average for the 24 h prior to sampling. The asterisk (*) denotes stations where sea ice was close to the ship during sampling (up to 60% ice cover). Sulfur data available: Is = surface water (i.e., incubation); Id = fluorescence maximum incubation; P = complete profile; p = profile with less than 6 depths; photo = photochemistry; surface = surface DMS, DMSP, and DMSP measured.

<table>
<thead>
<tr>
<th>Station</th>
<th>Date</th>
<th>Latitude</th>
<th>Longitude</th>
<th>Water Mass</th>
<th>$T$</th>
<th>$\sigma_t$</th>
<th>$c_p$</th>
<th>$E_u$</th>
<th>Wind speed</th>
<th>$S$ data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Jul 2007</td>
<td>(N) (E)</td>
<td></td>
<td></td>
<td>(°C)</td>
<td>(kg m$^{-3}$)</td>
<td>(m$^{-1}$)</td>
<td>(m$^{-1}$)</td>
<td>(m$^{-1}$)</td>
<td>(W m$^{-2}$)</td>
</tr>
<tr>
<td>1</td>
<td>7/1</td>
<td>68.23</td>
<td>-19.30</td>
<td>PSW</td>
<td>2.4</td>
<td>32.7</td>
<td>25.9</td>
<td>6</td>
<td>0.11</td>
<td>NA</td>
</tr>
<tr>
<td>2</td>
<td>7/2</td>
<td>70.83</td>
<td>-17.03</td>
<td>PSW</td>
<td>2.0</td>
<td>31.7</td>
<td>25.3</td>
<td>6</td>
<td>0.11</td>
<td>0.36</td>
</tr>
<tr>
<td>3</td>
<td>7/3</td>
<td>72.57</td>
<td>-12.39</td>
<td>PSW</td>
<td>2.3</td>
<td>31.8</td>
<td>25.4</td>
<td>6</td>
<td>0.11</td>
<td>0.28</td>
</tr>
<tr>
<td>5</td>
<td>7/5</td>
<td>77.23</td>
<td>-1.39</td>
<td>PSW</td>
<td>2.7</td>
<td>33.8</td>
<td>26.9</td>
<td>6</td>
<td>0.29</td>
<td>0.33</td>
</tr>
<tr>
<td>9</td>
<td>7/7</td>
<td>79.30</td>
<td>2.58</td>
<td>AW*</td>
<td>2.6</td>
<td>33.7</td>
<td>26.9</td>
<td>5</td>
<td>0.24</td>
<td>0.78</td>
</tr>
<tr>
<td>12</td>
<td>7/8</td>
<td>79.30</td>
<td>7.29</td>
<td>PSW</td>
<td>1.4</td>
<td>32.8</td>
<td>26.2</td>
<td>3</td>
<td>0.20</td>
<td>0.57</td>
</tr>
<tr>
<td>18</td>
<td>7/10</td>
<td>80.29</td>
<td>6.53</td>
<td>PSW*</td>
<td>1.5</td>
<td>33.6</td>
<td>25.9</td>
<td>7</td>
<td>0.11</td>
<td>0.79</td>
</tr>
<tr>
<td>19</td>
<td>7/11</td>
<td>80.29</td>
<td>13.35</td>
<td>PSW</td>
<td>0.1</td>
<td>32.3</td>
<td>25.9</td>
<td>5</td>
<td>0.17</td>
<td>0.52</td>
</tr>
<tr>
<td>20</td>
<td>7/12</td>
<td>80.29</td>
<td>6.53</td>
<td>PSW*</td>
<td>0.1</td>
<td>32.3</td>
<td>25.9</td>
<td>5</td>
<td>0.17</td>
<td>0.61</td>
</tr>
<tr>
<td>23</td>
<td>7/13</td>
<td>80.29</td>
<td>6.53</td>
<td>PSW*</td>
<td>0.1</td>
<td>32.3</td>
<td>25.9</td>
<td>5</td>
<td>0.17</td>
<td>0.61</td>
</tr>
<tr>
<td>26</td>
<td>7/14</td>
<td>80.29</td>
<td>6.53</td>
<td>PSW*</td>
<td>0.1</td>
<td>32.3</td>
<td>25.9</td>
<td>5</td>
<td>0.17</td>
<td>0.61</td>
</tr>
<tr>
<td>29</td>
<td>7/15</td>
<td>80.29</td>
<td>6.53</td>
<td>PSW*</td>
<td>0.1</td>
<td>32.3</td>
<td>25.9</td>
<td>5</td>
<td>0.17</td>
<td>0.61</td>
</tr>
<tr>
<td>30</td>
<td>7/16</td>
<td>80.29</td>
<td>6.53</td>
<td>PSW*</td>
<td>0.1</td>
<td>32.3</td>
<td>25.9</td>
<td>5</td>
<td>0.17</td>
<td>0.61</td>
</tr>
<tr>
<td>33</td>
<td>7/17</td>
<td>80.29</td>
<td>6.53</td>
<td>PSW*</td>
<td>0.1</td>
<td>32.3</td>
<td>25.9</td>
<td>5</td>
<td>0.17</td>
<td>0.61</td>
</tr>
<tr>
<td>36</td>
<td>7/18</td>
<td>80.29</td>
<td>6.53</td>
<td>PSW*</td>
<td>0.1</td>
<td>32.3</td>
<td>25.9</td>
<td>5</td>
<td>0.17</td>
<td>0.61</td>
</tr>
<tr>
<td>39</td>
<td>7/19</td>
<td>80.29</td>
<td>6.53</td>
<td>PSW*</td>
<td>0.1</td>
<td>32.3</td>
<td>25.9</td>
<td>5</td>
<td>0.17</td>
<td>0.61</td>
</tr>
<tr>
<td>42</td>
<td>7/20</td>
<td>80.29</td>
<td>6.53</td>
<td>PSW*</td>
<td>0.1</td>
<td>32.3</td>
<td>25.9</td>
<td>5</td>
<td>0.17</td>
<td>0.61</td>
</tr>
<tr>
<td>43</td>
<td>7/21</td>
<td>80.29</td>
<td>6.53</td>
<td>PSW*</td>
<td>0.1</td>
<td>32.3</td>
<td>25.9</td>
<td>5</td>
<td>0.17</td>
<td>0.61</td>
</tr>
</tbody>
</table>
1.2.3 Biological process incubations

For the determination of gross DMS production by the whole microbial community and bacterial DMS consumption, water from 1 m depth and from the depth of the fluorescence maximum was incubated in the dark at the in situ surface temperature $\pm 1{^\circ}C$. For that purpose, amber glass bottles (2.9 L) were directly filled from the Niskin bottles. One unamended bottle was incubated as a control, along with a second bottle that was amended with ca. 250 nM of dimethyldisulfide (DMDS), an effective inhibitor of bacterial DMS consumption (Wolfe and Kiene, 1993a; Simó et al., 2000). The duration of the incubations was around 20 h, during which the inhibitory effect generally held. Otherwise, only the part of the incubation with a linear DMS accumulation was used for the calculations. The slope of the linear regression between DMS concentration and incubation time in the control bottles provided the net DMS production rate. The slope of the DMDS amended treatment yielded the rate of the community gross DMS production. The bacterial DMS consumption rate was obtained as the difference between gross and net DMS production rates. DMSP$_t$ was also monitored in the control incubations. At Stn. 42, surface seawater was also incubated in the light under the same irradiance as the photochemistry incubations using 2.3 L Teflon bottles (see Results, Dark versus light incubation).

1.2.4 DMS photolysis

1.2.4.1 Incubation setup

DMS photolysis rates were measured at stations 20, 26, 39 and 42 in either 75 ml quartz flasks or 250 ml Teflon bottles (Stn. 42) incubated on board. Seawater from 1 m depth was gravity filtered through GF/F, and then syringe filtered through 0.2 µm Nylon membranes. DMS was added to concentrations of 20–70 nM in order to ensure that photooxidation of DMS was detectable within incubation times, and the water was transferred to the bottles leaving no head space. Duplicate light and dark bottles (the latter wrapped in aluminum foil) were kept for 7 – 12 h in a bath with running seawater from the ship’s underway intake, while solar radiation and bath temperature were recorded continuously. The incubation tank was covered with a neutral screen that attenuated 52% of the solar radiation in the ultraviolet (UV) and in the photosynthetically active radiation (PAR) regions.
1.2.4.2 Rate constant calculation

The photolysis rate constant ($k_{\text{photo}}$, d$^{-1}$) was calculated assuming a pseudo first-order kinetics (Brimblecombe and Shooter, 1986; Kieber et al., 1996; Brugger et al., 1998; Hatton, 2002). Concentrations from duplicate bottles were averaged, and final concentrations in the light were corrected for any changes happened in the dark. The natural logarithms of initial and final DMS concentrations were plotted against time after dark correction, and the slope was taken as the $k_{\text{photo}}$. A correction factor was applied at Stn. 42 to account for the slightly lower transmittance of Teflon bottles in the UV range compared to quartz.

1.2.4.3 CDOM measurements

Absorption spectra of chromophoric dissolved organic matter (CDOM) were measured in the GF/F filtrates used for DMS photolysis before and after the incubations. Spectrophotometric scans (280 to 800 nm) were performed in a 1 cm pathlength (r) quartz cuvette, and spectral absorption coefficients were calculated from spectral absorbance ($A_{\text{CDOM},\lambda}$) after subtracting the absorbance of MQ water, as $a_{\text{CDOM},\lambda} = 2.303A_{\text{CDOM},\lambda}r^{-1}$. Analysis of 0.2 µm filtrates showed minor differences with GF/F filtrates. The spectral slope of CDOM ($S_{300-400}$) was computed from the linear regression between the natural logarithm of $a_{\text{CDOM},\lambda}$ and wavelength, in the range 300 – 400 nm. In some samples, marked absorption peaks occurred around 330 nm, which were attributed to mycosporine-like aminoacids. In those occasions, the peaks were excluded from the linear regression.

1.2.5 Upper mixed layer-averaged solar radiation and optical calculations

1.2.5.1 Attenuation coefficients ($K_d$) and UML-averaged solar radiation

Diffuse attenuation coefficients for downward radiation ($k_d$) were calculated as the slope of the linear regression between the natural logarithm of downwelling irradiance and depth. Only the UML, or alternatively, a deeper and optically homogeneous surface layer, were used for $k_d$ calculation, so that the $R^2$ of the regression was above 0.98 at all stations considered. The minutely time series from the ship’s meteorological station was used to calculate the mean irradiance during the 24 h prior to sample collection. This value was converted to subsurface irradiance ($E_{d,o-}$) with a 10% surface reflectance applied, based on mean wind speed and solar zenith angle (Kirk, 1994), and then the average depth-integrated solar radiation in the UML was calculated following Vallina and Simó (2007).
A PAR-UV radiometer (Biospherical PUV 2500) was placed in the center of the incubation tank to keep a continuous record of the solar radiation reaching the samples. Downwelling cosine irradiance was measured at a frequency of 5 s$^{-1}$ in six bands in the UV region (centered at 305, 313, 320, 340, 380 and 395 nm) and one integrated band in the visible region (PAR). The mean spectral irradiance during the incubation was obtained for each UV band, and the total energy received in the UVB and UVA was computed as the integral of mean spectral irradiance over a given spectral interval and time.

The time series from the meteorological station of the ship was used to calculate the time-integrated total irradiance reaching the samples after successively crossing the neutral screen (52% attenuation) and the water surface (10% reflectance). The $K_{\text{photo}}$ obtained in bottle experiments were converted to in situ mixed layer photolysis rate constants ($k_{\text{photo, UML}}$) according to the following steps: first, a subsurface in situ rate constant was obtained as the product of the experimental $k_{\text{photo}}$ by the average in situ subsurface irradiance divided by the averaged incubation irradiance; second, a depth-averaged $k_{\text{photo, UML}}$ was calculated in the same manner as $E_d,\text{UML}$, but assuming that $k_{\text{photo}}$ decayed exponentially with the $K_d$ of 340 nm radiation. Our calculations indicated that 340 nm was the wavelength at which maximum DMS photolysis occurred in surface waters, according to the product of light absorption (CDOM spectra) by the apparent quantum yield of DMS photolysis obtained by Deal et al. (2005) in the Bering Sea.

### 1.2.6 Sea-air DMS flux

Hourly DMS fluxes were calculated using the subsurface DMS concentration (1 m depth, and 0.1 m depth when available) and the hourly wind speeds from the ship’s meteorological station, and were then averaged on a daily basis. The parameterization of Nightingale et al. (2000) was used to obtain $k_{\text{w,DMS}}$, the transfer or piston velocity of DMS (cm h$^{-1}$): $k_{\text{w,DMS}} = (5.88U_{10}^2 + 1.49U_{10})Sc^{-1/2}$, where $U_{10}$ = wind speed at 10 m height (m s$^{-1}$); $Sc$ = Schmidt number of DMS, calculated from the sea surface temperature according to Saltzman et al. (1993). Emission fluxes ($F_{\text{DMS}}$) were then obtained as the product of DMS in seawater ($C_w$, which drives the flux) and the transfer velocity: $F_{\text{DMS}} = 0.24k_{\text{w,DMS}}C_w$. Finally, ventilation rate constants in the UML ($k_{\text{vent,UML}}$) were obtained as the surface flux divided by DMS concentration and MLD.
1.2.7 Statistical analysis

1.2.7.1 Grouping of stations

Vertical profiles of CTD variables were used to construct a classification of the 17 stations where sulfur data were available. Briefly, profiles of each variable between 0 and 30 m were grouped using cluster analysis (cityblock, cutoff = 1). The resulting groups had characteristic depth profiles of the selected variable. This rendered as many different classifications as variables used. However, salinity and $c_p$ showed a strong agreement, and were therefore used as the defining criteria (see Results). The average profiles ($\pm$ SE) of representative CTD variables were calculated for each group (Fig. 1.1).

1.2.7.2 Vertical profiles

A correlation matrix (Pearson correlation) allowed the exploration of the relationships between sulfur compounds and biotic and abiotic parameters measured from CTD casts. In addition, stepwise regression was performed in order to find the most significant predictors for DMS, DMSPt and DMSO1. Stepwise regression was judged a convenient technique to prevent collinearity artifacts in the multiple regression, that is, artifacts caused by highly correlated variables within the predictor matrix. The initial model included no terms, and the entrance tolerance for additional terms was $p < 0.05$.

1.2.7.3 Surface distribution and biological cycling

Surface distribution of dimethylated sulfur compounds, planktonic biomass and related abiotic parameters, and biological sulfur cycling were explored by means of correlation analysis. Given the low number of data points available ($< 20$), the non-parametric Spearman correlation method was used.

1.3 Results

1.3.1 Oceanographic setting

1.3.1.1 Physical features

The transect from Iceland to the north of Svalbard archipelago is characterized by the interaction between warm and salty Atlantic Water (AW), which flows northwards forming the West Svalbard Current (WSC), and the southwards overflow of Arctic Water through the Fram Strait (between Svalbard and Greenland) and along the Greenland shelf, forming the East Greenland
Current (EGC; Rudels et al. (2005); Fig. 1.1A, B). In the Fram Strait and on the Yermak Plateau (NW of Svalbard) mixing between these water masses occurs, and recirculated AW is entrained into the EGC which, further south, progressively loses the low temperature and salinity characteristic of Polar Surface Water (PSW). In our cruise, the AW end member showed a temperature maximum of ca. 7 °C in the UML, while PSW had a temperature minimum of almost -1.8 °C at around 40 m depth (Fig. 1.1C). Sea surface temperature ranged from -1 to 7 °C. Salinity usually decreased from a value of 35 at 100 m to reach values between 31 and 35 at surface (Fig. 1.1D).

1.3.1.2 Classification of the stations

According to vertical profiles of salinity and its grouping with cluster analysis (see Methods), stations were divided in AW and PSW (Fig. 1.1, Table 1.1). Additionally, the latter group included a subgroup of stations that showed a stronger influence of ice melt, which will be referred to as PSWi. These groups showed distinct vertical profiles of physical variables, but also a distinct pattern of biomass distribution with depth. The cluster based on $c_p$ profiles was highly consistent with that based on salinity, with only 3 out of 17 stations misclassified. This means that, despite the spatial variability induced by ice melt and mixing between water masses, there was consistency between the physical setting and the timing and extent of the phytoplankton bloom. Schematically, it can be said that the bloom was triggered by ice melt-induced stratification of nutrient-rich AW as it moved northwards. The progressive input of meltwater pushed down the biomass maximum, which occurred deepest at those stations most influenced by ice (PSWi). Finally, the bloom progressively declined as nutrient-exhausted waters were recirculated south by the EGC.

1.3.1.3 Biological features

Elevated productivity and biomass were widespread features throughout the cruise. Compared to vertical profiles of either fluorescence or Chl $a$, $c_p$ profiles did not display such a sharp decrease in biomass towards the surface (Fig. 1.1E). Biomass at the $c_p$ maximum was around 1 m$^{-1}$ in AW and PSWi stations, which approximately corresponded to a chlorophyll $a$ concentration of 4 µg L$^{-1}$. Biomass in the UML was lower at PSW and PSWi stations (< 0.5 m$^{-1}$, chlorophyll < 1 µg L$^{-1}$) while it remained high (> 0.5 m$^{-1}$, chlorophyll > 1 µg L$^{-1}$) at those stations less influenced by ice (AW). Phytoplankton biomass was generally dominated by
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Figure 1.1: Biogeochemical setting in the East Greenland current and Fram Strait. Map of the stations where sulfur measurements were performed and synthesis of the oceanographic setting. (A) whole study area and main currents: EGC (East Greenland Current) and WSC (West Svalbard Current) with the approximate location of the sea ice edge (dashed line); (B) closer look to the Fram Strait Area. Note that non-sampled Stns. 27 and 47 are added as references of water mass end members. Red circles denote AW, dark blue squares PSW and light blue squares denote PSWi. Symbols in two colors represent those stations where classifications based on salinity (upper) and $c_p$ (lower) disagreed; (C) temperature and (D) salinity, with the end member stations in black; (E) diagram showing the occurrence of the deep fluorescence maximum on a well constrained isopycnal surface, and the complementary information given by $c_p$; (F) density, (G) density gradient and (H) $c_p$ for the aforementioned three groups. Vertical profiles are average ± SE.
the haptophyte *Phaeocystis pouchetii*, although dinoflagellates, diatoms and other nanoflagellates made significant contributions at some stations (Lasternas and Agustí, 2010). A highest proportion of heterotrophic biomass was found at EGC stations, supporting our view of the temporal-spatial progression of the bloom. *Phaeocystis pouchetii*, like its close relatives *P. globosa* and *P. antarctica*, is known for its ability to form quasi-monospecific blooms, and for the production of a mucilaginous polysaccharide matrix in which cells are embedded, forming large colonies (Schoemann et al., 2005). A relevant feature of bloom-forming *Phaeocystis* species is their elevated intracellular DMSP concentration (generally well above 100 mM) and DMSP lyase activity (Stefels and van Boekel, 1993; Stefels and Dijkhuizen, 1996), which can give rise to elevated concentrations of DMS and acrylate in seawater.

1.3.1.4 Radiation climate in the UML

As a result of ice thaw (together with light winds) a strong and shallow stratification of the surface water column was found during our cruise: the MLD ranged from 1.5 to 11 m (mean of 6 m). Due to the vertical distribution of microorganisms, the UML was more transparent than the waters beneath. The vertical diffuse attenuation coefficient for downwelling PAR ($K_d$) was on average 0.15 m$^{-1}$ (with values spanning between 0.11 - 0.29 m$^{-1}$). Light extinction in the UML was governed by biogenic materials, as demonstrated by the positive correlation between $K_d$ and $c_p$ ($R^2 = 0.59$, $p < 0.001$, $n = 17$). Consequently, the differences in surface biomass translated into different PAR and UV transparency between AW and PSW(i) (Table 1.1). Overcast and misty skies predominated in the beginning and the end of the cruise, so that a low mean surface irradiance of 180 W m$^{-2}$ was recorded (total solar spectrum). However, the combination of very shallow and moderately clear mixed layers with 24 h of continuous sunlight rendered notable daily UML averaged irradiances (mean 119, range 43 – 217 W m$^{-2}$). These values fall in the mid-upper range of values found in the world oceans (Vallina and Simo, 2007). According to the calculated vertical attenuation coefficients for downward irradiance, the UML was exposed, on average, to >10% and >1% of subsurface UVA and UVB radiation (respectively) in most stations.

1.3.2 Dimethylated sulfur concentrations

1.3.2.1 Vertical profiles

DMSPt concentrations in the study area closely followed phytoplankton biomass, generally peaking at the $c_p$ maximum (Fig. 1.2, and see Matrai et al. (2007)). In the upper 40 m of the
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water column (roughly, the euphotic zone) DMSPt was 65.5 ± 50 nM (average ± SD), with a maximum of 163 nM, and below that depth it was never above 15 nM. DMS concentrations had a vertical pattern different from that of its precursor compound. It generally decreased from the subsurface to the deepest waters analyzed (85 m), although at some stations a second DMS peak was found at the depth of the \( c_p \) maximum. In the euphotic zone, DMS was typically around 5.3 ± 4 nM, reaching up to 18.3 nM. Below 40 m depth, DMS concentrations rarely exceeded 1 nM. Despite varying in a narrower range than the preceding compounds, DMSOt also exhibited a clear vertical pattern, with a mean of 51 ± 13.6 nM in surface waters and down to 5 m depth, and 27 ± 10.5 nM below that depth. DMSOd accounted for 58 ± 8% of DMSOt in surface waters where it was measured (n = 9, data not shown). In the context of Phaeocystis blooms, the DMSPt and DMS concentrations we report fall in the mid-low range (Stefels et al., 2007). To our knowledge, no review exists on DMSO pools and dynamics during Phaeocystis blooms. Integrating vertically the concentrations in the euphotic zone, we obtain that DMSPt, DMSOt and DMS accounted for 67 ± 5%, 28 ± 5% and 5 ± 2% of the total dimethylated sulfur, respectively. Due to shallow mixing, only a minor fraction of the sulfur pools was in the UML: approximately 20% of DMS and DMSOt, and only 10% of DMSPt.

1.3.2.2 Surface concentrations and sea ice

The highest spatial variability for the three sulfur compounds was encountered in subsurface waters (0.1 and 1 m depth, Fig. 1.3). DMS concentrations spanned one order of magnitude (1.5 to 18.3 nM), and were slightly lower at 0.1 m (mean 5.3 nM) compared to 1 m (mean 6.3 nM). DMSPt concentrations had an even broader span (5.6 to 163.6 nM), but were not different at 1 m or 0.1 m (overall mean around 70 nM). DMSOt concentrations varied between 19 and 85 nM, with a mean of 51 nM and slightly more disperse values at 0.1 m. Consistent with the differences found in surface biomass between station types, surface DMSPt was clearly higher at AW stations (102.5 ± 31.3 nM) than those at PSW and PSWi (18.8 ± 6.8 nM). However, no significant differences were found for DMS and DMSOt between station types (Fig. 1.3).

DMSOt (range of 7.9 – 12.2 nM) but no DMSPt were found in snow and surface ice, which supports an atmospheric origin of DMSO (Andreae, 1980). At two stations, higher amounts of DMSPt and DMSOt were found in bottom ice, with maximum concentrations of 90 and 24 nM respectively. In this case, a biological origin was feasible, but the concentrations were very low compared to the \( \mu \text{M} \) levels reported by Levasseur et al. (1994), or the hundred nM levels reported by Bouillon et al. (2002). Our results indicate that sea ice was not a major source
of dimethylated sulfur in the region at that time of the year, and therefore they will not be discussed.

Figure 1.2: Vertical profiles showing distinct biomass and dimethylated sulfur distributions with depth - Stn. 1 (PSW, EGC; top panels), 9 and 20 (AW, Fram Strait area; middle and bottom panels). These stations are suggested to represent different stages of the bloom: early (9) middle (20) and late (1).
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Figure 1.3: Influence of stratification on surface DMS(P,O) concentrations - Surface water properties at all 17 stations and day of sampling (July 2007): (A) concentration of dimethylated sulfur compounds; and (B) ice-induced stratification, salinity and planktonic microbial biomass. All values correspond to 1 m depth except the $\sigma_t$ gradient (depth of the maximum gradient at the pycnocline).

1.3.3 Biological turnover of DMS

1.3.3.1 Production and consumption rates

DMDS amended incubations in all cases caused accumulation of DMS over that in non-amended incubations (Fig. 1.4). Gross DMS production rates at the surface (1 m) ranged between 1.4 nM d$^{-1}$ (Stn. 1) and 14.8 nM d$^{-1}$ (Stn. 42, Table 1.2). The stations belonging to the PSW group (EGC) showed the lowest gross production rates (<1.5 nM d$^{-1}$), while in strongly blooming waters and in the vicinity of the ice (AW and PSWi) gross production rates were higher (mean of 6.4 nM d$^{-1}$). At the fluorescence maximum, gross DMS production was also lowest at PSW stations (<1 nM d$^{-1}$) with an absolute minimum at Stn. 3 (0.4 nM d$^{-1}$). The maximum
was found at Stn. 12, with 12.7 nM d$^{-1}$. Bacterial DMS consumption at the surface had its minimum at Stn. 26 (0.37 nM d$^{-1}$) and its maximum at Stn. 42 (12.9 nM d$^{-1}$). At the fluorescence maximum, DMS consumption ranged between 0.8 nM d$^{-1}$ (Stn. 3) and 16.8 nM d$^{-1}$ (Stn. 20). No clear differences were found in DMS consumption between water masses and/or ice influence at either depth. The overall mean of bacterial DMS consumption in surface waters was 4.3 nM d$^{-1}$, slightly below the mean gross production of 5.5 nM d$^{-1}$ (Table 1.2). At the fluorescence maximum, conversely, DMS consumption was 7.4 nM d$^{-1}$, slightly above the mean gross production of 5.9 nM d$^{-1}$.

Figure 1.4: Measuring gross DMS production with the inhibitor technique - Examples of DMS evolution during biological process incubations at Stns. 20 and 26 (1 m depth).

1.3.3.2 Consumption and production rate constants

The rate constants ($k'$s) of the biological process incubations were calculated as the process rate (nM d$^{-1}$) divided by the initial DMS concentration (nM). The $K$s of gross DMS production ($K_{gp}$) in both surface and fluorescence maximum samples lay between 0.30 d$^{-1}$ (Stn. 3) and 2.2 d$^{-1}$ (Stn. 19 surface and Stn. 12 fluorescence maximum, Table 1.2). DMS consumption rate constants ($k_{BC}$) were in the same range, from 0.14 d$^{-1}$ (Stn. 26 surface) to 2.2 d$^{-1}$ (Stn. 19 surface). The mean rate constants in surface samples were 1.2 d$^{-1}$ for production and 0.9 d$^{-1}$ for bacterial consumption, while at the fluorescence maximum the mean $K$s were 1.3 and 1.7 d$^{-1}$ for production and consumption respectively (Table 2).
Table 1.2: Gross DMS production (GP) and biological DMS consumption (BC) rates for the UML (1 m) and fluorescence maximum samples, with the corresponding rate constants ($k_{gp}$ and $k_{bc}$). The standard error of the slope (or the propagated SE when required) is shown in parenthesis. *Determined from GP in the light and NP in the dark. Not included in the means

<table>
<thead>
<tr>
<th>Station</th>
<th>Sample depth (m)</th>
<th>GP rate (nM d$^{-1}$)</th>
<th>BC rate (nM d$^{-1}$)</th>
<th>$k_{gp}$ (d$^{-1}$)</th>
<th>$k_{bc}$ (d$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>UML (1 m depth)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1.4 (0.89)</td>
<td>2.9 (1.5)</td>
<td>0.32 (0.21)</td>
<td>0.70 (0.37)</td>
</tr>
<tr>
<td>3</td>
<td>1.5 (0.71)</td>
<td>1.3 (0.77)</td>
<td>0.30 (0.15)</td>
<td>0.26 (0.15)</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>6.8 (0.60)</td>
<td>6.6 (0.87)</td>
<td>0.80 (0.07)</td>
<td>0.78 (0.10)</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>6.9 (0.16)</td>
<td>1.6 (0.43)</td>
<td>1.9 (0.04)</td>
<td>0.45 (0.12)</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>2.6 (0.19)</td>
<td>2.5 (0.19)</td>
<td>2.2 (0.16)</td>
<td>2.2 (0.17)</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>7.6 (0.12)</td>
<td>6.1 (0.56)</td>
<td>1.8 (0.03)</td>
<td>1.5 (0.14)</td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>2.5 (0.22)</td>
<td>0.4 (0.31)</td>
<td>0.95 (0.08)</td>
<td>0.14 (0.12)</td>
<td></td>
</tr>
<tr>
<td>42</td>
<td>ND</td>
<td>17.1 (0.91)</td>
<td>ND</td>
<td>1.8 (0.10)</td>
<td></td>
</tr>
<tr>
<td>42 light</td>
<td>14.8 (0.50)</td>
<td>12.9 (0.84)</td>
<td>1.6 (0.05)</td>
<td>1.4 (0.09)</td>
<td></td>
</tr>
<tr>
<td><strong>Mean</strong></td>
<td>5.5</td>
<td>4.3</td>
<td>1.2</td>
<td>0.9</td>
<td></td>
</tr>
</tbody>
</table>

| Fluorescence maximum | | | | | |
| 1 | 34 | 0.62 (1.18) | 3.90 (1.92) | 0.3 (0.57) | 1.9 (0.93) |
| 3 | 25 | 0.41 (0.36) | 0.82 (0.46) | 0.27 (0.24) | 0.54 (0.31) |
| 9 | 15 | 5.2 (0.67) | 5.1 (1.6) | 1.8 (0.23) | 1.7 (0.57) |
| 12 | 9 | 12.7 (2.7) | 16.8 (2.8) | 2.3 (0.48) | 3.0 (0.50) |
| 20 | 25 | 10.6 (1.1) | 10.4 (1.3) | 1.7 (0.18) | 1.6 (0.20) |
| **Mean** | 5.9 | 7.4 | 1.3 | 1.7 |
1.3.3.3 Dark versus light incubation

At Stn. 42, dark and light incubations were performed with the same surface water sample, to investigate whether solar radiation affected biological production and consumption. Duplicate bottles were incubated with the following treatments: DMDS-light, control-light and control-dark. In incubations kept under the sunlight, DMS evolution was corrected using the photochemical rate constant obtained from parallel photochemistry incubations. Net biological DMS production in the light (1.9 nM d\(^{-1}\)) was clearly higher than in the dark (-2.3 nM d\(^{-1}\)), but the lack of dark DMDS incubations obscures the interpretation of these results (see Discussion).

1.3.4 DMS photolysis

The rate constants of DMS photolysis in photochemistry experiments ranged from 0.50 d\(^{-1}\) (Stn. 42) to 1.14 d\(^{-1}\) (Stn. 20), with a mean of 0.81 d\(^{-1}\). Once extrapolated to the whole UML, the photolysis rate constant (\(k_{\text{photo,UML}}\)) was on average 0.72 d\(^{-1}\), equivalent to a mean in situ photolysis rate of 3 nM d\(^{-1}\) (Table 1.3).

1.3.5 Sea-air DMS flux

1.3.5.1 Sea surface fluxes

DMS emission fluxes at the sea surface varied between 0.5 µmol m\(^{-2}\) d\(^{-1}\) (Stn. 19) and 22.5 µmol m\(^{-2}\) d\(^{-1}\) (Stn. 42), with a mean flux of 6.5 µmol m\(^{-2}\) d\(^{-1}\). Volumetric ventilation rates in the ML ranged from 0.07 nM d\(^{-1}\) (Stn. 19) to 2.77 nM d\(^{-1}\) (Stn. 36), averaging 1.12 nM d\(^{-1}\). The corresponding range of ventilation rate constants (\(k_{\text{vent,UML}}\)) was 0.056 – 0.69 d\(^{-1}\) (mean 0.23 d\(^{-1}\)).
Table 1.3: Integrated irradiance during deck board incubations, CDOM characteristics (absorption coefficient at 300 nm and spectral slope in the 300 – 400 nm range), and $K_{\text{photo}}$ obtained from the experiments and calculated for the entire UML. The sky was clear at Stn. 20 and 26 and heavily overcast at Stn. 39 and 42. Incubations generally started at 14:00 and ended between 21:00 and 02:00.

<table>
<thead>
<tr>
<th>Station</th>
<th>Experiment</th>
<th>UVB (kJ m$^{-2}$)</th>
<th>UVA (kJ m$^{-2}$)</th>
<th>PAR (mol photons m$^{-2}$)</th>
<th>$a_{CDOM,300}$ (m$^{-1}$)</th>
<th>$S_{300-400}$ (nm$^{-1}$)</th>
<th>$k_{\text{photo}}$ (d$^{-1}$)</th>
<th>$k_{\text{photo}}/\text{UVR}$ (m$^{-2}$ kJ$^{-1}$ d$^{-1}$)</th>
<th>$K_{d,340}$ (m$^{-1}$)</th>
<th>$k_{\text{photo, UML}}$ (d$^{-1}$)</th>
<th>Photo. rate (nM d$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td></td>
<td>5.0</td>
<td>160</td>
<td>6.9</td>
<td>0.94</td>
<td>0.010</td>
<td>1.14</td>
<td>0.007</td>
<td>0.40</td>
<td>1.05</td>
<td>4.43</td>
</tr>
<tr>
<td>26</td>
<td></td>
<td>5.6</td>
<td>200</td>
<td>8.7</td>
<td>0.38</td>
<td>0.023</td>
<td>0.69</td>
<td>0.003</td>
<td>0.44</td>
<td>1.04</td>
<td>2.6</td>
</tr>
<tr>
<td>39</td>
<td></td>
<td>1.8</td>
<td>59</td>
<td>2.3</td>
<td>0.43</td>
<td>0.026</td>
<td>0.93</td>
<td>0.015</td>
<td>0.35</td>
<td>0.55</td>
<td>3.01</td>
</tr>
<tr>
<td>42</td>
<td></td>
<td>2.6</td>
<td>85</td>
<td>3.2</td>
<td>0.58</td>
<td>0.014</td>
<td>0.5</td>
<td>0.006</td>
<td>0.29</td>
<td>0.23</td>
<td>1.85</td>
</tr>
</tbody>
</table>
1.4 Discussion

1.4.1 Factors controlling DMS(P,O) concentrations

1.4.1.1 Vertical profiles

The statistical analysis of dimethylated sulfur compounds concentration together with CTD variables revealed a different pattern for each of the compounds (Table 1.4). DMSPt was strongly correlated to indicators of algal biomass (especially to \(c_p\)) and negatively correlated with depth. The stepwise regression indicated that \(c_p\) was the only predictor worth including in the regression model, that is, with a slope significantly different from zero at the 0.05 level \((R^2 = 0.67, p < 10^{-7})\). Forcing the addition of the next most significant term in the model (fluorescence) increased the variance explained only to 70% \((R^2 = 0.70)\). The high predictability of DMSPt from \(c_p\) probably stemmed from the abundance of Phaeocystis pouchetii during our study.

Intracellular DMSP concentrations in Phaeocystis are roughly 10 to 100 times higher than in diatoms, and in the same order of magnitude than in dinoflagellates (Hatton and Wilson, 2007; Stefels et al., 2007). The dominance of Phaeocystis and the elevated DMSPt:Chl a during our cruise (38.6 nmol \(\mu g^{-1}\)), a value in the upper edge of those found in Phaeocystis blooms (Stefels et al., 2007), suggests that Phaeocystis was the dominant species in terms of its contribution to the DMSPt pool. Assuming that almost all DMSP was particulate (after Kiene and Slezak (2006), the DMSPt:cp ratio can be taken as a biomass-specific DMSP concentration, that is, a proxy for intracellular DMSP concentration. Even more, the evidence of low feeding rates on Phaeocystis by zooplankton, supported by field data from our cruise (Calbet et al., submitted) and reported in the literature (review by Nejstgaard et al. (2007)), suggests that most DMSP was algae-bound. In Fig. 1.2 it can be observed that the DMSPt:cp ratio had a vertical pattern somewhat different from that of DMSPt alone. Whether this distinct pattern resulted from differences in community composition or in physiological status with depth (and bloom phase) remains an open question.

In the case of DMS, only correlations with \(c_p\) and DMSPt (positive) and depth (negative) were significant individually. DMSPt was the only predictor accepted in the stepwise regression model \((R^2 = 0.42, p < 10^{-4})\), and forcing the addition of depth in the predictor matrix (the second most significant term) increased the explained variance only to 46%. Not surprisingly, DMS was less predictable than its precursor DMSP, due to the greater weight of physical forcing on its cycling (Simó and Pedrós-Alió, 1999c). DMS concentrations and, most important, the
1.4 Discussion

Table 1.4: Correlation table for oceanographic variables and sulfur compounds in vertical profiles. The values are Pearson correlations, and are marked in bold when \( p < 0.01 \). The maximum number of \( XY \) pairs available has been used in each variables combination. \( N \) is 61, 54 and 51 for DMS, DMSPt and DMSOt respectively.

<table>
<thead>
<tr>
<th></th>
<th>DMSOt</th>
<th>DMS</th>
<th>DMSPt</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depth</td>
<td>-0.65</td>
<td>-0.47</td>
<td>-0.40</td>
</tr>
<tr>
<td>Temperature</td>
<td>-0.25</td>
<td>0.19</td>
<td>0.24</td>
</tr>
<tr>
<td>Salinity</td>
<td>-0.71</td>
<td>-0.14</td>
<td>-0.04</td>
</tr>
<tr>
<td>( \sigma_t )</td>
<td>-0.76</td>
<td>-0.23</td>
<td>-0.13</td>
</tr>
<tr>
<td>( \sigma_t ) gradient</td>
<td>0.48</td>
<td>0.04</td>
<td>0.02</td>
</tr>
<tr>
<td>( O_2 )</td>
<td>-0.25</td>
<td>-0.09</td>
<td>-0.01</td>
</tr>
<tr>
<td>( c_p )</td>
<td>0.09</td>
<td>0.52</td>
<td>0.81</td>
</tr>
<tr>
<td>Fluorescence</td>
<td>-0.33</td>
<td>0.16</td>
<td>0.50</td>
</tr>
<tr>
<td>DMSPt</td>
<td>0.07</td>
<td>0.47</td>
<td></td>
</tr>
<tr>
<td>DMS</td>
<td>0.27</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

DMS:DMSPt ratio, were highest in surface waters (Fig. 1.2). This might indicate that, despite greater rates of DMS photoproduction and ventilation close to the surface, an elevated exposure to solar irradiance favored a more efficient conversion of DMSP to DMS by the microbial food web.

Compared to the other sulfur species, DMSOt concentrations were strongly related to abiotic parameters such as density (or salinity) and depth, and increased clearly towards the surface. Interestingly, water density (\( \sigma_t \)) was the only predictor admitted in the stepwise regression model (\( R^2 = 0.49, p < 10^{-3} \)). This means that this parameter did the best at summarizing the environmental conditions that led to DMSOt accumulation. Production of dissolved and particulate DMSO through light-mediated biotic and abiotic processes is relatively well documented. Those processes include (a) DMSO production due to DMS photochemistry (Hatton, 2002; Kieber et al., 1996) and algal DMSP and DMS oxidation (del del Valle et al., 2007; Hatton and Wilson, 2007; Simó et al., 1998; Sunda et al., 2002), and (b) bacterial DMS oxidation, with a tendency towards higher DMSOd yields in the UML, (where lower bacterial DMS consumption rates normally occur), and higher DMS carbon utilization and sulfate production in deeper waters (del Valle et al., 2007; Delvalle et al., 2009). In the stably stratified surface waters of the Arctic, lower water density implies a higher exposure to solar radiation in the mid or long term. In fact, a correlation existed between the strength of the stratification and DMSOt concentrations. Finally, DMSOt concentrations could be interpreted in terms of bloom phase,
with higher values being associated with late bloom stages: at Stn. 9, where a situation of early bloom was found, DMSOt concentrations integrated over the top 100 m were 40% lower than at Stn. 1 or 20.

1.4.1.2 Surface concentrations

The amount of DMSPt, DMS and DMSOt at the immediate subsurface (0.1 m) compared to 1 m depth was very similar, with a ratio that approached 1, on average, for all three compounds. The existing variability, however, can tell us about the factors controlling each of the sulfur species. An overall higher variability was found for DMS (34% of the range about the mean) than for DMSPt (24%) or DMSOt (23%).

When we plotted DMSPt concentrations together with physical variables and biomass data at the surface, a clear picture of the factors explaining its surface distribution emerged (Fig. 1.3). Salinity and temperature at 1 m depth were positively correlated (Spearman’s $r = 0.68$, $p < 10^{-3}$) illustrating the effect of ice melting. In turn, both variables were negatively correlated with the density gradient at the base of the mixed layer ($r = -0.77$, $p < 10^{-4}$, and $r = -0.5$, $p < 0.05$, for salinity and temperature, respectively), which means that ice melting controlled the strength of surface stratification. In addition, plankton biomass ($c_p$) varied inversely with salinity ($r = -0.87$, $p < 10^{-6}$) and the density gradient ($r = -0.47$, $p < 0.05$). This illustrates that recent meltwaters were not a good growth medium for DMSP producers (Phaeocystis), an inference supported by measurements of primary production and phytoplankton cells viability done in the same cruise (Lasternas et al., 2010). Indeed, surface DMSPt and $c_p$ were highly correlated ($r = 0.87$, $p < 10^{-4}$). The higher concentrations of algal biomass and DMSPt in less isolated surface waters suggest that the DMSP stock at the surface was fed by living cells and detrital algal material entrained from waters below.

In the case of DMS, the picture was somewhat different. It seemed to follow DMSPt and biomass concentrations at some stations, while at others much of the DMS expected from its precursor had vanished. Indirect evidence that solar radiation was the main factor accounting for the ‘missing’ DMS at those stations is provided in Fig. 1.5. If we examine the relationship between the DMS:DMSPt ratio and the mean solar irradiance during the 24 h previous to sampling, a significant negative correlation exists ($r = -0.82$, $p < 10^{-3}$). Further evidence is found in the fine-scale DMS vertical gradient (previously normalized to the mean surface DMS concentration to account for the more pronounced gradients found at high-DMS stations), which also appears related to the previous surface irradiance ($r = -0.73$, $p < 0.01$, after removing one
outlier). Generally the DMS concentrations increased towards the surface when the daily mean irradiance was below 200 W m$^{-2}$. Conversely, if the daily mean irradiance was greater, then the DMS concentrations decreased towards the surface, indicating that DMS photolysis was able to counteract biological DMS production. Finally, lower UML-averaged DMS concentrations were associated with higher UML-averaged irradiances ($r = -0.60, p < 0.05$). Adding wind speed did not help explain more of the variance of the DMS variables, indirectly indicating an overall minor impact of sea-air flux in DMS cycling compared to solar radiation.

Surface DMSO$_t$ displayed less variability across stations than its precursor compounds (Fig. 1.3). It was correlated to DMS ($r = 0.58, p < 0.05$) but not to DMSP$_t$ ($r = -0.22, p > 0.05$) or $c_p$ ($r = 0.02, p > 0.05$). This points to DMS photochemistry and bacterial DMS consumption as the main sources of DMSO$_d$, with algal production playing a secondary role. With a mean UML DMS of 5.5 nM, a mean $k_{photo,UML}$ of 0.7 d$^{-1}$ with a DMSO$_d$ yield of 50%, and a mean $k_{BC}$ of 0.9 d$^{-1}$ with a DMSO$_d$ yield of 20% (yields taken from Delvalle et al. (2009), the DMSO$_d$ produced daily by DMS photochemistry (2 nM d$^{-1}$) would be twice that produced by microbial DMS oxidation. This would imply a turnover time of 10 d for the mean surface DMSO$_d$ of 30 nM in our study area. These figures are in quite good agreement with those presented in Delvalle et al. (2009) for the Ross Sea. Particularly, the calculated DMSO$_d$ turnover time falls between those found for the early and late phase of the *Phaeocystis antarctica* bloom in that work. Surprisingly, we found a negative correlation between DMSO$_t$ and the UML-integrated irradiance ($r = -0.67, p < 0.01$). This seems to contradict the statements made above, but could also indicate a solar radiation induced removal of DMSO. Our knowledge of DMSO removal pathways in oceanic waters is too poor to make better inferences.

### 1.4.2 Factors controlling biological DMS cycling

Biological DMS cycling was very fast, with turnover times as short as half a day encountered both in the UML and in the fluorescence maximum. On average, biological turnover occurred in 2.2 d and was never longer than 4 d (except at Stn. 26, where an extremely low bacterial consumption rate was observed). This range is very similar to that found by (Wolfe et al., 1999) in the Labrador Sea. In the following paragraphs we will examine what factors controlled the rates and rate constants ($k$’s) of biological DMS cycling, with emphasis on those taking place in the UML.

DMSP cleavage in our study area was probably dominated by algal lyases. *Phaeocystis* species have been shown to dominate DMSP lyase activity in blooms where they occur in large
Figure 1.5: Indirect evidence of the impact of photochemistry on surface DMS concentrations - Relationship between the mean surface irradiance during the previous day and (A) the ratio DMS:DMSPt at 1 m depth; and (B) the gradient of DMS concentration in the first meters of the water column.

numbers (Stefels et al., 1995). In the Labrador sea, Cantin et al. (1999) found that most DMSP lyase activity occurred in the 2 – 11 and > 20 µm size fractions, although they could not refute that part of the DMSP lyase activity was due to attached bacteria. We could not quantify how much of the gross DMS production was grazing-mediated, but a low impact of micro- and mesozooplankton grazing on algal biomass was inferred from dilution experiments (Calbet et al., submitted). This suggests that much of the DMSP might be directly cleaved after lysis of damaged cells, or upon DMSP exudation, which occurs at high rates in Phaeocystis compared to other phytoplankton (Laroche et al., 1999). In any case, most DMSP cleavage would be done by either membrane-bound enzymes of healthy algal cells (Stefels and Dijkhuizen, 1996) or by free (dissolved) lyases from lysed cells. The good correlation between gross community DMS production rates and in situ DMSPt concentrations \( r = 0.75, p < 0.01, \text{Stn. 42 excluded} \) supports this suggestion.

The above correlation includes data from both the surface (UML) and the fluorescence maximum, which did not seem to behave differently in terms of gross DMS production. The exception was Stn. 42 (surface), where a DMS production rate disproportionately high for the in situ DMSPt concentration was obtained. The ratio of gross DMS production (GP) to
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the DMS_{Pt} stock gives an estimate of the DMS_{Pt} fraction that was transformed daily by the cleavage pathway. GP/DMS_{Pt} was between 0.01 and 0.16 d^{-1} at all stations, except at Stn. 42 (0.54 d^{-1}), where incubations were done in the light. Enhancement of DMS production as a result of high light or UV stress has been previously suggested by experimental results (Hefu and Kirst, 1997; Stefels, 2000; Sunda et al., 2002), and by model simulations (Toole et al., 2008; Vallina et al., 2008). Such stimulation by sunlight might have a strong impact on DMS budgets, but still awaits a clear experimental confirmation.

Figure 1.6: Factors controlling bacterial DMS consumption in the UML - (A) relationship between DMS production and consumption (1 m depth samples). Only points represented by the filled squares are used in the linear least squares fit, which has a slope of 0.79 ± 0.3. The station number is indicated adjacent to each point; and (B) relationship between DMS consumption and the MLD.

Pooling together surface and fluorescence maximum incubations, gross DMS production and bacterial consumption rates appeared tightly coupled at most stations (r = 0.76, p < 0.001). From a temporal point of view, the rise in DMS production and, therefore, in DMS concentrations, would trigger the response of DMS consumers. DMS consumption rates did not seem to saturate at the highest DMS concentrations observed, and represented around 100% or more of the DMS produced in the fluorescence maximum (Table 1.2), and 80% in the UML (Fig. 1.6A). This coupling is a common feature of DMS cycling (see review by Simó (2004)) and has been observed in diverse systems and with varied methodological approaches. Looking
Table 1.5: Factors potentially controlling DMS production and removal in the UML. The values are Spearman correlations, and the asterisks denote significance at the $p < 0.05(**)$ or $p < 0.10 (*)$ level.

<table>
<thead>
<tr>
<th>Factor</th>
<th>$k_{gp}$</th>
<th>$k_{bc}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature</td>
<td>-0.67*</td>
<td>-0.38</td>
</tr>
<tr>
<td>Salinity</td>
<td>0.40</td>
<td>0.40</td>
</tr>
<tr>
<td>MLD</td>
<td>0.32</td>
<td>0.81**</td>
</tr>
<tr>
<td>$\sigma_t$ gradient pycnocline</td>
<td>-0.48</td>
<td>-0.43</td>
</tr>
<tr>
<td>$E_d$ previous 24 h</td>
<td>0.04</td>
<td>-0.11</td>
</tr>
<tr>
<td>DMS</td>
<td>-0.40</td>
<td>0.02</td>
</tr>
<tr>
<td>DMSPt</td>
<td>0.75*</td>
<td>0.21</td>
</tr>
<tr>
<td>$c_p$</td>
<td>0.62</td>
<td>0.45</td>
</tr>
<tr>
<td>Bacterial production (1 m)</td>
<td>-0.13</td>
<td>-0.05</td>
</tr>
<tr>
<td>$k_{gp}$</td>
<td></td>
<td>0.57</td>
</tr>
</tbody>
</table>

at surface rates, however, we can see that some stations deviated from the general coupling pattern (Stn. 12 and 26; Fig. 1.6A). To explore which factors could explain this decoupling, a correlation table was calculated including $k_{GP}$, $k_{BC}$, and environmental variables (Table 1.5). Among the factors considered, we found a strikingly good correlation between $k_{BC}$ and MLD ($r = 0.81$, $p < 0.05$, Fig. 1.6B). Considering that the MLD regulates the exposure of plankton to solar radiation, we hypothesize that bacterial DMS consumers were inhibited by sunlight at the stations with the shallowest MLD (Stn. 3, 12 and 26), thus decoupling DMS consumption rates from gross production rates. This agrees with previous works reporting severe photoinhibition of DMS consumption in different oceanic regions (Toole2006). However, if that was the case, why was $k_{BC}$ not strongly correlated ($r = -0.11$, $p > 0.10$) to the previous 24 h solar exposure?

A possible response lies in the timespan used to calculate the UML-integrated irradiance, that is, how long we go back in time to define the radiative history of the microbial community. Taking into account that our incubations were conducted in the dark, and that bacterial recovery from photodamage can take place over hourly time scales (Kaiser and Herndl, 1997), the observed effects should have occurred through succession in the bacterioplankton community. Selection of photoresistant bacteria would operate in a time scale of days by reducing the numbers of the less photoresistant bacterial populations, eventually affecting the DMS consumers. However, limited knowledge on the taxonomy of DMS consumers (Vila-Costa et al., 2006a; Schäfer, 2007) hampers our understanding of their response to solar radiation. Alternatively, slow or lack of dark recovery in the biochemical machinery implicated in DMS metabolism
1.4 Discussion

Figure 1.7: **DMS budgets in the UML** - Relative contribution of DMS loss processes to its removal from the UML, and comparison with the relative gross DMS production. could also cause the observed effect.

1.4.3 **Links between ice-induced stratification and sulfur cycling**

1.4.3.1 **Short term DMS budgets and sea-air flux**

DMS cycling is characterized by its fast turnover. Adding up the three main processes that remove DMS from the UML in stratified conditions (that is, bacterial consumption, photolysis and degassing to the atmosphere) a mean turnover time of 0.8 d was obtained for our cruise. Based on measured $k_{BC}$, $k_{\text{photo, UML}}$ and $k_{\text{vent, UML}}$, we calculated that the mean relative contribution to DMS removal by bacterial consumption, photolysis and ventilation was 46%, 40% and 14% respectively. Fig. 1.7 shows that a shallower MLD (Stn. 26) caused simultaneously an increase in $k_{\text{photo, UML}}$ as a consequence of enhanced solar radiation doses, an increase of $k_{\text{vent, UML}}$ through the reduction of the volume of water exposed to wind stress, and a reduction of $k_{BC}$ probably due to photoinhibition.

Another relevant information contained in Fig. 1.7 is that measured rates of gross DMS production were only able to supply 60 – 80% of the total DMS consumed. In our opinion, this imbalance suggests that gross DMS production was underestimated by dark DMDS-amended incubations, a fact that was also suggested by the distinct behavior of the only light incubation performed (Stn. 42), as described above. Few works exist that report oceanic DMS budgets
based on actual measurements of each of the processes involved, since normally one of them is calculated by budgeting upon assumption of steady state, a condition that approximately holds over a daily time scale. Due to methodological difficulties, gross DMS production is most frequently the indirectly calculated flux (e.g., Bailey et al. (2008)). All in all, comprehensiveness makes our data more valuable, despite methodological shortcomings related to dark incubations and the inhibitor method.

Focusing now on the sea-air DMS flux, we see that the mean value in our cruise (6.5 \( \mu \text{mol m}^{-2} \text{d}^{-1} \)) is above that reported for a cruise conducted in 1991 in a nearby region (2 \( \mu \text{mol m}^{-2} \text{d}^{-1} \); Leck and Persson, 1996). The same authors report DMS concentrations to decline, from a maximum of ca. 10 nM in early August, at a rate of 30 % per week in the Arctic ice margin region through August and September. Thus, our cruise probably took place during the time of the year when highest DMS emissions occur in the Fram Strait area. This timing of DMS emissions is different from that reported for the Barents sea, where the peak occurs earlier in the season because of earlier sea-ice retreat (Matrai and Vernet, 1997; Gabric et al., 1999). However, the biogeochemical settings reported and simulated (respectively) in those studies differ significantly from ours, in that they found deeper mixing conditions and light limited phytoplankton growth.

Examining our flux calculations, it can be observed that seawater DMS concentrations and wind speed contributed almost equally to determinethe DMS flux. But, did wind speed exert a more indirect influence on DMS cycling? With the help of stepwise linear regression, we found that wind speed alone (over the previous 24 h) explained 52% of the variance of the MLD \((p < 0.01, n = 16)\). Adding to the model the strength of stratification at the base of the UML, the variance of the MLD explained increased to 71\% \((p < 10^{-3}, n = 16)\), indicating that meltwater indeed helped maintain the strong and shallow stratification conditions. In the paragraphs and sections above, we have emphasized the control exerted by the pycnocline in the supply of cells and detritus from the richer waters underneath, and the importance of the mixing depth for the balance between competing DMS sinks. Since sea-air flux was generally a minor sink for DMS in the UML, it might well be that wind exerted the greatest influence on DMS cycling through partially controlling mixing depths, rather than through direct DMS emission.

The discussion hitherto has addressed the factors that seemed to modulate DMS cycling processes in the short term according to observations. Our data capture a snapshot of the DMS cycle in the Arctic ice edge in the ice melt season, as summarized in Fig. 1.8.
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Figure 1.8: Conceptual scheme linking dimethylated sulfur dynamics with surface stratification and ice melt dynamics during the ice-edge Phaeocystis bloom. Rectangles: chemical and biological stocks and concentrations (measured, except $[DMS]_{air}$); diamonds: physical and chemical environmental forcings; ellipses: measured DMS fluxes (rates); round labels: sign of the interaction in the direction of the arrow; continuous lines represent connections that can be deduced from the data presented, or that were already well established; dashed lines represent proposed connections.

1.4.3.2 Mid and long term

Short term DMS dynamics in any marine environment take place within a physico-chemical setting that influences cycling processes both directly and by driving plankton community composition and succession. In our study case, physical climatic forcing (ocean circulation, ice melting) drove water productivity and exposure to solar radiation, two factors with major influence on DMS cycling. A third factor with a particularly large importance was the presence of *Phaeocystis pouchetii*. The success of this species may be due to a number of features. Among them, its ability to avoid grazers through colony formation, and its ability to thrive in shallow-mixed, ice-stratified, and highly irradiated waters seem key properties (Schoemann
et al., 2005). Our observation of marked absorption peaks around 330 nm in CDOM spectra, which probably indicates leakage of mycosporine-like aminoacids from algal cells during GF/F filtration (Jeffrey et al., 1999) supports the importance of photoprotective mechanisms in ice-stratified waters. In addition, DMSP and its degradation compounds DMS and DMSO may constitute an important physiological adaptation to cope with radiative stress (Sunda et al., 2002) or nutrient demand-unbalanced growth (Stefels, 2000). It turns out that any change in environmental conditions able to modify the strength, duration and extent of the ice-edge Phaeocystis bloom, will have a strong impact on sulfur biogeochemistry in the Arctic, and on its role as an atmospheric DMS source.

During summer 2007, a historical minimum of Arctic sea ice was observed, together with an abnormal atmospheric circulation pattern and a deeper northwards penetration of Atlantic Waters. A sea-ice free Arctic summer is envisaged within the next few decades (Stroeve et al., 2008). Gabric et al. (2005) predicted a 90% increase in Arctic DMS emissions (in a scenario of atmospheric CO$_2$ tripling by 2080) as a result of a larger ice-free area and a longer growth season. This would represent a significant DMS-derived cooling effect. However, the numerical model used in that work appears too simple to capture the complex dynamics and spatial heterogeneity of the Arctic ecosystem. In summary, great changes in Arctic biogeochemistry (including volatile sulfur emissions) are likely to occur yet remain difficult to predict.

### 1.5 Conclusions

During July 2007, dimethylated sulfur dynamics in the Greenland Sea and Arctic Ocean were basically driven by phytoplankton biomass, i.e., the ‘bloom regime’ postulated by Toole and Siegel (2004) as opposed to the (UV) stress regime found in oligotrophic regions. High potential for elevated summertime DMS concentrations and emissions did exist, owing to the dominance of *Phaeocystis pouchetii*, but they were constrained by the fast photochemical and bacterial DMS consumption in the UML. Our findings portray a highly buffered system: vertical mixing causes alternation among DMS loss processes, preventing exaggerated consumption or build up.

Differences in DMS, DMSP$_t$ and DMSOt concentrations at the ocean surface resulted from the complex interaction of biological processes and physical (ultimately meteorological) forcing. Ice melting added complexity to the usual open-sea picture of DMS cycling, and created an isolated layer of fresher and colder water that acted as a highly irradiated trap for organisms
and molecules, episodically entrained from below, and as a lid on the more productive waters underneath. This thin UML played a key role in regulating the flux of DMS to the atmosphere.
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Chapter 2

Stimulation of gross dimethylsulfide (DMS) production by solar radiation

Abstract

Oceanic gross DMS production (GP) exerts a fundamental control on the concentration and the sea-air flux of this climatically-active trace gas. However, it is a poorly constrained process, owing to the complexity of the microbial food web processes involved and their interplay with physical forcing, particularly with solar radiation. The inhibitor method, using dimethyldisulfide (DMDS) or other compounds to inhibit bacterial DMS consumption, has been frequently used to determine GP in dark incubations. In the work presented here, DMDS addition was optimized for its use in light incubations. By comparing simultaneous dark and light measurements of GP in meso- to ultraoligotrophic waters, we found a significant enhancement of GP in natural sunlight in 7 out of 10 experiments. Such stimulation, which was generally between 30 and 80% on a daily basis, occurred throughout contrasting microbial communities and oceanographic settings.
2.1 Introduction

Oceanic DMS is a minor volatile byproduct of the microbial cycling of dimethylsulfoniopropionate (DMSP), a multifunctional osmolyte produced by ubiquitous oceanic phytoplankton (Simó, 2001; Stefels et al., 2007). Even though only a tiny fraction (generally < 10%) eventually escapes to the atmosphere, its global emission amounts ca. 28 Tg S y⁻¹ (Lana et al., 2011), and comprises > 90% of the biogenic sulfur flux and around 20% of the total (man-made, volcanic and biogenic) sulfur flux to the atmosphere (Simó, 2001). Several DMS(P) cycling processes are influenced by solar radiation. This translates into a positive correlation between solar radiation and DMS concentration in most of the surface ocean, across latitudes and seasons (Vallina and Simó, 2007). This correlation provides support for the controversial CLAW hypothesis (Charlson et al., 1987), which postulates that a negative feedback between oceanic plankton and the radiative forcing could occur through the influence of DMS emissions on atmospheric aerosol chemistry and, ultimately, on the albedo of stratiform clouds.

The major DMS removal pathways in the upper mixed layer (UML) are photolysis and bacterial consumption, and their response to sunlight is relatively well understood (Toole et al., 2006). In contrast, DMS production mechanisms and their response to physical forcing are more poorly known. Microbial processes contributing to DMS production include phytoplankton release upon enzymatic cleavage of DMSP, phytoplankton autolysis, non-assimilatory microbial DMSPd metabolism, and viral lysis and zooplankton grazing on DMSP producers (Stefels et al., 2007). With current methods, the contribution of each process to bulk GP cannot be determined independently. Moreover, it could well be that the sum of the different components did not yield the actual GP rates due to unexpected interactions. Hence, DMS cycling studies have to rely on determinations of bulk GP rates.

Two distinct approaches, with their own advantages and pitfalls, exist for the determination of GP: a direct measurement, generally by use of bacterial consumption inhibitors in dark incubations (Wolfe and Kiene, 1993a; Simó et al., 2000); or an indirect estimate, which requires determining the bulk net DMS evolution over time together with all the consumption terms (Bailey et al., 2008). The latter approach can benefit from accurate radioisotope measurements of DMS loss rates, but suffers from increased uncertainty owing to error propagation, since at least three rate measurements are involved in the budget. In addition, radiolabeled DMS (e.g., $^{35}$S-DMS) is not commercially available. On the other hand, the inhibitor method, though allowing direct determination of GP, is dependent on the efficiency of the inhibitor used and,
if applied under natural light conditions, requires the simultaneous measurement of the photochemical DMS loss, which also contributes error. In this work we present evidence of increased \( GP \) (as determined with the inhibitor method) due to sunlight exposure and propose alternative hypotheses to explain this observation.

### 2.2 Methods

#### 2.2.1 Sampling and oceanographic data processing

Six different months throughout the seasonal cycle were sampled in the coastal NW Mediterranean, whereas the Southern Indian Ocean Subtropical Gyre and the Tasman Sea were sampled during the austral summer aboard the R/V Hespérides (Table 2.1). Vertical profiles of conductivity, temperature and photosynthetically active radiation (PAR) were obtained from CTD casts, and subsequently processed to calculate the mixed layer depth (MLD) and the diffuse attenuation coefficient of downwelling PAR \( (K_{d,\text{PAR}}) \). Total solar irradiance of the prior 48 h, recorded by land- or ship-based meteorological stations, was used for light history calculations. Depending on the water column stability, the previous exposure of microbial communities to solar radiation \( (SR_{\text{UML}}) \) was calculated as the UML average (Vallina and Simó, 2007), or as that found at the sampling depth (see Table 2.2, SI). Surface water samples (5 or 3 m depth) were collected in the morning and incubated on a building’s roof (Mediterranean) or on the ship’s deck (Indian Ocean and Tasman Sea) as described below. Further details about the procedures concerning ancillary data reported herein can be found in Calbet et al. (2008).

#### 2.2.2 Incubations and DMS(P) analyses

DMS concentrations during the incubations were measured by purging, cryotrapping and sulfur-specific gas chromatography coupled to flame photometric detection (GC-FPD), while DMSP was measured as DMS after undergoing alkaline hydrolysis (Saló et al., 2010). Calibrations were conducted with a DMS permeation tube (Simó et al., 1998). Whole seawater samples were incubated for 24 – 29 h in a tank with continuous flow from a seawater intake to maintain the temperature close to that of the sampling site. Duplicate UV-transparent Teflon bottles of 2 L were covered by a neutral screen that decreased natural sunlight irradiance by 38%. Parallel, duplicate amber glass bottles wrapped in black plastic were set in the tank as dark incubations. All dark and light bottles were amended with 200 nmol L\(^{-1}\) dimethyldisulfide
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(DMDS), an effective inhibitor of bacterial DMS consumption (Wolfe and Kiene, 1993a), to obtain dark and light gross DMS production rates ($GP_D$ and $GP_L$, respectively).

In typical dark DMDS-amended incubations, DMS builds up linearly as long as DMDS inhibition holds (Galí and Simó, 2010; Saló et al., 2010), so that the slope of the linear regression of $[DMS]$ over time yields $GP_D$. In natural sunlight, DMS evolution is affected by non-constant photolysis over time. This sometimes results in non-linear DMS build-up, so that apparent $GP_L$ ($aGP_L$) is more easily calculated from initial and final $[DMS]$ and elapsed time:

$$GP = \frac{[DMS]_f - [DMS]_0}{t_f - t_0}$$

(2.1)

Although DMS evolution with intermediate time points was monitored during all dark incubations (as well as in light incubations, though with lower frequency), we calculated $GP_D$ with the $t_f - t_0$ approach for coherence with $aGP_L$. $GP_D$ rates calculated in this manner differed from regression-derived $GP_D$ by a 0 – 27% (mean 9%) excess (see Table 2, 3, SI).

2.2.3 Photolysis correction and DMS photolysis in DMDS-amended incubations

Along with whole water biological process bottles, duplicate dark and light Teflon bottles containing < 0.2 µm-filtered water were incubated to measure DMS photolysis rates. In this way, $aGP_L$ in the whole water bottles could be corrected to obtain the actual $GP_L$, with the assumption that photolysis follows the same kinetics in whole waters as in the filtered waters.

Photolysis rate constants (units of d$^{-1}$) in < 0.2 µm-filtered water were calculated as

$$K_{photo, inc} = -\frac{\ln([DMS]_f/[DMS]_0)}{t_f - t_0}$$

(2.2)

where $[DMS]_f$ and $[DMS]_0$ are, respectively, the final $[DMS]$ (after being corrected for dark DMS production in filtered waters) and initial $[DMS]$. The mean DMS photolysis rate ($Photo_{inc}$) was computed from mean $[DMS]$ during the incubation ($[DMS]_{inc}$), defined as the average of $[DMS]_f$ and $[DMS]_0$

$$Photo_{inc} = K_{photo, inc}[DMS]_{inc}$$

(2.3)

and $aGP_L$ was corrected following:

$$GP_L = aGP_L + Photo_{inc}$$

(2.4)
Table 2.1: Summary of characteristics of the initial water samples. Abbreviated phytoplankton group names are: Diat (diatoms); Crypt (cryptophytes); Hapt (haptophytes, or prymnesiophytes); Dino (dinoflagellates); Syn (Synechococcus); Pro (Prochlorococcus); Neuk (nanoeukaryotes); Peuk (picoeukaryotes). Neuk and Peuk are populations defined by flow citometry, with no taxonomic meaning a priori; nd = not determined; DMS and DMSPt in nmol L\(^{-1}\).

<table>
<thead>
<tr>
<th>Date</th>
<th>Lat. (°N)</th>
<th>Long. (°E)</th>
<th>Temp. (°C)</th>
<th>MLD (m)</th>
<th>Chl (\alpha) (µg L(^{-1}))</th>
<th>Chl (\alpha) &lt;10 µm (%)</th>
<th>Dominant phyto</th>
<th>DMS</th>
<th>DMSPt</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mediterranean Sea</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11/29/05</td>
<td>41.22</td>
<td>2.13</td>
<td>16.1</td>
<td>40</td>
<td>0.97</td>
<td>61</td>
<td>Diat &gt;&gt; Crypt &gt; Hapt</td>
<td>1.5</td>
<td>11.4</td>
</tr>
<tr>
<td>01/18/06</td>
<td>13.0</td>
<td>40</td>
<td>0.47</td>
<td></td>
<td></td>
<td>81</td>
<td>Crypt &gt; Diat &gt; Hapt</td>
<td>0.9</td>
<td>12.4</td>
</tr>
<tr>
<td>05/16/06</td>
<td>18.1</td>
<td>5</td>
<td>0.95</td>
<td></td>
<td></td>
<td>60</td>
<td>Diat &gt;&gt; Hapt &gt;&gt; Crypt</td>
<td>1.6</td>
<td>10.0</td>
</tr>
<tr>
<td>06/14/06</td>
<td>21.1</td>
<td>5</td>
<td>0.49</td>
<td></td>
<td></td>
<td>88</td>
<td>Dino &gt; Hapt &gt;&gt; Crypt</td>
<td>7.8</td>
<td>71.0</td>
</tr>
<tr>
<td>07/31/06</td>
<td>24.4</td>
<td>5</td>
<td>0.39</td>
<td></td>
<td></td>
<td>79</td>
<td>Diat &gt;&gt; Syn &gt; Crypt</td>
<td>5.2</td>
<td>17.5</td>
</tr>
<tr>
<td>08/29/06</td>
<td>24.4</td>
<td>nd</td>
<td>0.31</td>
<td></td>
<td></td>
<td>90</td>
<td>Syn &gt; Hapt &gt; Crypt</td>
<td>5.8</td>
<td>27.0</td>
</tr>
<tr>
<td>Indian Ocean and Tasman Sea</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Chl (\alpha) &lt;2 µm (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>02/24/11</td>
<td>-30.05</td>
<td>61.46</td>
<td>24.9</td>
<td>32</td>
<td>0.094</td>
<td>63</td>
<td>Pro &gt; Neuk &gt; Peuk</td>
<td>0.73</td>
<td>6.8</td>
</tr>
<tr>
<td>02/28/11</td>
<td>-29.56</td>
<td>72.45</td>
<td>24.5</td>
<td>31</td>
<td>0.040</td>
<td>46</td>
<td>Neuk &gt; Pro &gt; Peuk</td>
<td>1.04</td>
<td>7.4</td>
</tr>
<tr>
<td>02/04/11</td>
<td>-29.75</td>
<td>86.26</td>
<td>22.5</td>
<td>26</td>
<td>0.033</td>
<td>51</td>
<td>Pro &gt;&gt; Neuk &gt; Peuk</td>
<td>0.96</td>
<td>7.5</td>
</tr>
<tr>
<td>03/28/11</td>
<td>-38.66</td>
<td>150.42</td>
<td>21.1</td>
<td>46</td>
<td>0.34</td>
<td>73</td>
<td>Pro &gt;&gt; Syn &gt; Peuk</td>
<td>0.78</td>
<td>8.3</td>
</tr>
</tbody>
</table>
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In addition to the simple correction, we also calculated a time-resolved photolysis that accounted for nonlinearities due to the first-order kinetics of DMS photolysis and the diel variation in irradiance. Only very small differences between the two methods were observed (smaller than the experimental error), so we used the simple correction outlined in equations 2 and 4 throughout.

The concern arose as to whether DMDS addition to whole water bottles interferes with the kinetics of DMS photolysis. To test this, we performed a series of independent DMS photochemistry experiments, where \(< 0.2 \mu m\)-filtered (or \(< 30 \text{kDa tangential flow filtered}\) seawater was spiked with DMDS at concentrations ranging from 100 nmol L\(^{-1}\) to 2 \(\mu\)mol L\(^{-1}\). No significant effects (compared to unamended samples) were observed at [DMDS] less than or equal to 200 nmol L\(^{-1}\). Above this concentration, DMDS caused an increase in DMS photolysis and the departure from first-order kinetics (Fig. 2.1). Since DMDS does not appreciably absorb actinic radiation, its effect could happen through a concentration-dependent transient increase in the amount of oxidants. Therefore, a maximum [DMDS] of 200 nmol L\(^{-1}\) is recommended to avoid underestimation of \(G_{PL}\).

![Figure 2.1: Effects of DMDS additions on DMS photolysis.](image)

Different symbols and fillings in the legend denote different DMDS concentrations added, in mol L\(^{-1}\). Letters in parentheses denote the different samples incubated (only time-course experiments shown; see SI for additional experiments). The equations fitted are Michaelis-Menten-like curves or straight lines. Initial DMS concentrations (nmol L\(^{-1}\) are: 21.1 (B); 27.8 (C); and 9.1 (D).
2.3 Results and discussion

Our study covered a wide range of environmental conditions, evident in the water column stratification parameters, phytoplankton biomass and community composition summarized in Table 2.1. In terms of sulfur cycling, this is illustrated by the extremely wide range displayed by the DMSPt-Chl \textit{a} ratio (12 – 227 nmol µg\(^{-1}\)). In Mediterranean samples, low \(GP_D\) rates were found in the vertically mixed waters of November and January (< 1 nmol L\(^{-1}\) d\(^{-1}\)), whereas the stratified waters of May through August displayed higher \(GP_D\) rates (2.3 – 6.3 nmol L\(^{-1}\) d\(^{-1}\)). This resembles the seasonal pattern of \(GP_D\) found by Vila-Costa et al. (2008) at the nearby Blanes Bay Microbial Observatory. In the Indian Ocean and Tasman Sea, dark \(GP_D\) rates ranged 0.38 – 0.82 nmol L\(^{-1}\) d\(^{-1}\), in accordance with the low plankton biomass and DMSPt concentrations found.

Once corrected for photochemical DMS loss, \(GP_L\) was significantly higher than \(GP_D\) in 7 out of 10 experiments (‘significant’ meaning that their respective error intervals -the ranges of duplicate incubations- did not overlap; Fig. 2.2). The January sample was the most responsive, with a 207% difference between \(GP_L\) and \(GP_D\), coinciding with a severe experimental overexposure (Table 2.2, SI). The remaining 6 samples where significant stimulation occurred, which were exposed to more realistic irradiance, displayed stimulations between 30 and 78%. On the other hand, two of the samples displaying no stimulation were clearly underexposed during the incubations (Nov and Ind2). Yet, no correlation could be found between sunlight-stimulated \(GP\) and light history, experimental exposure, or any other biotic or abiotic variable.

Support for light-stimulated gross DMS production exists in the experimental literature. However, no attempts have been made at constraining its magnitude on a daily basis, a key time frame for DMS cycling studies. In the Sargasso Sea, Toole et al. (2006) observed that total DMS loss (as measured with \(^{35}\)S-DMS) increased at higher irradiances and higher proportions of shortwave UVR mainly due to increased photochemical loss. Nevertheless, net DMS production remained very close to zero irrespective of UVR dose, indicating that an extra source of DMS must exist to compensate for the increased loss. These results also indicated some spectral dependence of DMS production, which deserves further investigation.

Stress-induced DMS release by phytoplankton is feasible based on physiology. In this regard, two non-exclusive explanations have been put forward relating it with high irradiance and nutrient starvation: the overflow hypothesis (Stefels, 2000) by which DMSP and DMS serve as an overflow mechanism when phytoplankton undergo unbalanced growth; and the antioxidant
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Figure 2.2: Dark vs. light gross DMS production in 24 h incubations - $GP_D$ and $GP_L$, calculated from initial and final DMS concentrations, and associated uncertainty. Grey intervals on white bars represent $aGP_L \pm \text{error range}$, so that the relative weight of the photolysis correction on the final $GP_L$ values can be appreciated. Stars denote experiments where the error ranges of $GP_D$ and $GP_L$ did not overlap.

hypothesis (Sunda et al., 2002), which states that the downstream products of DMSP cleavage, including DMS, could act as intracellular radical scavengers. Cell membrane-permeating DMS would leak from this protective cascade of antioxidant metabolites. DMS + DMSP release rates of the order of 1 to 11% $d^{-1}$ (as % of the intracellular DMSP pool) have been reported for axenic cultures of haptophyte and dinoflagellate strains (Stefels et al., 2007). Remarkably, Archer et al. (2010b) recently found higher values during short term exposure to UV of a non-axenic *Emiliania huxleyi* strain: 8 – 14% $d^{-1}$ for DMS and 13 – 22% $d^{-1}$ for DMSP, which could supply a considerable fraction of the sunlight-induced $GP$.

In the field, and consistent with both the overflow and the antioxidant hypotheses, potential enzymatic DMSP to DMS conversion (the so-called ‘lyase’ activity) has been shown to correlate with radiative stress conditions (Harada et al., 2004; Bell et al., 2007). However, the relative importance of sublethal physiological responses (like the up-regulation of DMSP synthesis and/or lyase activity) compared to lethal UV damage of the most sensitive phytoplankton (Agustí and Llabrés, 2007) is unknown. UVR-induced cell membrane damage or, directly, cell disruption, would induce DMS(P) release, along with algal lyases from some phytoplankton, stimulating DMS production without any need for short-term physiological regulation.

But, is algal release the major driving mechanism behind sunlight-induced DMS production? UVR seems to enhance DMSP exudation, and a variable fraction of the dissolved DMSP (DMSPd) pool will be channeled to DMS depending on the dissolved lyase activity, the yield
of dissolved DMSPd to DMS conversion by bacteria, and the algal share of DMSPd uptake (Vila-Costa et al., 2006b). Enhancement of the bacterial yield by UVR has been proposed, but Slezak et al. (2007) obtained inconclusive results: bacterial yields did not always increase after irradiation, and when they did, they were often offset by severe photoinhibition of bacterial DMSPd uptake. Even more uncertain are the interactive effects of UVR exposure and food-web processes like viral lysis and microzooplankton grazing (Sommaruga, 2003), but they should not be overlooked. Microzooplankton grazing accounted for 63 and 72% of $GP_D$ in our experiments of June and July, respectively (Saló et al., 2010).

The existence of a sunlight-associated DMS source is also consistent with mechanistic and diagnostic models. At low latitudes, annual maxima of DMS concentrations co-occur with the lowest plankton biomass, a feature named the ‘summer DMS paradox’ (Simó and Pedrós-Alió, 1999a). Reproducing this uncoupling represents a challenge for modelers (Le Clainche et al., 2010), and some recent studies (Toole et al., 2008; Vallina et al., 2008; Vogt et al., 2010) have identified stress-induced (algal) DMS release as the key mechanism allowing mechanistic models to simulate the summer paradox.

At the global scale, marine ecosystems are facing important changes in the decades to come. UVR-transparent, highly irradiated oligotrophic waters are expanding due to global warming and increased vertical stratification (Polovina et al., 2008), thus expanding the ‘stress regime’ areas, as depicted by Toole and Siegel (2004). Conversely, diagnostic modeling exercises suggest that DMS emission is a very resilient ecosystem function, which should undergo very little fluctuations in the near future in spite of enhanced stratification due to global warming (Vallina et al., 2007). Our work points at sunlight as an important modulator of DMS production, but further work is required to understand the physiological and ecological basis of sunlight-driven DMS production and its variability across diel to seasonal time scales.
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2.4 Supplementary Information (SI)

Mixing depth and light history calculations

Estimation of mixed layer depth (MLD) and in situ solar exposure

MLD was defined as the depth where either temperature or $\sigma_t$ (density) varied by $> 0.02 \, ^\circ C$ or $\text{kg m}^{-3}$, compared to the respective values at the surface reference depth (fixed at 5 m). These criteria are likely to capture the actively mixing layer depth (Brainerd and Gregg, 1995). However, the water column was thermally stratified up to the surface in the coastal Mediterranean in May through August CTD profiles, and no proper mixed layer existed. According to these criteria, the previous exposure of microbial communities to solar radiation ($SR_{UML}$) was computed in 2 different ways. In November and January Mediterranean samples, as well as in Indian Ocean and Tasman Sea samples, UML-averaged irradiance ($SR_{UML}$) was calculated from downwelling irradiance at the water subsurface ($E_{d,0-48h}$) during the 48 h prior to sampling, the MLD, and the underwater light attenuation ($K_{d,PAR}$), according to Vallina and Simó (2007). In May through August, in the Mediterranean, $SR_{UML}$ was defined as the total irradiance received at a fixed depth of 5 m (we have used the same notation for simplicity).

Estimation of in-situ UVR exposure in the coastal Mediterranean

To calculate UVB, UVA and PAR exposure history (Table 2.2, SI), we employ the same type of calculation, after first scaling subsurface UVB, UVA and PAR to total irradiance. The respective conversion factors were obtained from a set of rooftop experiments recently performed, where UV irradiance (6 wavebands centered at 305, 313, 320, 340, 380 and 395 nm) and PAR (one integrated band) were recorded with a UV-VIS radiometer (Biospherical PUV 2500). Vertical attenuation coefficients for UVB and UVA in the water column (not measured in the experiments reported here) were calculated from the linear regression between $K_{d,PAR}$ and $K_{d,UVB}$ or $K_{d,UV,A}$, respectively, obtained from a time series study at the nearby Blanes Bay Microbial Observatory (BBMO) (Galí et al., unpublished). The equations used are:

$$K_{d,UVB} = 1.99K_{d,PAR} + 0.12$$  \hspace{1cm} (2.5)

($R^2 = 0.42$)
\[ K_{d, UVA} = 1.48K_{d, PAR} - 0.01 \]  
\( (R^2 = 0.76) \)

\( K_{d, PAR} \) spanned a similar range of values at both study sites (see Table 2.2 for \( K_{d, PAR} \) of this study).

**Estimation of experimental UVR exposure in Mediterranean rooftop experiments**

UVB, UVA and PAR exposure during the rooftop incubations (Table 2.2) were calculated similarly to in situ subsurface irradiance. The daily-averaged irradiance in each of these wavebands was corrected for the attenuation of the neutral screen placed on top of the incubator (62% transmittance at all UVR wavelengths and PAR), and for the spectral transmittance of the bottles used. The Teflon bottles (Nalgene, made of fluorinated ethylene-propylene polymer, FEP) transmitted 65%, 77% and 100% of UVB, UVA and PAR, respectively. Their spectral transmittance was measured with a USB 2000+ hyperspectral radiometer (Ocean Optics).

**Photolysis correction in light incubations**

The experimentally determined photolysis rate constants (\( K_{\text{photo,inc}} \)) integrated DMS photolysis over the duration of the whole incubation (with the corresponding daytime variation in \( E_{d,0,t} \)) and over the full solar spectrum. Spectral variability in CDOM light absorption and apparent photolysis quantum yields were not a concern, since biological incubation and photolysis bottles had the same spectral transmittance. However, there is no doubt that varying \( E_{d,0,t} \) resulted in variable photolysis rates. Furthermore, given the pseudo first-order kinetics of DMS photolysis (Bouillon and Miller, 2005; Kieber et al., 1996), instantaneous photolysis rates would depend on [DMS], resulting in non linear DMS evolution over time. To check if these nonlinearities were efficiently captured by \( K_{\text{photo,inc}} \) without producing too large a bias, we computed \( GP_L \) using a number of approaches with increasing levels of complexity and iterations.
Table 2.2: Underwater PAR attenuation ($K_{d,\text{PAR, UML}}$) in m$^{-1}$; UVR in W m$^{-2}$; and PAR in µmol photons m$^{-2}$ s$^{-1}$. $SR_{\text{UML}}$ and $SR_{\text{EXP}}$, respectively, refer to in situ and experimental exposure to total (pyranometer) solar radiation (the SRD index of Vallina and Simó (2007)).

<table>
<thead>
<tr>
<th>Experiment</th>
<th>$K_{d,\text{PAR, UML}}$</th>
<th>$UVB_{\text{UML}}$</th>
<th>$UVB_{\text{EXP}}$</th>
<th>$UVA_{\text{UML}}$</th>
<th>$UVA_{\text{EXP}}$</th>
<th>PAR$_{\text{UML}}$</th>
<th>PAR$_{\text{EXP}}$</th>
<th>$SR_{\text{UML}}$</th>
<th>$SR_{\text{UML}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nov 2005</td>
<td>0.14</td>
<td>0.01</td>
<td>0.06</td>
<td>0.4</td>
<td>1.6</td>
<td>28</td>
<td>111</td>
<td>14</td>
<td>61</td>
</tr>
<tr>
<td>Jan 2006</td>
<td>0.12</td>
<td>0.009</td>
<td>0.05</td>
<td>0.4</td>
<td>1.2</td>
<td>24</td>
<td>86</td>
<td>13</td>
<td>47</td>
</tr>
<tr>
<td>May 2006</td>
<td>0.16</td>
<td>0.06</td>
<td>0.19</td>
<td>3.2</td>
<td>4.7</td>
<td>221</td>
<td>322</td>
<td>116</td>
<td>176</td>
</tr>
<tr>
<td>Jun 2006</td>
<td>0.15</td>
<td>0.08</td>
<td>0.19</td>
<td>4.4</td>
<td>4.7</td>
<td>294</td>
<td>326</td>
<td>155</td>
<td>178</td>
</tr>
<tr>
<td>Jul 2006</td>
<td>0.10</td>
<td>0.12</td>
<td>0.19</td>
<td>5.9</td>
<td>4.8</td>
<td>348</td>
<td>334</td>
<td>183</td>
<td>182</td>
</tr>
<tr>
<td>Aug 2006</td>
<td>0.10</td>
<td>0.082</td>
<td>0.10</td>
<td>3.8</td>
<td>2.4</td>
<td>224</td>
<td>168</td>
<td>118</td>
<td>92</td>
</tr>
<tr>
<td>Ind1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>103</td>
<td>124</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ind2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>129</td>
<td>86</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ind3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>230</td>
<td>225</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tasm</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>54</td>
<td>70</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
At any time, DMS production in DMDS-amended bottles would vary according to:

$$\frac{[\text{DMS}]}{dt} = GP(t) + K_{\text{photo}}(t)[\text{DMS}]$$  

(2.7)

As a first approach, the integrated $K_{\text{photo,inc}}$ obtained in parallel incubations of filtered water was applied to the mean $[\text{DMS}]$ of the whole-water DMDS-amended bottles ($[\text{DMS}]_{\text{inc}}$) to obtain the mean photolysis rate in those bottles. This yielded a first estimate of $GP_L$ ($GP_{L,\text{simple}}$), which corresponds to eq. 2.4 of the article. Using that equation means assuming constant $[\text{DMS}]$ (and thus, constant photolysis rates) throughout the experiment. This was obviously not the case, because bottles were incubated for 24 h – 29 h under naturally variable sunlight, and because $[\text{DMS}]$ possibly underwent variations during the incubation. For this reason, the hourly irradiance time series from a nearby meteorological station (Badalona Museu, http://www.meteocat.com/mediambxemec/servmet/), in the Mediterranean experiments, or from the ship’s meteorological station, was used to calculate hourly photolysis rates, assuming proportionality with irradiance:

$$k_{\text{photo},t} = k_{\text{photo,inc}} \frac{E_{d,0-t}}{E_{d,0-\text{inc}}}$$  

(2.8)

Because all incubations showed higher $GP$ in the light (although not always significantly), $GP_L$ could be calculated under the assumption that higher $GP_L$ occurred during the daytime. This has been recently supported by experimental data (Gal et al., unpublished). Therefore, estimates of the daily $GP_L$ could have also been made following three different approaches according to the representation of the $k_{\text{photo}}$:

a) **Time-resolved photolysis and constant $GP_L$.** In this scenario $[\text{DMS}]$ is predicted with hourly resolution ($\Delta t = 1$ h), according to:

$$[\text{DMS}]_t = [\text{DMS}]_{t-1} + GP_L \Delta t + K_{\text{photo},t-1}[\text{DMS}]_{t-1}\Delta t$$  

(2.9)

The calculation was repeated iteratively changing $GP_L$ (with $aGP_L$ as the starting value), until the simulated $[\text{DMS}]$ equaled the real $[\text{DMS}]_f$ ($\pm 1\%$) at the end of the incubation. The resulting $GP_L$ is thus the actual $GP_L$.

b) **Time-resolved photolysis, constant background $GP$ and radiation driven extra-$GP$.** In this case, $GP$ is split into a constant background $GP$, designated as dark $GP$ ($GP_D$), and a
radiation driven \( GP_L \). The latter is modulated by hourly irradiance in the same manner as photolysis in eq. 2.8:

\[
GP_{L,t} = \frac{GP_L E_{d,0-t}}{E_{d,0-\text{mean}}} \tag{2.10}
\]

and \([DMS]\) is predicted over time according to

\[
[DMS]_t = [DMS]_{t-1} + GP_D + GP_{L,t-1} \Delta t + K_{\text{photo},t-1} [DMS]_{t-1} \Delta t \tag{2.11}
\]

which is iterated as in (a). No integration of \( GP_L \) is needed, because the iterated \( GP_L \) is already the average actual \( GP_L \) (nM h\(^{-1}\)). It only has to be converted to nM d\(^{-1}\).

c) Time-resolved photolysis and radiation-driven GP only. The last approach consists of setting \( GP_D = 0 \) in eq. S7. This way, DMS production rates are entirely a function of sunlight.

When applied to our experiments, the inclusion of any time-resolved photolysis correction (either a, b or c) did not alter the results by more than 10% (thus, within the overall experimental error), compared to the simplest correction approach (described by eq. 3 and 4 of the paper). For that reason, we adopted the simple correction.

We also checked how different ways of computing the average DMS concentration in whole water bottles during the sunlit incubations ([DMS]\(_{\text{inc}}\)) affected the calculation of the amount of DMS photooxidized (eq. 3 of the article). When we took into account the DMS concentrations measured at intermediate times, and interpolated linearly the missing hourly [DMS] values, the resulting [DMS]\(_{\text{inc}}\) differed by less than 10% (and in almost all cases by ca. < 5%) from the [DMS]\(_{\text{inc}}\) computed using only initial and final [DMS]. Thus, as described in the main text, [DMS]\(_{\text{inc}}\) was computed from initial and final DMS concentrations only.

**DMS photolysis in DMDS-amended incubations**

Experiments were carried out in order to determine whether DMDS additions affected DMS photolysis rates, thereby affecting the photolysis correction described above. The potential for such an artifact was assessed both in time-course and \( t_f-t_0 \) experiments. Seawater was sampled at the BBMO (http://www.icm.csic.es/bio/projects/icmicrobis/bbmo) on four different dates between March and August. The water was filtered through a 0.2 \( \mu \)m polycarbonate filter or, in one occasion (experiment 3), ultrafiltered by tangential flow, which excluded molecules larger than 30 kDa. Initial DMS concentrations ranged from 8.6 to 27.8 nol L\(^{-1}\). Along with unamended and DMDS-amended samples, dark bottles were incubated in the same conditions.
to account for an eventual dark increase in [DMS]. When this occurred, DMS was produced at a constant rate in dark bottles (suggesting DMSPd cleavage by free lyases), and [DMS] in exposed bottles was corrected accordingly. Experiment 1 was carried out under natural sunlight in a bath with running seawater from the coastal intake system (temperature ca. 23 °C); experiments 2, 3 and 4 were carried out in a solar simulator (SUNTEST CPS+, Atlas) equipped with a xenon arc lamp which closely matches solar spectral irradiance. The bottles were kept in a thermostatted bath at 20 °C.

DMS was analyzed by GC-FPD, using an activated carbon packed column (Carbopack BHT, Supelec) operated at 170 °C. Under these conditions, DMS eluted at 0.90 minutes, and DMDS at 2.30 minutes. The high temperature of the column helped minimize problems derived from transient DMDS adsorption due to its stickiness to apolar materials. DMDS ‘bleeding’ can increase the sensitivity of the analytical system (known as the ‘doping’ effect), yielding artificially higher DMS concentrations. For that reason, care was taken to calibrate the instrument with sequential injections of DMS standard (Dynacal permeation tube, VICI Metronics) before and after passing of DMDS. When necessary, single injections of standard were done to further check the performance of the GC. The analytical system was not well suited for DMDS quantification, so photochemical destruction of DMDS could not be monitored. Nevertheless, DMDS peak areas remained above our calibration range, indicating that DMDS concentrations were high throughout the irradiation (which is a condition for its use as an inhibitor). The results of the $t_f-t_0$ experiments (those not included in Fig. 2.1) are summarized in Table 2.4.

### Table 2.3: Comparison between $GP_D$ rates derived from linear regression or final-initial DMS concentrations (± standard error of regression slope and range of duplicate bottles, respectively).

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Regression $GP_D$ slope ± SE</th>
<th>$R^2$</th>
<th>$p$</th>
<th>$n$</th>
<th>Final-initial $GP_D$ ± range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nov 2005</td>
<td>0.94 ± 0.18</td>
<td>0.79</td>
<td>0.0014</td>
<td>10</td>
<td>1.29 ± 0.02</td>
</tr>
<tr>
<td>Jan 2006</td>
<td>0.58 ± 0.11</td>
<td>0.75</td>
<td>0.00060</td>
<td>12</td>
<td>0.72 ± 0.05</td>
</tr>
<tr>
<td>May 2006</td>
<td>2.29 ± 0.32</td>
<td>0.88</td>
<td>0.00018</td>
<td>10</td>
<td>2.54 ± 0.01</td>
</tr>
<tr>
<td>Jun 2006</td>
<td>6.33 ± 0.77</td>
<td>0.94</td>
<td>7.8x10^-8</td>
<td>12</td>
<td>7.19 ± 0.14</td>
</tr>
<tr>
<td>Jul 2006</td>
<td>4.98 ± 0.53</td>
<td>0.96</td>
<td>4.6x10^-6</td>
<td>10</td>
<td>4.84 ± 0.14</td>
</tr>
<tr>
<td>Aug 2006</td>
<td>2.82 ± 0.50</td>
<td>0.78</td>
<td>0.00030</td>
<td>12</td>
<td>3.57 ± 0.11</td>
</tr>
<tr>
<td>Ind1</td>
<td>0.44 ± 0.05</td>
<td>0.93</td>
<td>0.00011</td>
<td>8</td>
<td>0.44 ± 0.09</td>
</tr>
<tr>
<td>Ind2</td>
<td>0.59 ± 0.05</td>
<td>0.98</td>
<td>0.00021</td>
<td>6</td>
<td>0.59 ± 0.05</td>
</tr>
<tr>
<td>Ind3</td>
<td>0.36 ± 0.05</td>
<td>0.93</td>
<td>0.0017</td>
<td>6</td>
<td>0.38 ± 0.03</td>
</tr>
<tr>
<td>Tasm</td>
<td>0.81 ± 0.15</td>
<td>0.88</td>
<td>0.0054</td>
<td>6</td>
<td>0.82 ± 0.07</td>
</tr>
</tbody>
</table>
Table 2.4: Summary of DMDS addition photolysis experiments where only $t_0$ and $t_f$ were sampled (letters correspond to the same water samples as in Fig. 2.1). Excess DMS photolysis at the final radiation dose has been calculated only for those [DMDS] that caused significant changes compared to the unamended bottles.

<table>
<thead>
<tr>
<th>Experiment (sample code)</th>
<th>$[\text{DMS}]_0$ (nmol L$^{-1}$)</th>
<th>$[\text{DMDS}]$ added (nmol L$^{-1}$)</th>
<th>Radiation dose (MJ m$^{-2}$)</th>
<th>$K_{\text{photo}} \pm SE$ (MJ m$^{-2}$)</th>
<th>Excess DMS photolysis (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>9.8</td>
<td>0</td>
<td>15.48</td>
<td>0.030 ± 0.0004</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>200</td>
<td>15.48</td>
<td>0.032 ± 0.0005</td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>16.1</td>
<td>0</td>
<td>5.4</td>
<td>0.064 ± 0.004</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>200</td>
<td>4.6</td>
<td>0.069 ± 0.008</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>500</td>
<td>3.8</td>
<td>0.157 ± 0.006</td>
<td>22.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2000</td>
<td>2.7</td>
<td>0.298 ± 0.002</td>
<td>51.7</td>
</tr>
<tr>
<td>C</td>
<td>26.2</td>
<td>0</td>
<td>5.6</td>
<td>0.052 ± 0.007</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>200</td>
<td>5.3</td>
<td>0.055 ± 0.011</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>350</td>
<td>4.7</td>
<td>0.078 ± 0.016</td>
<td>10.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>500</td>
<td>4.1</td>
<td>0.127 ± 0.034</td>
<td>21.9</td>
</tr>
</tbody>
</table>

We are not aware of any study reporting on the interaction between DMS and DMDS during aqueous photooxidation. Possible explanations could be related to a transient increase of oxidants derived from sulfenyl radicals or their derivatives, formed upon DMDS photolysis (Barnes et al., 1994; Yin et al., 1990a,b). The interaction between DMDS (or its degradation compounds) and chromophores or other DOM-bound hydrophobic moieties could also play a role, as shown for other photosensitized reactions (Zhang and Hsu-Kim, 2010).
Chapter 3

Sunlight-stimulated gross dimethylsulfide (DMS) production: Interactive effects of spectral irradiance, the microbial community and its light history
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Abstract

We investigated the short-term effect of sunlight on the gross biological production of dimethylsulfide (DMS), a trace gas with potential climatic effects, in eight experiments performed through the seasonal cycle of an oligotrophic northwest Mediterranean coastal site. Whole water samples were taken at dawn and incubated under different irradiance conditions and in the dark. Both total irradiance and ultraviolet radiation (UVR) were manipulated using different bottles and filters, and spectral irradiance conditions were monitored. The exposure was set to mimic, within a reasonable range, the in situ radiation climate at each time of the year. Experimentally determined net community DMS production, DMS photolysis, and dark microbial DMS consumption rates were used to calculate gross community DMS production by budgeting. In addition, the composition of the bacterioplankton and phytoplankton communities in the initial samples, and the photoinhibition of bulk bacterial heterotrophic activity and phytoplankton photosynthetic efficiency were monitored. Our results show that: 1) gross DMS production is irradiance-dependent, with a short-term stimulation factor of up to 6-fold compared to dark incubations; 2) its spectral shape is variable but generally similar to that of phytoplankton photoinhibition or photodamage; and, 3) the light history of the microbial community critically affects sunlight-dependent DMS production.
3.1 Introduction

Solar radiation is a major driver of biogeochemical processes. In the last decades, our understanding of how the ultraviolet (UV; 280-400 nm) region of the spectrum influences major carbon and nutrient cycling pathways (e.g., photosynthesis, heterotrophic activity, and photochemical reactions), as well as its effects on organism survival and population dynamics, has increased significantly (Håder et al., 2007; Zepp et al., 2007). In parallel, spectrally-resolved models for photochemical and photobiological processes have been developed (Neale and Kieber, 2000). Despite all these facts, routine measurements of biogeochemical processes naturally occurring under sunlight are seldom conducted under UVR-inclusive conditions.

Dimethylsulfide (DMS) is a volatile sulfur compound produced at the ocean’s surface as a result of microbial cycling of dimethylsulfoniopropionate (DMSP), an ubiquitous algal osmolyte (Simó, 2004). The oceanic emission of this single volatile annually transfers ca. 28 Tg of sulfur to the atmosphere (Lana et al., 2011), and some of it back to land, balancing biospheric sulfur budgets (Lovelock et al., 1972). Atmospheric DMS oxidation influences aerosol chemistry, potentially promoting the formation of cloud condensation nuclei in remote marine regions. Twenty-five years ago, a paradigm-changing paper (Charlson et al., 1987) proposed that, if DMS emission resulted in increased cloud albedo and, in turn, it responded positively to irradiance or temperature, a negative feedback would operate between oceanic plankton and the Earth’s radiative budget. Since the so-called CLAW hypothesis (after the author’s initials) was postulated, several studies have unveiled the complexity of oceanic DMS cycling (Simó, 2004; Stefels et al., 2007) and, although the feasibility of the whole hypothesis remains controversial (Levasseur, 2011; Quinn and Bates, 2011), there is a growing body of evidence pointing at solar radiation as a major driver of DMS cycling (Simó, 2004; Vallina and Simó, 2007; Lana et al., 2012).

DMSP is a multifunctional zwitterion found at high concentrations in the cytosol of various phytoplankton groups, mainly prymnesiophytes, dinoflagellates, chrysophytes, prasinophytes and pelagophytes (Corn et al., 1996; Stefels et al., 2007). Some algal DMSP producers can enzymatically cleave it to DMS (and acrylate), but the cleavage activity varies widely within phytoplankton groups and even among different strains of the same ‘species’ (Franklin et al., 2010). In addition, a major portion of algal DMSP is released to the dissolved phase due to algal exudation, senescence or autolysis, viral lysis and microzooplankton grazing (Stefels et al., 2007). Dissolved DMSP (DMSPd) undergoes active microbial cycling (Vila-Costa et al.,
2006a; Moran et al., 2012), but only a minor fraction of microbially-consumed DMSP results in DMS production by bacterial enzymes, the remainder being diverted into microbial biomass and non-volatile compounds (Kiene and Linn, 2000; Moran et al., 2012). In turn, seawater DMS is readily oxidized, either by bacteria or by photochemical reactions, and only a minor fraction is vented to the atmosphere (Simó, 2004; Stefels et al., 2007; Vila-Costa et al., 2008).

Several processes in this dimethylated sulfur cycling scheme are influenced by sunlight. At the global scale, this seems to translate into a strong correlation between average irradiance in the upper mixed layer and DMS concentrations (Vallina and Simó, 2007; Lana et al., 2012). Algal DMSP synthesis has been interpreted as a physiological adaptation to high light and nutrient limitation. Stefels (2000) suggested that DMS(P) excretion could constitute an overflow mechanism for excess reduced compounds when phytoplankton undergo unbalanced growth. Shortly after, Sunda et al. (2002) put forward the antioxidant hypothesis, whereby intracellular DMSP cleavage would allow the scavenging of reactive oxygen species by DMS, acrylate, and subsequent DMS oxidation products (dimethylsulfoxide and methanesulfonic acid). At the ecosystem level, sunlight modulates microbial DMSPd utilization (Slezak et al., 2001, 2007), and the relative importance of heterotrophic and autotrophic DMSPd consumers (Ruiz-González et al., 2012f). On the other hand, DMS sinks are also related to sunlight: UVR inhibits bacterial DMS consumption (Toole et al., 2006; Kieber et al., 2007), and drives DMS photolysis (Toole et al., 2003).

Recently, Gali et al. (2011) reported that gross DMS production was stimulated by the exposure to full spectrum sunlight, in water samples from distinct coastal and open ocean ecosystems. However, several uncertainties remained regarding the irradiance response patterns, the specific regions of the solar spectrum promoting such response, and the interplay between solar exposure and microbial community structure and activity. In the present work we have addressed these issues by means of eight short incubation experiments, combining bulk DMS cycling budgets with an array of algal and bacterial physiological indicators. Our results improve the current understanding of ecosystem gross DMS production, which is, despite its importance, a poorly constrained term in models of dimethylated sulfur cycling.
Table 3.1: Summary of the water column conditions on the sampling dates, and initial sample characteristics. MLD stands for mixed layer depth. $K_{d,320}$ is the diffuse attenuation coefficient for 320 nm wavelength radiation (WI: winter, SP: spring, SU: summer and AU: autumn).

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Date</th>
<th>Temp. ($^\circ$C)</th>
<th>Sal.</th>
<th>MLD (m)</th>
<th>$K_{d,320}$ (m$^{-1}$)</th>
<th>Chl $\alpha$ ($\mu$g L$^{-1}$)</th>
<th>Chl $\alpha$ &lt; 3 $\mu$m ($\mu$g L$^{-1}$)</th>
<th>Bacteria ($10^6$ cells mL$^{-1}$)</th>
<th>DMS (nmol L$^{-1}$)</th>
<th>DMSPt (nmol L$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>WI1</td>
<td>18 Mar 2010</td>
<td>11.9</td>
<td>37.7</td>
<td>15</td>
<td>0.44</td>
<td>1.25</td>
<td>0.42</td>
<td>8.5</td>
<td>3.2</td>
<td>6.8</td>
</tr>
<tr>
<td>SP1</td>
<td>12 May 2009</td>
<td>15.2</td>
<td>37.8</td>
<td>9</td>
<td>0.37</td>
<td>0.54</td>
<td>0.27</td>
<td>6.9</td>
<td>3.1</td>
<td>46.3</td>
</tr>
<tr>
<td>SP2</td>
<td>26 May 2009</td>
<td>16.8</td>
<td>37.6</td>
<td>8</td>
<td>0.34</td>
<td>0.58</td>
<td>0.27</td>
<td>8.9</td>
<td>6.2</td>
<td>38.5</td>
</tr>
<tr>
<td>SP3</td>
<td>9 Jun 2009</td>
<td>16.5</td>
<td>38.0</td>
<td>8</td>
<td>0.32</td>
<td>0.30</td>
<td>0.13</td>
<td>12.3</td>
<td>3.3</td>
<td>14.6</td>
</tr>
<tr>
<td>SU1</td>
<td>9 Jul 2008</td>
<td>23.0</td>
<td>37.8</td>
<td>4</td>
<td>0.35</td>
<td>0.20</td>
<td>0.15</td>
<td>8.5</td>
<td>9.0</td>
<td>48.6</td>
</tr>
<tr>
<td>SU2</td>
<td>30 Jun 2009</td>
<td>17.8</td>
<td>38.2</td>
<td>6</td>
<td>0.28</td>
<td>0.12</td>
<td>0.06</td>
<td>8.8</td>
<td>3.6</td>
<td>13.2</td>
</tr>
<tr>
<td>SU3</td>
<td>21 Jul 2009</td>
<td>20.3</td>
<td>38.1</td>
<td>8</td>
<td>0.26</td>
<td>0.13</td>
<td>0.03</td>
<td>9.4</td>
<td>3.4</td>
<td>15.9</td>
</tr>
<tr>
<td>AU1</td>
<td>30 Sep 2008</td>
<td>20.2</td>
<td>38.3</td>
<td>4</td>
<td>0.34</td>
<td>0.23</td>
<td>0.14</td>
<td>7.5</td>
<td>1.3</td>
<td>18.6</td>
</tr>
</tbody>
</table>
3.2 Methods

3.2.1 Sampling and experimental setting

Between summer 2008 and winter 2010, surface water samples (0.5 m depth) were collected on eight occasions at the Blanes Bay Microbial Observatory (BBMO), a northwest Mediterranean coastal site (< 24 m depth; 0.5 miles offshore; 41°39.9' N, 2°48.3' E). BBMO is well characterized in terms of bacterioplankton and phytoplankton community succession (Alonso-Sáez et al., 2008; Gutiérrez-Rodríguez et al., 2011) and dimethylated sulfur cycling (Vila-Costa et al., 2008; Simó et al., 2009). One experiment was conducted in late winter (WI1), three in spring (SP1, SP2, and SP3) and summer (SU1, SU2, and SU3), and one in early autumn (AU1), covering the phytoplankton succession from bloom to low-biomass conditions (Table 3.1).

The samples were taken before sunrise to avoid prior exposure to sunlight, and brought within 2 h to the laboratory in dimmed polycarbonate carboys. In situ temperature and salinity profiles were measured with a conductivity, temperature, and depth (CTD) probe (SAIV A/S model SD204) also equipped with turbidity and chlorophyll a (Chl a) fluorescence sensors. Underwater UVR and photosynthetically-active radiation (PAR) profiles could not be measured on experiment days as we sampled before sunrise. Instead, radiation profiles obtained in the routine monthly sampling at BBMO (since 2008) were used to reconstruct the underwater radiation field, in conjunction with CTD and meteorological data (see below).

A gradient of spectral irradiance was created by manipulating total irradiance and the UV region of the spectrum, making a total of 5 treatments: Two spectral treatments, with two irradiance levels each, plus one dark treatment (Table 3.2). Total irradiance was regulated using a variable number of neutral screen layers, adjusted in each experiment to match in situ mixing conditions. Spectral manipulation was achieved using incubation bottles with different spectral transmittance: polytetrafluoroethylene bottles (Teflon®, Nalgene; abbreviated T), which transmit the full solar spectrum, and polycarbonate bottles (Nalgene; abbreviated PC), which have the 50% cutoff at 339 nm, eliminating almost all ultraviolet B radiation (UVB; 280-320 nm). Thus, the high irradiance treatments (T and PC) had their dimmed counterparts (labeled T_{dim} and PC_{dim}). Biological DMS cycling rates were measured in whole water samples, incubated in single or replicate 2.3 L bottles. DMS photolysis was measured in duplicate or triplicate bottles (40 mL to 250 mL), filled with 0.22 μm-filtered water obtained from a sequential filtration system connected to a peristaltic pump (system routinely used for DNA collection, with 3 and 0.22 μm pore size filtration cartridges). Biotic and abiotic process bottles,
Table 3.2: Summary of experimental manipulations and their corresponding treatment code (see text for a detailed description). The irradiance transmitted by each bottle type in different wavebands is also given (see Fig. 3.2).

<table>
<thead>
<tr>
<th>Treatment</th>
<th>Bottle material</th>
<th>Transmitted irradiance (%)</th>
<th>Neutral screens (No.)</th>
<th>Mean duration</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>UVB</td>
<td>UVA</td>
<td>PAR</td>
<td>T</td>
</tr>
<tr>
<td></td>
<td>Tdim</td>
<td>1-3</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PC</td>
<td>11</td>
<td>77</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>PCdim</td>
<td>1-3</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

covered by ca. 5 cm of running seawater, were incubated in a black tank on the roof of the lab. Spectral irradiance at the water subsurface was continuously recorded with a profiling ultraviolet (PUV-2500, Biospherical) multichannel filter radiometer placed inside the tank.

The experiment work flow was as follows: when the carboy arrived at the lab, aliquots for the determination of initial parameters were withdrawn, and the black plastic bag that covered the carboy was removed to allow some degree of initial photoacclimation in room light. The biological process bottles were filled without bubbling, after gently mixing the carboy, using silicone tubing. All the materials used were cleaned with hydrochloric acid, milli-Q water and the same seawater sample. Once all biological process bottles had been filled (within 30 min), they were immediately set in the incubation tank (ca. 3 h before solar noon). DMS photolysis incubations started around 1 h after whole water incubations, and were stopped after 3 – 4 h of exposure. Biological process incubations lasted for 5 – 9 h, after which aliquots were taken to measure DMS and DMSPt, post-exposure bacterial heterotrophic activity, and the photosynthetic performance of phytoplankton (see below).

3.2.2 Sample processing and analysis

3.2.2.1 DMS and DMSP analysis

DMS and DMSP were analyzed using a purge and trap system coupled to sulfur-specific gas chromatography (GC; Shimadzu GC14A) with flame photometric detection (Simó et al., 1996). For DMS analysis (analyzed < 1 h after the end of the incubation) 3-5 mL of seawater were gently passed through a syringe filter (GF/F, Whatman) and immediately sparged in a crimp glass vial for 3-5 min with 40 mL min⁻¹ of high purity He. Volatiles were trapped in a 1/8 inch Teflon tube loop submerged in liquid nitrogen, from where they were re-volatilized by dipping the loop in hot water. Sulfur compounds were separated using a packed Carbopack®
60/80 mesh column (Sigma-Aldrich) maintained at 170°C. Retention time for DMS was 0.9 min, and detection limit was 3 pmol. Analytical precision was better than 5%. Calibration was performed by syringe injection into the purge vial of varying volumes of a gaseous mixture of He and DMS released by a weight-calibrated permeation tube (Dynacal, Valco Instruments Co. Inc) (Simó et al., 1998). Plots of log(nmol DMS) vs. log(peak area) yielded a straight line (usually $R^2 > 0.99$) that was used for DMS quantification in the samples. For total DMSP analysis (DMSPt) a larger volume of unfiltered sample (40 mL) was stored in crimp glass vials after adding two NaOH pellets (45 mg each, ca. 0.2 mol L$^{-1}$ final concentration, pH > 12). The DMSPt+DMS pool was analyzed as evolved DMS after undergoing alkaline hydrolysis for at least 24 h (and always within 2 weeks). The DMSPt concentration was calculated by subtraction of the previously determined DMS concentration.

### 3.2.2.2 Other chemical analyses

Dissolved inorganic nutrients (only nitrate + nitrite are reported here) were analyzed in an Alliance Evolution II autoanalyzer with spectrophotometric detection. For Chl $a$ analysis, 150 mL of seawater were filtered through GF/F filters (Whatman), extracted in acetone (90% v:v, 4°C, overnight), and measured in a Turner Designs fluorometer. Picoplankton Chl $a$ was determined by parallel filtration onto GF/F after screening with polycarbonate 3 µm pore filters (Poretics). Samples for colored (or chromoporic) dissolved organic matter (CDOM) were measured immediately after filtration following C. Romera-Castillo (unpubl.). Seawater was filtered by an acid cleaned glass filtration system using precombusted GF/F filters. CDOM absorption was measured in a dual-beam spectrophotometer (Varian Cary 100 Bio) equipped with a 10 cm quartz cell. Spectral scans were collected between 250 and 750 nm at a constant room temperature of 20°C. Milli-Q water was used as blank. Absorption coefficients of CDOM were calculated as $a_{CDOM} = 2.303 Abs_{\lambda} L^{-1}$, where $Abs_{\lambda}$ stands for absorbance at wavelengths $\lambda$, and $L$ for the optical path length in meters (0.1 m cuvette). The spectral slope of CDOM ($S_{CDOM}$) was computed from the linear regression between the natural logarithm of $a_{CDOM,\lambda}$ wavelength at the range 300–400 nm.

### 3.2.2.3 Phytoplankton counts and carbon biomass

Picocyanobacteria (Prochlorococcus and Synechococcus) and picoeukaryotic phytoplankton populations were enumerated in live samples by flow cytometry (FACScalibur, Beckton Dickin- son) (Marie and Partensky, 2006). Autotrophic nanoplankton (nanoflagellates and crypto-
3.2 Methods

Phyto (phytes) were counted using epifluorescence microscopy in samples stained with 4,6-diamidino-2-phenylindole (DAPI). Microphytoplankton species (dinoflagellates and diatoms) were identified and counted with an inverted microscope in samples preserved with formalin-hexamine (0.4% final concentration) and kept at 4°C. Carbon biomass was estimated using standard conversion factors for picophytoplankton (following Simó et al. (2009), or factors based on cell size for nano- and microphytoplankton (Menden-Deuer and Lessard, 2000).

3.2.2.4 Phytoplankton photosynthetic efficiency

Maximum quantum efficiency of photosystem II photochemistry \( (F_v : F_m) \) was measured using a Fast Repetition Rate fluorometer (FRRF; Fasttracka, Chelsea Marine Systems), and interpreted as a proxy for photoinhibition and photodamage. Subsamples of 60 mL were withdrawn from the incubation bottles and allowed to recover from short-term photoinhibition during 5 minutes in dim light, and subsequently placed in the dark chamber of the FRRF. The protocol consisted of 100 saturation flashlets (1.3 \( \mu \)s duration, 2.8 \( \mu \)s interflash delay) followed by 20 relaxation flashlets (separated by 50 \( \mu \)s). 30 acquisitions were averaged for each sample, and the resulting saturation curve was fitted using the version 5 (v5) Matlab software (Laney, 2003), which allows correcting for 0.2-\( \mu \)m filtered-water blanks and for the instrument’s response function. All samples were analyzed in duplicate. When needed, additional bottles were set in the incubator to measure \( F_v : F_m \) at intermediate time points.

3.2.2.5 Particulate primary production (PPp)

Photosynthesis-irradiance curves were measured on the initial water samples, and used to estimate PPp in each experimental treatment. Thirteen 70 mL-bottles (Corning) and one dark control were filled with seawater and inoculated with 10 \( \mu \)Ci NaH\(_{14}\)CO\(_3\). The incubation was carried out in a water bath at in situ temperature in a gradient of artificial PAR (10-1000 \( \mu \)mol photons m\(^{-2}\) h\(^{-1}\)). After 2 h of incubation the samples were filtered at low vacuum through cellulose ester filters (Millipore 0.22 \( \mu \)m), which were subsequently exposed overnight to concentrated HCl fumes. Scintillation cocktail (4 mL Optiphase Hisafe 2) was then added to each filter, and the radioactivity was measured in a Beckman LS6000 scintillation counter. The photosynthesis-irradiance curves showed no photoinhibition at high PAR, so they were fitted using the model of Webb et al. (1974). Uninhibited photosynthesis rates in the incubations were calculated at 1 min resolution using the photosynthesis-irradiance curve-derived parameters \( (P_{\text{b}max} \) and \( \alpha \) and the PAR measured in the tank. UVR-inhibited PPp rates were re-calculated by multiplying,
at each time step, uninhibited PPp by the relative inhibition of $F_0 : F_m$ (interpolated at 1 min resolution). The rates were finally averaged over the duration of the experiment.

### 3.2.2.6 Bacteria counts

Samples were fixed with 1% paraformaldehyde (PFA) + 0.05% glutaraldehyde (final concentration), flash-frozen in liquid nitrogen and stored at -80°C. Bacterial populations were enumerated with a FACSCalibur flow cytometer (Becton Dickinson) following standard procedures (Gasol and del Giorgio, 2000).

### 3.2.2.7 Catalyzed reporter deposition-fluorescence in situ hybridization (CARD-FISH)

Hybridization with phylogenetic probes targeting major bacterial groups allowed the determination of the bacterial community composition in the initial sample. The clades targeted were *Gammaproteobacteria*, NOR5 (within *Gammaproteobacteria*), *Bacteroidetes*, *Roseobacter*, SAR11 (the last two, members of *Alphaproteobacteria*), and *Synechococcus*, as well as *Eubacteria*. Counterstaining of CARD-FISH filters was done with DAPI. We used the protocol of Pernthaler et al. (2002). Further details can be found in Ruiz-González et al. (2012d).

### 3.2.2.8 Bulk bacterial heterotrophic activity

Initial and post-exposure bacterial heterotrophic activities were estimated with the $^{3}$H-leucine incorporation method (Kirchman et al., 1985) in triplicate samples (plus one killed control), processed by the centrifugation method of Smith and Azam (1992).

### 3.2.3 Optics and spectral weighting functions

#### 3.2.3.1 In situ radiation field

The in situ exposure regime was calculated combining UVR and PAR attenuation profiles, mixing depths obtained from the CTD casts, and the spectral irradiance at the water sub-surface recorded by the PUV-2500 placed in the incubator. Diffuse attenuation coefficients of downwelling cosine irradiance ($K_{d,\lambda}$) were calculated for each of the radiation bands measured by the PUV-2500 (six in the UV, centered at 305, 313, 320, 340, 380 and 395, and one single band in the PAR) assuming an exponential extinction (after discarding the first 2 m from the surface). In addition, $k_{ds}$ for the UVB and UVA (320-400 nm) bands were calculated by spectrally integrating PUV-2500 profiles. Since we had no direct measurements on the date of
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sampling, each experiment was assigned the \( k_d \)s from the closest sampling, if the water column conditions were very similar. Else, \( k_d \)s were calculated as function of Chl \( a \) and turbidity, which were good predictors of underwater light attenuation at this site (M. Galí unpubl.). The mixed layer depth (MLD) was calculated from both temperature and density (\( \sigma_t \)) profiles, binned at 1 m resolution, as the depth where either temperature or density departed > 0.15°C or kg m\(^{-3} \) from the surface reference value (2 m depth). For each radiation band, subsurface irradiance, vertically-integrated irradiance in the mixed layer (Vallina and Simó, 2007), and that at the bottom of the mixed layer were computed for the duration of each experiment (Fig. 3.1).

3.2.3.2 Experimental radiation field

The calibrated UVR time series recorded by the PUV-2500 in each experiment (6 discrete bands) was spectrally interpolated with the shape of a standard, high-resolution non-calibrated spectrum. The standard spectrum was obtained by averaging several standardized spectra measured with a miniature diode array spectroradiometer (USB2000+, Ocean Optics) on sunny days around noon. Standardized spectra showed very little variation and were in good agreement with published ones (Gueymard et al., 2003). This way, an average UVR spectrum between 300 and 400 nm at the water subsurface, with 1 nm resolution, was produced for each experiment and treatment. The USB2000+ (equipped with a cosine detector) was also used to measure the spectral irradiance inside and outside the T and PC bottles to calculate their spectral transmittance (Fig. 3.2A). These measurements were corrected by transmittance measurements done with a scalar irradiance spherical PAR sensor, to better take into account the three-dimensional radiation field. Finally, the product of subsurface spectral irradiance, bottle transmittance and neutral screen attenuation yielded the actual spectral irradiance (\( E_{d,\lambda} \)) experimented by the samples, which is the basis of further calculations.

3.2.3.3 Spectral weighting functions

UVR-mediated reactions have a strong spectral dependence. Therefore, \( E_{d,\lambda} \) was weighted with spectral functions found in the literature. All weighting functions were normalized to 1 at 300 nm, thus, they were used as a dimensionless spectral efficiency. Spectral integration (or sum, in discrete form) of weighted \( E_{d,\lambda} \) yielded the weighted UV irradiance \( E^* \):

\[
E^* = \sum_{\lambda=300\text{nm}}^{400\text{nm}} E_{d,\lambda} \varepsilon_{\lambda}
\]  

(3.1)
where $\varepsilon_\lambda$ is a wavelength-dependent scaling coefficient. Since $\varepsilon_\lambda$ has inverse energy units (m$^2$ W$^{-1}$) in the photobiological literature but inverse quantum units (m$^2$ quanta$^{-1}$ s$^{-1}$) in the
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Figure 3.2: Graphical example of how biologically or photochemically weighted irradiance was calculated - (A) Spectral transmittance of Teflon and polycarbonate bottles; (B) absorption coefficient of colored dissolved organic matter (a\text{CDOM}), with the median of the 8 experiments, maximum (26 May 2009) and minimum (30 September 2008); (C) average spectral quantum yield (\phi_{\text{photo}}) and action spectrum (\phi_{\text{photo}a\text{CDOM}}) of DMS photolysis, compared to an average biological weighting function (BWF) for the inhibition of photosynthesis (\epsilon_{\text{phyto}}), a proposed BWF for UV-induced DMS production by phytoplankton (\epsilon_{\text{Toulle08}}), and a BWF for DNA damage (\epsilon_{\text{SetlowDNA}}); (D) Comparison of the spectral shape of DMS photolysis in Teflon and PC bottles, and unweighted UV irradiance. (C, D) The spectra are normalized to their maximum between 300 and 400 nm.

In the photochemical literature, we converted \( E_{d,\lambda} \) to quantum units, when necessary, using Planck’s constant. \( E^* \) was converted to weighted irradiance dose \( H^* \) multiplying it by the duration of the exposure.

3.2.3.4 DMS photolysis

DMS photolysis can be described by apparent spectral quantum yields (\( \phi_\lambda \)) that decrease exponentially with wavelength (Toole et al., 2003). An average \( \phi_\lambda \) was produced by averaging four spectral slopes, obtained from two studies done at the Sargasso Sea and the Bering Sea (Toole et al., 2003; Deal et al., 2005). The resulting \( \phi_\lambda \) had a spectral slope of 0.0436 nm\(^{-1}\) (with the original slopes ranging between 0.0321 and 0.0499). DMS photolysis is a photosensitized process, meaning that actinic light is not directly absorbed by DMS. Thus, \( \phi_\lambda \) has to be
multiplied by the amount of light absorbed by CDOM (Fig. 3.2B-D) to obtain the photolysis-weighted irradiance as

\[ E_{\text{photo}} = \sum_{\lambda=300nm}^{400nm} E_{d,\lambda} a_{CDOM,\lambda} \phi_\lambda \]  

(3.2)

where the photochemical action spectrum is

\[ \varepsilon = a_{CDOM,\lambda} \phi_\lambda \]  

(3.3)

3.2.3.5 Biological weighting functions

Three biological weighting functions (BWFs), representative of different biological processes, were applied to the average spectral irradiance recorded during whole water incubations (Fig. 3.2C): one for DNA damage, which is strongly UVB-shifted (Setlow, 1974); one for phytoplankton DMS release, estimated from a diagnostic modeling study in the Sargasso Sea, with an exponential spectral slope of 0.0340 nm\(^{-1}\) that results in UVA-shifted weights (Toole et al., 2008); and a BWF representative of photosynthesis photoinhibition, with intermediate UVB vs. UVA weights. Most published BWFs for photosynthesis are biased towards large-celled phytoplankton, which are rarely dominant at the BBMO (Gutiérrez-Rodríguez et al., 2011). Therefore, the average BWF for natural plankton assemblages calculated by Neale and Kieber (2000) was further averaged with the BWF calculated for two picoplankters (Sobrino et al., 2005), which are expected to be more sensitive to UVR (Garcia-Pichel, 1994). Fig. 3.2 is a graphical summary of the optical calculations pipeline, starting with spectral irradiance entering the bottles and ending with wavelength-resolved spectra for each process and treatment.
Table 3.3: Relationship between change in DMS concentration and the weighted irradiance dose \((H^*)\) in incubations of filtered (photochemistry) and unfiltered seawater (biological processes). Variables known to affect DMS photolysis are also included: The absorption coefficient of colored dissolved organic matter \((a_{CDOM})\) and its spectral slope \((S_{CDOM})\), and nitrate + nitrite concentration. \(k^*_{\text{photo}}\) is the slope ± standard error, \((n = 3 \text{ to } 5)\) of the linear least squares regression between the logarithm of fractional DMS loss and \(H^*\). An analogous \(k\) has been calculated for unfiltered water incubations \((k^*_{\text{unfiltered}}, n = 5 \text{ except in SP3 where } n = 3)\). The \(Y\)-intercept of the regression \((Y_{x=0})\) is reported for unfiltered water incubations only (see text); \(p\) values indicate the probability that the slope (\(k\)) is different from 0.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Photolysis incubations</th>
<th>Bio. Process incubations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(a_{CDOM,300}) ((\text{m}^{-1}))</td>
<td>(S_{CDOM}) ((\text{nm}^{-1}))</td>
</tr>
<tr>
<td>WI1</td>
<td>0.48</td>
<td>0.020</td>
</tr>
<tr>
<td>SP1</td>
<td>0.52</td>
<td>0.018</td>
</tr>
<tr>
<td>SP2</td>
<td>0.61</td>
<td>0.018</td>
</tr>
<tr>
<td>SP3</td>
<td>0.50</td>
<td>0.017</td>
</tr>
<tr>
<td>SU1</td>
<td>0.48</td>
<td>0.021</td>
</tr>
<tr>
<td>SU2</td>
<td>0.47</td>
<td>0.020</td>
</tr>
<tr>
<td>SU3</td>
<td>0.50</td>
<td>0.022</td>
</tr>
<tr>
<td>AU1</td>
<td>0.42</td>
<td>0.019</td>
</tr>
</tbody>
</table>
3.2.4 Sulfur cycling rates

The DMS photolysis rate constant in filtered-water incubations \((k_{\text{photo}}^*)\) was calculated assuming pseudo first-order kinetics with respect to the weighted irradiance dose \((H^*)\) (Kieber et al., 2007) as follows: First, the natural logarithm of fractional DMS loss in the different irradiance treatments was calculated as \(\ln(\frac{[\text{DMS}]_0}{[\text{DMS}]_f})\), where \([\text{DMS}]_0\) and \([\text{DMS}]_f\) represent initial and final DMS concentrations, respectively; then, \(\ln(\frac{[\text{DMS}]_0}{[\text{DMS}]_f})\) was regressed against the weighted irradiance dose \((H^*)\). Since the latter accounts for variations in both incubation time and spectral conditions, a linear relationship between the two variables is expected, and \(k_{\text{photo}}^*\) is the slope of the regression. The units of \(k_{\text{photo}}^*\) calculated in such a manner are those of (weighted irradiance dose\(^{-1}\)).

Net DMS production rate \((NP)\) in unfiltered water incubations was calculated as the change in DMS between the beginning and the end of the incubation \((\text{nmol L}^{-1} \text{h}^{-1})\). Since \(NP\) results from the balance between biological and photochemical processes, it has to be corrected by the photochemical DMS consumption \((PH_{\text{bio}})\) to obtain the net biological DMS production: \(NP_{\text{bio}} = NP + PH_{\text{bio}}\). At any time, the photolysis rate \((PH_{\text{bio}})\) in whole-water bottles can be calculated as the product of \(k_{\text{photo}}^*\), weighted irradiance \(E^*_\text{bio}\), and DMS concentration. Estimating the average photolysis rate would require measuring DMS with sufficient temporal resolution. Since only initial and final DMS were measured, we assumed that the mean photolysis rate in each incubation was proportional to the average \(E^*_\text{bio}\) and DMS concentration:

\[
PH_{\text{bio}} = k_{\text{photo}}^*E^*_\text{bio}[\text{DMS}]_\text{bio}
\]

Finally, gross DMS production rates \((GP)\) were calculated by budgeting as

\[
GP = NP + PH_{\text{bio}} + BC
\]

where \(BC\) stands for bacterial DMS consumption. To estimate dark bacterial DMS consumption \((BC_{\text{dark}})\), one of the two dark bottles (2.9 L, amber glass) was amended before the incubation with 200 – 300 nmol L\(^{-1}\) dimethyl disulfide (DMDS), an effective inhibitor of bacterial DMS consumption (Wolfe and Kiene, 1993b; Simó et al., 2000). The difference between DMS production rates in the DMDS-amended and the unamended bottle yielded \(BC_{\text{dark}} = GP_{\text{dark}} - NP_{\text{dark}}\). Field studies using radioisotope additions have shown that solar radiation inhibits DMS consumption, roughly, as much as bacterial leucine incorporation (Toole et al., 2006; Kieber et al., 2007). Thus, in sunlit incubations, \(BC\) rates were calculated
as the product of $BC_{\text{dark}}$ and the fractional inhibition of bulk bacterial leucine incorporation rates ($I_{\text{LIR}}$), as $BC = C_{\text{dark}}I_{\text{LIR}}$. We took this alternative approach based on bulk bacterial heterotrophic activity photoinhibition because our study, unfortunately, began before the DMDS inhibition had been optimized for its use in light incubations (Galí et al., 2011).

### 3.2.4.1 Sources of uncertainty

To estimate the uncertainty associated to budget-derived $GP$ (eq. 3.5), the error in each individual measurement was propagated following standard methods (Taylor, 1997). We considered the uncertainty in $BC$ and $NP$ rates due to analytical error and incubation duplicates (when existing), and the error of photolysis (Table 3.3). Error was defined as the range, in the case of duplicates, or as the standard error, when triplicates or more measurements existed.

Besides the measurement error, some uncertainty in $GP$ arose from the assumptions made in its calculation. The first assumption was that $BC$ was photoinhibited to the same extent than microbial leucine incorporation. To address this issue we conducted sensitivity tests where two extreme scenarios were considered: no photoinhibition of $BC$ in sunlight, and total photoinhibition of $BC$ in the harshest exposure (T bottles). According to published data, both extreme assumptions are unlikely to happen (Toole et al., 2006; Kieber et al., 2007). These exercises showed that calculating $BC$ in alternative ways would have little impact on $GP$ rates, and that the change would be generally smaller than the measurement uncertainty.

The second assumption implied that DMS photolysis was proportional to the average of initial and final DMS concentration (eq. 3.4). This issue was addressed by calculating a time-resolved photolysis using the recorded irradiance time-series. Such calculation was repeated with different patterns of temporal DMS evolution during the incubation. This exercise showed that the bias in the photolysis term ($PH_{\text{bio}}$) derived from the simplification used in eq. 3.4 was $< 10\%$, and that DMS evolution could not have departed too much from linearity in most incubations (as already described in Galí et al. (2011)). This is in line with DMS measurements performed at an intermediate time in SU1 (1.5 h after solar noon), which indicated almost linear DMS evolution.
3.3 Results

3.3.1 Initial microbial communities

Phytoplankton biomass and community composition ranged from high-biomass, diatom-dominated communities in late winter (WI1) to low-biomass, picoplankton-dominated communities in late summer and early autumn (SU 1-3, AU1). Spring samples showed an intermediate position and were dominated by nanoflagellates (Table 3.1; Fig. 3.3A). Regarding bacterial communities, the SAR 11 clade dominated numerically almost all year round, with higher abundance in late summer and early autumn, while the *Gammaproteobacteria, Bacteroidetes* and *Roseobacter* clades were relatively more abundant during spring (Fig. 3.3B).

3.3.2 Phytoplankton activity and response to sunlight

Maximum, uninhibited particulate primary production rates (PPp) occurred in WI1 and SP3 samples (around 120 nmol C L\(^{-1}\) h\(^{-1}\)) and minimum in SU1-3 and AU1 (37-56 nmol C L\(^{-1}\) h\(^{-1}\)), with intermediate values in SP1-2 (64-79 nmol C L\(^{-1}\) h\(^{-1}\)). The photoacclimation parameter \((E_k = P_{\text{max}}/\alpha)\) varied between 294 and 2280 \(\mu\text{mol photons m}^2\ \text{s}^{-1}\) (median of 537), and showed no obvious relation to light levels in the field. The values of \(E_k\) indicate that, in the non-dimmed treatments, the samples spent most of the time on the PAR-saturated portion of the photosynthesis-irradiance curve. Initial \(F_v : F_m\) values varied in a narrow range (0.48-0.61), indicative of good physiological condition. At the end of the experiments only slight inhibition was observed, \(F_v : F_m\) being reduced to 85.9 ± 1.8% (T; ), 87.6 ± 2.0% (PC), 87.1 ± 2.0% (PT\(_{\text{dim}}\)), and 91.6 ± 3.4% (PC\(_{\text{dim}}\)) of its initial values (average ± SE, \(n=5\)).

In WI1 and SU1-3, subsamples for \(F_v : F_m\) were taken at 2-4 intermediate times during the incubation. During the first hour of exposure, \(F_v : F_m\) decreased to 38 – 73% of its initial value in T bottles. By the time peak irradiance was reached \(F_v : F_m\) levels had recovered substantially (Fig. 3.4), even in bottles suffering the harshest exposure. Thus, the initial photoinhibition (or even ‘light shock’) was reversible, and phytoplankton (as a bulk) were able to photoacclimate. Note that at the time when incubations started (3 h before solar noon), irradiance was on average 40 and 60% of the noontime maximum for the 305 nm and PAR bands, respectively.

3.3.3 Bacterial activity and response to sunlight

Bulk bacterial heterotrophic activity, as indicated by initial leucine incorporation rates (LIR), was highest in SP2 and SU1 (74-84 pmol Leu L\(^{-1}\) h\(^{-1}\)), and lowest in WI1 (10 pmol Leu L\(^{-1}\) h\(^{-1}\)),
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Figure 3.3: Composition of the phytoplankton and bacterioplankton communities - (A) Contribution of different groups to total phytoplankton carbon biomass, as assessed by flow cytometry and microscopy. Dia: diatoms (Bacillariophyceae); Din: dinoflagellates (Dinophyceae); Cry: Cryptophyceae; Syn: Synechococcus; Coc: coccolithophorids (Prymnesiophyceae); PF 2 – 5 µm: phototrophic nanoflagellates; Pro: Prochlorococcus. According to Gutiérrez-Rodríguez et al. (2011), the phototrophic nanoflagellates fraction (PF) contains high proportions of small prymnesiophytes, but also pelagophytes and, in winter, prasinophytes. (B) Contribution of different groups to total bacterial numbers, as assessed by CARD-FISH. No data were available for SU2 (30 June 2009). However, other variables indicated that that sampling took place during a smooth transition between late spring and midsummer conditions. Unidentified: unlabeled prokariotes; Syn: Synechococcus; SAR 11 (Alphaproteobacteria); Bcdt: Bacteroidetes; Roseo: Roseobacter (Alphaproteobacteria); Gamma: Gammaproteobacteria.

with intermediate values in the remaining samples (18-52 pmol Leu L\(^{-1}\) h\(^{-1}\)). Solar exposure generally inhibited leucine incorporation but, on occasions, slight stimulation was also observed
Figure 3.4: UV irradiance and photosynthetic performance of phytoplankton - (A, B) Time series of spectral irradiance at two representative wavebands centered at 313 nm (UVB) and 380 nm (UVA), and (C, D) corresponding time courses of phytoplankton photoinhibition. The examples correspond to two days with different solar zenith angle and cloudiness: (A, C) SU3 and (B, D) WI1.

(mostly in PC<sub>dim</sub> bottles). Overall, sunlight incubations yielded LIR values (average ± SE, n = 6) that were 73.3 ± 6.1% (T), 88.6 ± 7.3 % (PC), 93.0 ± 8.3% (PT<sub>dim</sub>) and 106.9 ± 8.5% (PC<sub>dim</sub>) those of dark incubations. In SP3 and SU2 experiments, where no post-exposure LIR measurements were available, the average of the other experiments was used to calculate the inhibition of bacterial DMS consumption.

3.3.4 DMS photolysis

Maximum photolysis rates occurred in T bottles, followed by PC or T<sub>dim</sub>, and PC<sub>dim</sub>. In each experiment, the logarithm of fractional DMS loss showed a linear relationship with weighted irradiance dose (\(H^*\)). The \(R^2\) of the regression was 0.89-0.99 (except in SU1, \(R^2 = 0.83\) with n = 3) and the slope significantly different from 0 (Table 3.3). The intercepts of the regression were never significantly different from 0, as expected, since no photolysis occurs in the dark. For this reason, \(k_{\text{photo}}^*\) was deduced from the slope of the regression forced through 0. These observations indicate that DMS photolysis was well described by pseudo first-order kinetics,
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and that the spectral weighting functions used were appropriate because they accounted for the spectral variation between T and PC bottles.

Photolysis ‘yields’ ($k_{photo}^*$) decreased by 4-fold from late winter through early autumn (Table 3.3). In fact, $k_{photo}^*$ was significantly correlated to the day of the year (Spearman’s rank correlation $r = -0.93, p < 0.01$). The highest photochemical yield occurred in W11, coinciding with relatively high nitrate concentration (Table 3.3), in keeping with previous findings (Bouillon, 2004; Toole and Siegel, 2004). Besides the variation in photolysis yields, maximum DMS photolysis rates (T bottles) were largely driven by irradiance and DMS concentration (Eq. 4). Thus, highest photolysis rates occurred in SP2 and SU1 (0.54-0.60 nmol L h$^{-1}$), intermediate values in the rest of summer and spring experiments (0.21 - 0.36 nmol L h$^{-1}$), and lowest values in W11 (0.14 nmol L h$^{-1}$) and AU1 (0.02 nmol L h$^{-1}$). Photolysis rates averaged over the duration of each incubation are represented in Fig. 3.5.

3.3.5 Net DMS production

The highest $NP$ occurred in SP1, SP2 and SU1 experiments, with 0.21-0.46, 0.43-0.53 and 0.21-0.31 nmol L$^{-1}$ h$^{-1}$, respectively. All other experiments yielded lower $NP$ rates between -0.06 and 0.05 nmol L$^{-1}$ h$^{-1}$. More interestingly, $NP$ rates displayed a rather flat response across the different treatments (Fig. 3.5 A through H). The regression between $NP$ and radiation dose was never significantly different from 0, no matter the radiation dose was expressed as a specific band (UVB, UVA, PAR) or weighted by any of the spectral weighting functions ($p > 0.2$). In other words: across the spectral irradiance gradient, biological DMS production increased enough to (at least) compensate photochemical DMS loss. The only exception to this behavior was found in AU1 (although the low DMS concentrations and cycling rates in that experiment might have rendered noisier estimations). To provide additional evidence for this finding, we made the exercise of regressing the logarithm of fractional DMS change in unfiltered water incubations to the photolysis-weighted irradiance dose, as done for the photolysis bottles. This clearly showed that, in biological process bottles, DMS evolution departed from the kinetics dictated by DMS photolysis (Table 3.3).

The lack of treatment replicates in biological process bottles in the first five experiments might limit the strength of our conclusions. However, there are indications that the behavior we observed was robust: 1) the flat response of $NP$ across the spectral irradiance gradient was found in several independent samples; 2) similar $NP$ and photolysis $k$’s were found in experiments performed with similar initial samples, i.e., on sampling dates that were close in
Figure 3.5: DMS cycling rates under different spectral irradiance conditions - (A-H) Gross DMS production (GP) rates in the eight experiments, and the contribution of each budget term used for its calculation, namely: net DMS production (NP), DMS photolysis, and bacterial DMS consumption (BC). Net biological DMS production (NPbio) is NP + Photolysis. (I) Sketch showing how to interpret the color coding of the bars.

3.3.6 Bacterial DMS consumption

Dark BC rates were highest in SP1 and SP2 (0.33 ± 0.15 and 0.11 ± 0.08 nmol L⁻¹ h⁻¹, respectively) and lower in the other experiments (between 0.04 and 0.09 nmol L⁻¹ h⁻¹), being virtually undetectable in SU1 (0.02 ± 0.03 nmol L⁻¹ h⁻¹). BC rate constants, that is, BC rates normalized to the initial DMS (BC/[DMS]₀; d⁻¹ units) were very similar to those found by
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Figure 3.6: Stimulation factor of gross DMS production in sunlit vs. dark incubations in each experiment. The boxes encompass the first and third quartiles, with center in the median. Differences between treatments where significant in the ensemble of all experiments (Kruskal-Wallis $p < 0.05$), as deduced from multiple comparisons (post-hoc Tukey-Kramer test; indicated by different letters).

(Vila-Costa et al., 2008) both in magnitude and in terms of seasonal variation. The highest values were found in spring (around 1 d$^{-1}$) and the lowest in summer (around 0.3 d$^{-1}$). Only the WI1 sample, with 0.04 ± 0.01 nmol L$^{-1}$ h$^{-1}$ (0.3 d$^{-1}$), deviated from the general wintertime behavior (1.0 ± 0.4 d$^{-1}$) found by Vila-Costa et al. (2008).

### 3.3.7 Net biological and gross DMS production

$NP_{bio}$ displayed a strong response to spectral irradiance. This resulted from adding irradiance-dependent photolysis rates to $NP$ rates that were comparatively smaller and flat across the spectral irradiance gradient (Fig. 3.5 A-H). In all experiments but one (AU1), highest $NP_{bio}$ occurred in the T bottles, followed by PC or T$_{dim}$. Samples exposed to mild irradiance (PC$_{dim}$) showed $NP_{bio}$ rates very similar to those incubated in the dark. Gross DMS production ($GP$) rates, calculated as the sum of $BC$ and $NP_{bio}$ (Eq. 5), showed a pattern very similar to that of $NP_{bio}$ (Fig. 3.5 A-H). Maximum $GP$ rates in T bottles were found in SP1-2 and SU1 (0.84-1.07 nmol L$^{-1}$ h$^{-1}$) followed by the remaining samples (0.22-0.46 nmol L$^{-1}$ h$^{-1}$) and AU1 (< 0.05 nmol L$^{-1}$ h$^{-1}$). Interestingly, the degree of $GP$ stimulation by sunlight was highly variable despite the qualitatively consistent response (Fig. 3.6).
3.3.8 Sources of uncertainty

Our GP estimates had an average uncertainty of 24%, and the error was < 33% in 80% of the incubations (n = 38). The relative contribution of NP, photolysis ($PH_{bio}$) and BC to GP varied for each initial sample and treatment (Fig. 3.5). GP became more sensitive to the $PH_{bio}$ term as spectral irradiance increased, while the importance of BC decreased. Across treatments, the error of $PH_{bio}$ contributed on average 59, 52, 31, and 14% of the GP error in T, PC, T$_{dim}$, and PC$_{dim}$, respectively. BC contributed 30, 31, 39, 61 and 78% in T, PC, T$_{dim}$, and PC$_{dim}$, and D, respectively. The remaining 11 - 30% of the error was due to NP.

3.4 Discussion

Short-term modulation of community gross DMS production by meteorological forcing has been in the spotlight since the studies of Simó and Pedrós-Alió (1999a,b). These studies pointed out that photobiological processes mediated by vertical mixing could result in enhanced DMS yields. Indeed, our results show that gross DMS production can increase dramatically under full-spectrum midday irradiance. Yet, the strength and spectral behavior of the stimulation response are highly variable (Fig. 3.5 and 3.6). In the following paragraphs we will discuss how that this variability can be understood by analyzing the response of GP to spectral irradiance, and its relationship with the structure of the microbial community and its light exposure history.

3.4.1 Irradiance dependence of gross DMS production (GP)

The clearest outcome of our experiments is that sunlight-stimulated GP is irradiance-dependent. As shown in Fig. 3.5, the increase in GP across the spectral irradiance gradient is balanced by photolysis, producing the observed flat response of net DMS production (NP). Such response had been already reported by Toole et al. (2006) (see Fig. 9 of that paper), who envisioned the occurrence of radiation-driven GP but did not explore in detail the magnitude and photobiological basis of this process. Our GP stimulation estimate is clearly higher than the 1.3 – 1.8 range of the stimulation factor reported by Galí et al. (2011). In that study the samples were incubated during 24 – 29 h, spending less of the total incubation time at high irradiance. This suggests that highest GP occurs during the hours of harshest UVR-PAR exposure, and that the stimulation effect becomes relatively less important on a daily basis.

The lack of short-term effects of UVR on net DMS production contrasts with the strong seasonal relationship between UVR and DMS seasonality (Toole and Siegel, 2004). This appar-
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The paradox can be understood by the superposition of the short-term processes analyzed here and the seasonal succession of plankton communities towards enhanced DMS(P) dynamics in summer (Vila-Costa et al., 2008; Lizotte et al., 2012). In this context, sunlight-driven GP can provide the DMS surplus that compensates for photolysis in highly irradiated and stratified waters. This fits with the observation of no DMS depletion (or even net DMS increase) around noontime in studies where surface DMS was measured across diel cycles in summer (Gabric et al., 2008, see Chapter 5).

It is worth mentioning that the GP rates derived from our experimental design are incubation averages, which result from integrating dose-dependent nonlinear photolysis over time. At this stage, it is unclear whether GP rates are a function of the instantaneous photon flux (irradiance), of the cumulative UVR dose, or (most probably) both. Work is underway to better comprehend the kinetics of sunlight-dependent gross DMS production, and their dynamic relationship with vertical mixing (Neale et al., 2003).

3.4.2 GP and microbial community structure

The subset of samples exhibiting high NP and GP rates (SP1-2 and SU1) shared a number of characteristics, in some cases significantly different from the remaining samples (two-group Kruskal-Wallis test; \( n = 8; \ df = 1 \)): elevated DMSPt concentrations \((p < 0.05)\); high proportions of DMSP producers \((p < 0.05)\), as deduced from the sum of coccolithophores, dinoflagellates and non-prasinophyte nanoflagellates (most of which were probably prymnesiophytes; Gutiérrez-Rodríguez et al. (2011)); and high proportions of bacterial clades putatively harboring DMSP cleavers Curson et al. (2011), like Gammaproteobacteria (specifically its sub-clade NOR5, \(p < 0.05\)), or Roseobacter (highest in SP1-3 but not in SU1). The Bacteroidetes clade was also more abundant in the SP1-2 and SU1 samples \((p < 0.05)\). Another interesting feature was the significant correlation between DMSPt and leucine incorporation rate (Spearman’s \( r = 0.88, p < 0.01 \)). In summary, we could identify phyto- and bacterioplankton communities that were geared towards high DMS production, concurrent with high bacterial activity, possibly associated to active DMSP catabolism. However, elevated DMS production (SP1-2, SU1) did not co-occur with the strongest stimulation (SP3, SU2-3, and WI1), suggesting that the response to light was not determined by community structure.
3.4.3 Spectral response of GP

In our experimental approach GP responded, by definition, to irradiance weighted by the spectral shape of DMS photolysis ($E^*$). Therefore, we wanted to explore whether giving greater weights to other regions of the UVR spectrum would render better or worse prediction of GP rates by $E^*$. For that purpose we calculated, experiment by experiment, the correlation coefficients between GP and irradiance, weighted by the different spectral weighting functions (Fig. 3.2), or restricted to specific bands (UVB, UVA and PAR). Although we found substantial variability in the regions of the spectrum eliciting the strongest response, most experiments represented an average situation where wavelengths in the 320 – 340 nm band were the best predictors of radiation-dependent GP (Fig. 3.7A). This region coincides with the spectral peak of photosynthesis photoinhibition (which results from multiplying the action spectrum of photosynthesis inhibition and downwelling irradiance). This apparently surprising result stems from the fact that the action spectra of DMS photolysis and photosynthesis inhibition have remarkably similar shapes (Fig. 3.2C), and clearly points at phytoplankton as key players in sunlight-stimulated GP. Remarkably, Levine et al. (2012) recently reached a similar conclusion with a totally different approach in a time-series study in the Sargasso Sea. They found that potential DMS production by the algal fraction (> 1.2 µm), as deduced from in-vitro essays, was associated to the radiation dose at 340 nm in the upper mixed layer.

It can be argued that our results are too heavily influenced by our methodological assumptions. However, in some experiments, the trends encountered in GP were already apparent in net DMS production ($NP$), before photolysis was accounted for ($PH_{bio}$ term). For example, in WI1, $NP$ was significantly higher in T and $T_{dim}$ than in PC and $PC_{dim}$ (duplicate bottles; Kruskal-Wallis test, $p < 0.05$), indicating that a process specific to the UVB band influenced DMS production (Fig. 3.5A). As a result, UVB-shifted weighting functions worked best to predict GP rates in that experiment (Fig. 3.7). In SP1, conversely, $NP$ was similarly high in the T and PC treatments (Fig. 3.5B and E), suggesting a more important role of UVA and PAR wavelengths. We also observed that, in some experiments, $E^*$ did better at predicting GP than $NP_{bio}$ (Fig. 3.7B), although the link between $NP_{bio}$ and $E^*$ was methodologically more direct. These results strengthen our view that biological weighting functions are appropriate to parameterize GP.

Due to varying experimental conditions and in situ radiation fields (Fig. 3.1), the comparison between experiments was not straightforward. For that reason, we took advantage of our
Figure 3.7: Graphical representation of the correlation between DMS production in the light treatments and the corresponding weighted irradiance dose - (A) gross DMS production; (B) net biological DMS production. Irradiance is represented as unweighted wavebands (UVB, UVA and PAR) or as UV irradiance weighted by different spectral functions (see Fig. 3.2). The weighting functions are sorted from shortwave- to longwave-shifted, and the peak wavelength of each action spectrum is indicated in parentheses. Experiment WI1 has been moved to the end of x-axis for an easier interpretation. Significance levels are $p < 0.01$ for $r > 0.99$, $p < 0.05$ for $r > 0.95$, and $p < 0.1$ for $r > 0.90$; $r < 0.90$ are not included; ($n = 4$ treatments).

Experimental design to introduce a responsiveness index ($R$), defined as the relative increase in GP per unit of relative increase in weighted irradiance:

$$
R = \frac{(GP_A - GP_B)/GP_B}{(E^*_A - E^*_B)/E^*_B}
$$

(3.6)

The spectral irradiance was weighted using the spectral weighting function of DMS photolysis, and the subscripts A and B represent two hypothetical treatments. Spectral responsiveness ($R_{spec}$) was calculated from the comparison between T to PC and T$_{dim}$ to PC$_{dim}$ bottles. Analogously, total irradiance responsiveness ($R_{tot}$) was calculated from the comparison between T to T$_{dim}$ and PC to PC$_{dim}$.

For a given initial water sample, we found that the responsiveness to a spectral shift was of similar magnitude regardless the T and PC bottles compared had been incubated at high or dimmed irradiance. Similarly, the response to a shift in total irradiance (with the shape of spectrum held constant) was of similar magnitude between treatments, regardless the samples had been incubated in T or PC bottles (Fig. 3.8A). In other words, GP displayed a consistent response on a weighted irradiance basis. WI1 and SU2-3 exhibited stronger spectral responses ($R_{spec} > R_{tot}$), while SP1-2 showed similar $R_{spec}$ and $R_{tot}$, and SU1 stronger response to total irradiance ($R_{tot} > R_{spec}$). These exploratory calculations (Fig. 3.7 and 3.8) suggest...
that distinct processes, with different spectral sensitivity, might be responsible for the observed stimulation of GP.

### 3.4.4 Light exposure history

Although our experimental setup approximated quite reasonably the in situ irradiance conditions (Fig. 3.1), we were not equally successful in all the experiments. To assess the relationship between sunlight-stimulated GP and the radiative history of the planktonic community, we calculated an index of experimental overexposure, defined as the quotient between experimental and in situ irradiance for a particular radiation band. The underlying hypothesis was that exposing organisms to irradiances higher than those at which they are acclimated would elicit stronger responses. In congruence with this hypothesis, we found a suggestive relationship between $R_{\text{spec}}$ in T bottles and the degree of experimental overexposure to UVB (Fig 3.8B) (Spearman’s $r = 0.57$, $p = 0.11$; Pearson’s $r = 0.70$, $p < 0.05$; $n = 7$). That is, the enhanced response due to inclusion of UVB was somewhat proportional to the degree of experimental overexposure to UVB with respect to the mixed-layer average. On the other hand, a less clear relationship was found between $R_{\text{tot}}$ and the PAR (or UVA+PAR) overexposure (Spearman’s $r = 0.57$, $p = 0.2$; Pearson’s $r = 0.52$, $p = 0.23$; $n = 7$).
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3.4.5 GP and phytoplankton photophysiology

DMS release may help phytoplankton cells maintain homeostasis at high UVR and PAR, as postulated by the overflow (Stefels, 2000) and antioxidant (Sunda et al., 2002) hypotheses. In stratified waters, nutrient depletion can act synergistically with UVR to enhance oxidative stress (Sunda et al., 2007). While not exclusive, these mechanisms should have distinct spectral profiles. Particularly, the antioxidant mechanism should be more responsive to the UV band, which is more effective at generating intracellular radicals (Lesser, 1996). Extant data suggest that DMS production by phytoplankton can increase by up to one order of magnitude due to UV stress (Sunda et al., 2002; Archer et al., 2010b). To explore how feasible was that phytoplankton supplied all the sunlight-stimulated GP (indeed, an extreme supposition), we calculated the amount of primary production channeled through GP. The estimated GP-carbon flux represented a non-negligible fraction of PPp, with a maximum of around 4% (SP1-2 and SU1) and an average (± SE) of 1.9 ± 0.3 (n = 30). Furthermore, this fraction was higher in T and Tdim bottles than in their PC and PCDim counterparts (by two-fold, on average; Kruskal-Wallis p < 0.01). Considering that phytoplankton can invest as much as 10% of C fixation in DMSP production (Simó and Dachs, 2002; Stefels et al., 2007), the observed GP-carbon flux should be affordable. It is intriguing, however, why such amount of DMS would be released without being oxidized by intracellular radicals.

A distinct feature of the antioxidant mechanism would be the up-regulation of intracellular DMSP concentrations. In this regard, only a few incubations (WI1, SP1, and SP3; T and/or PCDim bottles) showed a strong increase in DMSPt concentrations (up to 90%; data not shown). In most incubations we observed slight changes in DMSPt, or even sharp DMSPt decreases (up to -70%), the latter indicating that DMSP synthesis could not keep up with DMSP loss processes.

3.4.6 GP and radiation-induced damage

So far, our results fit in the framework of the overflow and/or antioxidant hypotheses. But, if these physiological mechanisms were the predominant response promoting DMS production, why was the largest stimulation observed in SU2-3 and WI1 (Fig. 3.6), where potential algal DMS producers were not abundant (Fig. 3.3A)? In our view, an additional mechanism should be considered: radiation-induced phytoplankton cell damage. In this scenario, exposure to sublethal or lethal UVR doses would elicit an increase in the permeability of the cell.
membrane and, eventually, trigger programmed cell death or necrosis (Bidle and Falkowski, 2004; Murik and Kaplan, 2009). This would make intracellular DMSP available to bacterial, algal extracellular, or dissolved DMS-producing enzymes, resulting in a more accidental (less physiologically-regulated) DMS production. This might have been the case in experiments SU2-3 and especially WI1, where the largest stimulation of GP and spectral responsiveness co-occurred with UVB overexposure.

3.4.7 GP and microbial interactions

A long-standing question in DMS cycling studies is resolving the relative importance of the different DMS production pathways. Few studies exist where the influence of grazing and viral lysis on DMS production was determined simultaneously. A culture study carried out by Evans et al. (2007) showed that grazing was more important a DMS production pathway than viruses. Studies done with natural communities demonstrate that grazing-mediated DMS production can represent a dominant pathway for DMS production (Saló et al., 2010). PAR-enhanced grazing and digestion rates in microzooplankton (Strom, 2001) may promote DMS production. On the other hand, UVR can worsen the feeding performance of some microzooplankton, alter the nutritional quality of prey, and modify population sizes through trophic cascade effects (Sommaruga, 2003). UVB can reduce viral infectivity and, in turn, viral infection can enhance the UVB resistance of some phytoplankton (Jacquet and Bratbak, 2003), thereby affecting viral infection-related DMS production. Moreover, UVR can potentially alter DMS-producing microbial interactions at the microscale, which are driven by chemotaxis (Seymour et al., 2010). Altogether, these facts suggest that grazing and viral lysis may play an important (yet uncertain) role in sunlight-stimulated GP, which clearly deserves further investigation. It should also be noted that food web-level effects are probably slower than individual physiological responses, and thus less relevant in our short incubations.

Once algal DMSP has been released by any of the processes discussed above it can be catabolized by bacteria. We can represent bacterial DMS production as the product of dissolved DMSP concentration (DMSPd; nmol L\(^{-1}\)), the rate constant of bacterial DMSPd consumption (dimension time\(^{-1}\)), and the bacterial DMS yield (%). As irradiance and UVR increase, the rate constant of DMSPd consumption decreases due to photoinhibititon (Slezak et al., 2001, 2007), and the bacterial DMS yield can either decrease or increase (Slezak et al., 2007; Valle et al., 2012). Due to these opposed changes, the DMSP cleavage capacity of the bacterial community cannot change dramatically (note that bacterial DMS yields rarely exceed 15%; Kiene and
Figure 3.9: **Conceptual synthesis of the interaction between solar exposure and the stimulation of gross DMS production** - The scheme focuses on phytoplankton, since the roles played by bacteria, microzooplankton grazers and viruses are more uncertain.

Linn (2000); Valle et al. (2012). In addition, as UVR and PAR increase DMSP-consuming phytoplankton become more efficient competitors (Ruiz-González et al., 2012f). Therefore, bacterial DMS production ultimately relies on the active or accidental release of algal DMSP.

### 3.4.8 A conceptual framework for sunlight-stimulated GP

The microorganisms thriving in the surface ocean need to be able to cope with changes in the irradiance exposure regime. On one hand, vertical mixing results in a fluctuating irradiance exposure in the turbulent upper layer. On the other hand, diurnal heating and the ensuing stratification can trap a water parcel at the surface, exposing it to continuous high irradiance (our static incubations would resemble the second situation). Due to the spectral dependence of underwater light attenuation, an increase in total irradiance caused by shallow mixing will be accompanied by increasing proportions of shortwave UVR. The dynamic nature of light exposure is still poorly resolved in experimental settings, and its biogeochemical consequences are not well understood (Bertoni et al., 2011; Ross et al., 2011a,b). Our experimental setup, while not totally realistic, provided a first approximation towards understanding the photobiological bases of some DMS production pathways.

In the light of our results, we propose that the overflow and antioxidant mechanisms could be integrated in a wider overflow-antioxidant-damage continuum (Fig. 3.9), focused on the pivotal...
role of phytoplankton DMS(P) release. For a given exposure to irradiance, each phytoplankton population will preferentially contribute to DMS production through overflow, antioxidant, or damage mechanisms, depending on its sunlight sensitivity, its constitutive photoprotection strategies and its DMSP-cleaving capacity. Along a gradient of increasing (weighted) irradiance, the three mechanisms will tend to occur simultaneously, with an increasing importance of damage-related processes and relatively weaker acclimation and repair mechanisms. The interplay between species-specific responses, and food-web processes will ultimately determine the variable response of GP to irradiance.

In summary, we have shown that gross DMS production is consistently stimulated by high irradiance and high proportions of shortwave UVR. This highlights the importance of measuring GP under realistic conditions, taking into account that the ‘light’ history of the planktonic community may determine its response to subsequent exposure. Phytoplankton photoinhibition or photodamage are identified as the most likely drivers of sunlight-induced GP. We encourage the use of spectral weighting functions to parameterize sunlight-stimulated GP, keeping always in mind the intricate nature of DMS production by microbial food webs.
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Chapter 4

Differential response of planktonic primary production, bacterial production, and dimethylsulfide production to vertically-moving and static incubations in UV-transparent summer stratified waters

Abstract

Microbial plankton experience fluctuations in solar irradiance and its spectral composition as they are vertically moved by turbulence in the upper mixed layer (UML) of the oceans. Yet, biogeochemically-relevant processes other than primary production, like bacterial production or dimethylsulfide (DMS) production, are seldom measured in sunlight and even less in dynamic light fields. We did so in four experiments conducted in oligotrophic summer stratified Mediterranean waters, where a sample from the UML was incubated at three fixed depths plus a vertically-moving incubation. In addition, we assessed the response of the dominant picoplankton community (phyto- and bacterioplankton) with flow cytometric indicators. Dynamic light exposure caused a disruption of the inhibition and photoacclimation processes associated to ultraviolet radiation (UVR), which alleviated bacterial photoinhibition but did not favor primary production. Gross DMS production decreased sharply with depth in parallel to shortwave UVR, and displayed a dose-dependent response that mixing did not significantly disrupt.
4.1 Introduction

Characteristic response times of microbial plankton match the natural variability of light exposure, which changes with solar elevation, the passage of clouds, and vertical mixing (Gallegos and Platt, 1985). In transparent oceanic waters, exposure to high irradiance (photosynthetically available radiation, PAR) is accompanied by exposure to detrimental UVR (Vincent and Neale, 2000). Short-term irradiance fluctuations elicit fast and reversible responses (Roy, 2000), whereas continued exposure to high PAR and UVR may elicit permanent physiological changes, i.e., irreversible damage (Buma et al., 2001) or photoacclimation (Macintyre et al., 2002). Vertical mixing can have either a positive, neutral or negative effect on water column-integrated processes depending on the interplay between mixing times, damage and repair kinetics, and underwater attenuation of PAR and UVR (Neale et al., 2003). In the absence of repair mechanisms, damage will be proportional to cumulative exposure (i.e., dose-dependent); if moderate repair exists, mixing will alleviate the damage by allowing cells recover in the UVR shaded portion of the UML (Fig. 4.1), and damage will no longer be dose-dependent; if repair rates can completely counteract damage rates, vertical mixing will have neutral effects. Admittedly, these responses can change with exposure time.

The effects of dynamic light exposure have concerned the aquatic photosynthesis research community for almost 40 years (see Gallegos and Platt (1985) and references therein), and apparently contradictory findings have often been reached using either experimental or modeling approaches (Ross et al., 2011a,b). The knowledge on the photoresponse of (bacterial) heterotrophic activity is much more limited, but a number of studies suggest that significant stimulation effects driven by PAR may frequently occur (Moran et al., 2001; Church et al., 2004), as well as inhibitory effects due to UVR (Aas et al., 1996; Kaiser and Herndl, 1997). There is mounting evidence that UVR-resistance and photostimulation responses vary among bacterial phylogenetic groups (Agogué et al., 2005; Alonso-Sáez et al., 2006; Ruiz-González et al., 2012b), which might be partially related to the widespread occurrence of photoheterotrophic metabolisms in the ocean (Kolber et al., 2000; Béjà et al., 2000).

Besides carbon (and nutrient) cycling, solar radiation modulates the biogeochemical cycles of other elements. It has been recently shown that sunlight stimulates gross DMS production (Galí et al., 2011) in an irradiance- and spectrum-dependent manner (Chapter 3). The sulfur volatile DMS is produced by the enzymatic cleavage of the phytoplankton compound dimethylsulfoniopropionate (DMSP) as a result of microbial food web interactions (Simó, 2004). Its
marine emission represents the main natural source of sulfur to the atmosphere (Lana et al., 2011) and has potential climate implications (Charlson et al., 1987, but see Quinn and Bates (2011)), which depend on its response to solar radiation (Vallina and Simó, 2007).

We designed an experiment where a single surface seawater sample was incubated in UVR-transparent bottles at three fixed optical depths, approximately corresponding to the water subsurface, the optical middle, and the bottom of the UML. An additional set of bottles was regularly moved up and down across the same depth range (and radiation gradient) (Fig. 4.1). Rather than simulating actual turbulent mixing experimentally (which is extremely difficult), vertical motion was applied as a perturbation of the photoinhibition and photoacclimation processes occurring in stratified waters. The experimental design was aimed at answering two questions. The first is of photobiological nature: since the bottles incubated at the middle optical depth and the mixing ones received almost the same cumulative dose, should they display the same response? (which would imply that the measured processes were dose-dependent). The second question is biogeochemical as well as methodological: are the rates obtained from vertical integration of static bottles equivalent to those obtained in vertically-moving bottles in UVR-transparent and shallow-stratified waters?

Figure 4.1: **Cartoon of the experimental design** - Vertically-moving and fixed-depth bottles were incubated in a spectral irradiance gradient
4.2 Methods

Seawater samples were taken pre-dawn in 20-30 L polycarbonate carboys. In the two first experiments (C1 and C2) the samples were taken from a boat at the Blanes Bay Microbial Observatory coastal site (BBMO; < 24 m depth; 0.5 miles offshore), brought to the lab, and incubated at the pier of Barcelona Olympic Harbor during 4 h centered on the solar noon. The second two experiments (O1 and O2) were done in the open Mediterranean during a 10 d Lagrangian cruise (R/V García del Cid). In these experiments the samples were incubated in situ, beginning 4 h before solar noon and ending 2 h after solar noon (with an intermediate sample taken after the first 2 h). In C1 and C2 mixing was applied by moving the bottle holders manually every 15 min, completing a mixing cycle every 60 min. In the ship-based experiments the mixing bottles were moved using the winch of the ship at the smallest possible vertical speed (3 – 4 cm s⁻¹), completing a cycle in 10–18 min. Since the waters were less transparent in the harbor than at the BBMO, in C1 and C2 the bottles were incubated at shallower depths to approximate the equivalent optical depths in situ. In practice, the incubations in all four experiments spanned an optical gradient larger than that in the UML (Table 4.1) once the attenuation due to the Teflon bottles (65% and 77% transmittance in the UVB and UVA) was taken into account. Mixed layer depths (MLD) were estimated from CTD temperature profiles, and defined by a > 0.2 °C deviation with respect to 1 m depth. Underwater radiation profiles were measured with a PUV-2500 (Biospherical) filter radiometer, which was also used to record subsurface irradiance during the incubations.

Primary production was measured as the ¹⁴C incorporated into particles in 40 mL Teflon bottles inoculated with NaH¹⁴CO₃ (Morán et al., 1999). Bacterial heterotrophic activity was estimated with the ³H-leucine incorporation method (Kirchman et al., 1985; Smith and Azam, 1992) in 2 h post-exposure dark incubations. In the oceanic experiments, incubation-averaged leucine incorporation rates (LIR) were calculated as the time-weighted average of intermediate and final time incubations. Net biological DMS production was measured in 2.3 L Teflon bottles as outlined in Chapter 3. Gross DMS production was measured in the same way in additional bottles amended with 200 nmol L⁻¹ dimethylsulfide (Simó et al., 2000). All the processes were measured in duplicate bottles except DMS production rates, which require large incubation volumes (Chapters 2 and 3).

Flow citometry was used to enumerate picoplankton populations and to measure their performance at the single-cell level. The fluorescence per cell of different picophytoplankton pop-
Table 4.1: Summary of initial sample characteristics, ecosystem settings and experimental conditions.

<table>
<thead>
<tr>
<th>Experiment code</th>
<th>Coastal 1 (C1)</th>
<th>Coastal 2 (C2)</th>
<th>Oceanic 1 (O1)</th>
<th>Oceanic 2 (O2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Date</td>
<td>27 Jul 2010</td>
<td>29 Jul 2010</td>
<td>16 Sep 2011</td>
<td>20 Sep 2011</td>
</tr>
<tr>
<td>Sampling position</td>
<td>41.67 N 2.81 E</td>
<td>40.9 N 2.67 E</td>
<td>40.9 N 2.44 E</td>
<td></td>
</tr>
</tbody>
</table>

**Physical setting in the upper mixed layer**

<table>
<thead>
<tr>
<th></th>
<th>Coastal 1 (C1)</th>
<th>Coastal 2 (C2)</th>
<th>Oceanic 1 (O1)</th>
<th>Oceanic 2 (O2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SST (°C)</td>
<td>23.0</td>
<td>22.7</td>
<td>25.2</td>
<td>23.6</td>
</tr>
<tr>
<td>MLD (m)</td>
<td>4</td>
<td>3</td>
<td>7</td>
<td>16</td>
</tr>
<tr>
<td>Z 10% 320 nm</td>
<td>7</td>
<td>7</td>
<td>12</td>
<td>11</td>
</tr>
<tr>
<td>Z 10% 380 nm</td>
<td>20</td>
<td>20</td>
<td>38</td>
<td>32</td>
</tr>
<tr>
<td>Buoyancy frequency (h⁻¹)</td>
<td>6.2 ± 1.7</td>
<td>8.8 ± 2.7</td>
<td>8.1 ± 2.8</td>
<td>4.9 ± 0.9</td>
</tr>
<tr>
<td>Wind speed (m s⁻¹)</td>
<td>2.4 – 6.7</td>
<td>1.4 – 7.1</td>
<td>0.3 – 4.8</td>
<td>1.0 – 9.5</td>
</tr>
<tr>
<td>UVA range (W m⁻²)</td>
<td>0.4 – 1.4</td>
<td>0.4 – 1.1</td>
<td>0.3 – 1.1</td>
<td>0.04 – 1.1</td>
</tr>
<tr>
<td>PAR range (µE)</td>
<td>1100 – 1580</td>
<td>1010 – 1330</td>
<td>830 – 1360</td>
<td>410 – 1340</td>
</tr>
</tbody>
</table>

**Experiment conditions**

<table>
<thead>
<tr>
<th></th>
<th>Coastal 1 (C1)</th>
<th>Coastal 2 (C2)</th>
<th>Oceanic 1 (O1)</th>
<th>Oceanic 2 (O2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Incubation depth (m)</td>
<td>0.3, 1, 3</td>
<td>0.5, 1.5, 3.5</td>
<td>0.5, 3, 11</td>
<td>0.5, 5.5, 18</td>
</tr>
<tr>
<td>Mixing time</td>
<td>60</td>
<td>60</td>
<td>18</td>
<td>10</td>
</tr>
<tr>
<td>UVA range (W m⁻²)</td>
<td>0.04 – 0.9</td>
<td>0.13 – 0.7</td>
<td>0.09 – 0.7</td>
<td>0.01 – 0.65</td>
</tr>
<tr>
<td>PAR range (µE)</td>
<td>460 – 1930</td>
<td>600 – 1210</td>
<td>610 – 1360</td>
<td>320 – 1290</td>
</tr>
</tbody>
</table>

**Initial sample characteristics**

<table>
<thead>
<tr>
<th></th>
<th>Coastal 1 (C1)</th>
<th>Coastal 2 (C2)</th>
<th>Oceanic 1 (O1)</th>
<th>Oceanic 2 (O2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DMS (nmol L⁻¹)</td>
<td>7.5</td>
<td>8.5</td>
<td>2.1</td>
<td>2.1</td>
</tr>
<tr>
<td>DMSPt (nmol L⁻¹)</td>
<td>23.0</td>
<td>18.5</td>
<td>18.2</td>
<td>19.6</td>
</tr>
<tr>
<td>Chl a (µg L⁻¹)</td>
<td>0.24</td>
<td>0.25</td>
<td>0.08</td>
<td>0.08</td>
</tr>
<tr>
<td>Dominant phyto. (biomass)</td>
<td>PPeuk &gt; Pro &gt; Syn</td>
<td>Syn &gt; PPeuk &gt; Pro</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bacteria (10⁵ cells mL⁻¹)</td>
<td>9.0</td>
<td>7.3</td>
<td>9.4</td>
<td>7.3</td>
</tr>
<tr>
<td>‘Live’ bacteria (%)</td>
<td>54</td>
<td>52</td>
<td>56</td>
<td>56</td>
</tr>
</tbody>
</table>

**Biogeochemical process rates (min-max)**

<table>
<thead>
<tr>
<th></th>
<th>Coastal 1 (C1)</th>
<th>Coastal 2 (C2)</th>
<th>Oceanic 1 (O1)</th>
<th>Oceanic 2 (O2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PPp (nmol C L⁻¹ h⁻¹)</td>
<td>80 – 150</td>
<td>160 – 200</td>
<td>20 – 26</td>
<td>21 – 25</td>
</tr>
<tr>
<td>BP t₀ (pmol leu L⁻¹ h⁻¹)</td>
<td>32</td>
<td>21</td>
<td>36</td>
<td>18</td>
</tr>
<tr>
<td>BP (pmol leu L⁻¹ h⁻¹)</td>
<td>33 – 37</td>
<td>16 – 21</td>
<td>37 – 44</td>
<td>17 – 27</td>
</tr>
<tr>
<td>GP (nmol DMS L⁻¹ h⁻¹)</td>
<td>0.05 – 0.40</td>
<td>0.24 – 0.49</td>
<td>na</td>
<td>0.07 – 0.17</td>
</tr>
<tr>
<td>NPbio (nmol DMS L⁻¹ h⁻¹)</td>
<td>0.03 – 0.32</td>
<td>0.18 – 0.44</td>
<td>0.02 – 0.10</td>
<td>0.04 – 0.16</td>
</tr>
</tbody>
</table>
4.3 Results and discussion

The UML where the samples were taken from was in all cases exposed to high proportions of UVR, i.e. $>10\%$ of the subsurface UVB and UVA levels ($<1$ optical depth; Table 4.1). The phytoplankton community was typical of oligotrophic conditions, with low biomass dominated in all samples by the pico-sized fraction (Prochlorococcus, Synechococcus and picoeukaryotes).

Surface mixing was very shallow at the coastal site ($3 – 4 \text{ m}$). In the oceanic setting, the UML deepened from $7 \text{ m}$ (O1) to $16 \text{ m}$ (O2) due to the passage of a storm (see SI). The fact that all experiments took place in soft wind conditions, and the relatively high values of the buoyancy frequency (or Brunt-Väisälä frequency) within the UML suggest that the mixed layer was not mixing actively at the time of the CTD casts (Table 4.1). If we assume that vertical diffusivities ($K_z$) in the UML interior were in the range $10^{-2} – 10^{-4} \text{ m}^2 \text{s}^{-1}$ (Denman and Gargett, 1983; Ross et al., 2011b), it would take between ca. $0.25$ and $100 \text{ h}$ for a population of particles released at a single depth to diffuse across one optical depth in the UML (depending on the wavelengths and MLD considered; Gallegos and Platt (1985)). A similar range is obtained by calculating the mixing timescale as $MLD^2/K_z$, as suggested by Ross et al. (2011a,b). The highest $K_z$ might be representative of nighttime convective overturning, while the lowest $K_z$ might be more representative of the daytime, when mixing was likely inhibited by solar heating (Brainerd and Gregg, 1995). From these calculations we can conclude that the simulated mixing times were considerably faster than the actual mixing times.

Particulate primary production (PPp) was moderately inhibited at the surface, optimal at the middle depth, and slightly lower at the bottom (Fig. 4.2A). With the exception of C1, PPp in mixing bottles resembled that in surface bottles and was $18\%$ lower than in middle bottles.
Figure 4.2: Response of microbial plankton and biogeochemical process rates to irradiance gradients in static and vertically moving incubations – C and S cycling rates (A, D, G and H), and flow cytometric indicators of picoplankton activity (B, C and E). The arrow in (F) indicates the UVA:UVB window where photolyase repair is more efficient, calculated from underwater UVR profiles according to Kaiser and Herndl (1997). Differences between treatments are represented by p-values of ANOVA tests followed by multiple comparisons. In (A), a test was performed on a subset of experiments that exhibited a more coherent response.

(p < 0.01). As a result, vertically integrated PPp from fixed bottles generally exceeded that in mixing bottles by 10-17% (except in C1). This result contrasts with that obtained by Bertoni et al. (2011), who observed a neutral to positive effect of dynamic light exposure in coastal
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Mediterranean waters in late spring. At the end of the incubations, the average fluorescence of *Synechococcus* and picoeukaryote cells was generally lowest at the surface and increased with depth (Fig. 4.2B, C). Again, fluorescence was lower than average in mixing bottles (although different patterns were observed for picoeukaryotes in O2). Similar responses could be observed for nanoeukaryotes in C2 and for *Prochlorococcus* in O1 (data not shown), accompanied by marked decreases in *Prochlorococcus* cell counts (Sommaruga et al., 2005).

The decrease in fluorescence per cell may simultaneously result from photoacclimation (MacIntyre et al., 2002, decrease in chlorophyll a to carbon ratios), a decrease in the fluorescence yield of photosystem II (Behrenfeld et al., 1998), and pigment bleaching (Vincent and Neale, 2000). In a first interpretation our results might indicate that the short surface exposure received by mixing bottles was enough to cause some irreversible inhibition, and that phytoplankton repair capacity was limited. However, the fact the surface inhibition was only moderate and that highest PPp occurred in the middle bottle suggests that their photosynthetic machinery was not geared to deal with fast changes in spectral irradiance. In concordance with this explanation, UV sunscreen compounds (most probably mycosporine-like aminoacids, MAAs) were frequently observed in the absorption spectra of surface phytoplankton. Moreover, in experiment O2 MAAs were detected at the end of the incubation only in surface bottles (Fig. 4.3), suggesting that the irradiance conditions experienced by mixing bottles were not harsh enough to induce (or maintain) MAAs synthesis.

Leucine incorporation rates (LIR) were significantly inhibited at the surface (by 14-28% except in C1) and increased with depth to find their optimum at the bottom of the mixed layer (Fig 2D). LIR in mixing bottles resembled those of bottom bottles in 3 out of 4 experiments, and were higher (though not significantly) than those in middle bottles and the vertical integral. This suggests that fast mixing favored recovery and photorepair over photodamage, an interpretation that is supported by the higher proportions of ‘live’ bacteria found in mixing bottles at the end of the incubations (O1 and O2 only; Fig. 4.2E). It is well known that photolyase enzymes use UVA and blue light to repair damaged DNA. According to Kaiser and Herndl (1997), optimal photoreactivation occurs in a certain window of UVA:UVB that, in our experiments, would roughly correspond to the bottom half of the UML (Fig. 4.2F). Besides the photoresponse ‘inherent’ to different bacterial populations, other factors have been invoked to explain the changes in bacterial activity under sunlight. For instance, exudation of labile organic matter by phytoplankton due to high PAR or grazing. In our experiments, no obvious patterns linking the response of LIR and PPp were found.
In addition to the post-exposure dark incubations, in C1 and C2 we measured LIR during the sunlit incubations, i.e., with the $^3$H-leucine added into the exposed bottles (Fig. 4.4). In these ‘in situ’ incubations surface and mixing bottles displayed more similar degrees of inhibition. This indicates that some bacterial recovery took place during the dark post-exposure incubations, which therefore might not be the best choice when assessing the short-term effects of sunlight. Our study adds to the only previous study of bacterial production under dynamic light exposure (Bertoni et al., 2011), and agrees with it in that the effect of mixing was neutral to positive compared to fixed incubations.

Gross DMS production (GP) showed the strongest vertical gradient among the three processes, and increased by around three-fold between the bottom and the surface of the UML. Net biological DMS production, which is equivalent to GP minus bacterial DMS consumption, showed a similar pattern, which indicates that bacterial DMS consumption was relatively small compared to GP. Indeed, the vertical gradient of GP was evident only after the apparent DMS production in the incubations was corrected by photochemical DMS consumption, as discussed by Galí et al. (2011, and Chapter 3) (Fig. 4.5). Gross and net biological DMS production in mixing bottles were not significantly different from those in middle bottles, and not either from the vertical integral (Fig. 4.2G, H), although a slight trend towards lower GP in mixing bottles occurred in C1 and C2.

Gross DMS production results from the addition (and interaction) of several processes, namely: exudation of DMS by phytoplankton, and bacterial degradation of the DMSP released by healthy phytoplankton or by phytoplankton cells lysed as a results of grazing, viral infection, or cell death. In Chapter 2 it was shown that UVR stimulates gross DMS production in an irradiance-dependent manner, and that the stimulation is more effective at shorter (more energetic) UVR wavelengths. In that study the stimulation effect was attributed to phytoplankton DMS release caused by excess PAR (Stefels, 2000) and/or UVR stress (Sunda et al., 2002). Furthermore, it was suggested that lethal UVR exposure could promote DMS production by causing phytoplankton cell lysis. Overall, our results suggest that the UVR dose-dependence of GP holds in dynamic exposure regimes, and that GP is far more responsive to spectral irradiance gradients than primary or bacterial production. The different responses of PPP, LIR and GP to static and dynamic exposure indicate that DMS production cannot be obviously linked to neither autotrophic nor heterotrophic bulk activities.

We conclude that, in summer stratified UV-transparent waters, vertically-moving incubations generally caused (1) an adverse effect on particulate primary production concomitant with
4.3 Results and discussion

reduced fluorescence per cell; (2) an alleviating effect on bacterial production photoinhibition, related to an increase in the proportion of active cells; (3) a neutral effect or slight reduction in gross DMS production, which was the process showing a clearer dose-response proportionality. These responses translated, in some experiments, into measurable deviations with respect to the vertically-integrated rates in the water column; in others, the effects were close to neutral or too small to be reliably detected. Incubating the samples at an intermediate optical depth appears as a reasonable (and convenient) solution for measuring leucine incorporation and gross DMS production, but not primary production, in UVR-transparent stratified UML waters. Our results call for a more systematic assessment of the consequences of dynamic light exposure on light-mediated biogeochemical processes in different oceanic regimes.
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4.4 Supplementary information

Figure 4.3: **Phytoplankton absorption spectra at the end of experiment O2 (SI)** - The spectra were measured by collecting particles on a GF/F filter (2 L volume filtered) in a spectrophotometer fitted with a black filter holder located just before the detector window. The method compared well against measurements performed with an integrating sphere. The UV-absorbing compounds appear clearly in bottles incubated at the surface or mixing within the UML.
4.4 Supplementary information

Figure 4.4: **Bacterial production measured by inoculating 40 mL Teflon bottles incubated ‘in situ’ (SI)** - Leucine incorporation was split in two size fractions. Large bacteria (those retained on a 0.65 µm-pore size filter) accounted for most heterotrophic activity, probably with a sizable contribution of cyanobacteria and photosynthetic picoeukaryotes (Ruiz-González et al., 2012f). (A) C1, (B) C2.

Figure 4.5: **DMS photolysis dose-response in fixed and vertically-moving incubations (SI)** - Teflon bottles were incubated in C1 and C2 at the three fixed depths and in a vertically-moving basket (filled symbols). The two types of incubation showed consistent dose-response behavior, and similar photolysis rates were found on the two sampling dates. Arrows indicate vertically moving incubations. Empty symbols: Dose-response of DMS photolysis in Teflon or quartz flasks incubated on board and withdrawn at different times (three different samples). Photolysis rate constants (on a weighted radiation dose basis, the $k^{*}_{\text{photo}}$ defined in Chapter 3), were 22.4 and 11.2 at the coastal station and at the oceanic station, with $R^2$ of 0.92 and 0.99, respectively.
Chapter 5

Diel cycles of oceanic dimethylsulfide (DMS) cycling: microbial and physical drivers

Abstract

Dimethylsulfide (DMS) is a potential climate-active gas produced by marine microbial food webs, and its emission depends on the interplay between microbial activity and physical forcing in the oceanic upper mixed layer (UML). We investigated the diel cycling patterns of DMS and its precursor dimethylsulfoniopropionate (DMSP) in four experiments (28 to 48 h long) performed in meso- to ultraoligotrophic Mediterranean and Sargasso Sea waters. Samples taken every 4 or 6 h were analyzed for dimethylated sulfur pools and incubated to measure biotic and abiotic DMS(P) cycling rates, as well as primary production, bacterial production, and microbial DMSP consumption. The measured biological DMS cycling rates, photolysis, and ventilation, were extrapolated to the whole UML to calculate high temporal resolution DMS budgets and day vs. night budgets. In the three summer experiments, gross community DMS production (GP) increased by 2 to 3-fold from night- to daytime, peaking 0-4 h after solar noon, presumably due to phytoplankton radiative stress. This excess GP was balanced by higher photochemical and microbial sinks during the day, effectively buffering DMS concentrations. In the only winter experiment, GP exhibited completely opposed dynamics and peaked at nighttime in parallel to DMSP consumption, presumably due to grazing. Our data provide solid evidence of radiation-driven DMS production (and DMSP-to-DMS conversion yields) during summer stratification, and strongly suggest that diel variability should be taken into account in process studies, diagnostic, and prognostic models of DMS cycling.
5.1 Introduction

The dimethylated sulfur compound DMSP is produced in varying amounts by diverse marine phytoplankton groups (Stefels et al., 2007). Besides osmoregulation, intracellular DMSP serves distinct physiological functions related to environmental stress, particularly the response to high radiation levels and nutrient starvation (Stefels, 2000; Sunda et al., 2002, 2007). Planktonic DMSP metabolism is the main source of the volatile DMS, produced either through direct enzymatic DMSP cleavage by phytoplankton, or through DMSP transformations mediated by microbial food web interactions (Simó, 2004; Stefels et al., 2007). The latter involve bacterial DMSP catabolism, which may channel DMSP to DMS or divert it to other volatile and non-volatile compounds (Moran et al., 2012).

DMS emission plays an important role in aerosol formation, growth and chemistry with potential for influencing cloud microphysics in remote marine regions (Vallina et al., 2006; Andreae and Rosenfeld, 2008), to the point that it might induce significant radiative forcing at regional scales, and even drive a (controversial) plankton-climate feedback loop (Charlson et al., 1987; Quinn and Bates, 2011). Being DMS generally supersaturated in the ocean side respective to the atmosphere side, its emission depends largely on sea-surface DMS concentrations and wind speed. However, DMS ventilation generally represents a non-dominant sink, compared to the other competing DMS consumption pathways in the oceanic UML: microbial (bacterial) DMS consumption and photochemical oxidation (Simó, 2004; Toole et al., 2006). Thus, it follows that the interplay between biotic and abiotic DMS sinks and gross community DMS production within the UML determines how much DMS ends up in the marine troposphere.

Day-night alternation and the underwater light exposure regime (the latter modulated by meteorological variability and vertical mixing), exert an obvious rhythmic forcing on photochemical and photobiological processes (Doney et al., 1995). In turn, these may couple or uncouple, to amplify or buffer the diel oscillations of biogeochemical fluxes. Since light-driven processes are key in the biogeochemical cycling of DMS and its precursor DMSP (Toole et al., 2006; Galí et al., 2011; Levine et al., 2012) diel variability is to be expected; yet, studies aimed at understanding this relevant time scale are surprisingly scarce. Diel studies of DMS(P) cycling can also provide significant insight into coupled physical-microbial ecosystem functioning, given the important role of DMSP in planktonic metabolism (Kiene et al., 2000; Simó, 2004; Seymour et al., 2010), and the relevance of DMS(P) as model compounds. Here, we report four diel cycle experiments conducted in different oceanographic settings, revealing a marked diel
variability of biotic and abiotic DMS cycling which translated into highly variable but balanced surface ocean DMS budgets.

5.2 Methods

5.2.1 Overview

We performed four diel cycle studies of 28-48 h duration, as summarized in Table 5.1. The wintertime study (CMEDwin) took place in March 2004 at the Blanes Bay Microbial Observatory (BBMO), a thoroughly studied NW Mediterranean coastal site. The remaining three studies were conducted in summer during oceanographic cruises to the Sargasso (Biocomplexity cruise on board the R/V Seward Johnson) and the Mediterranean Sea (MODIVUS cruise, R/V García del Cid). In the Sargasso Sea cruise, an anticyclonic eddy (named A2) was followed for 6 days by deploying Lagrangian drifters, and the diel cycle experiment (SARGsum) was conducted during the last two days. In the Mediterranean Sea cruise, a first experiment (CMEDsum) was conducted 1 km offshore from the regular BBMO sampling site, and a second at an open ocean station (MEDsum), located ca. 120 km south of the BBMO.

In CMEDwin surface seawater was sampled from a boat every 6 h and brought to the lab within 2 h for further processing. In the ship-based experiments sampling was done every 4 h from Niskin bottles attached to a CTD-rosette, and the samples were immediately processed. This said, all the experiments proceeded similarly: after taking aliquots to determine dimethylated sulfur concentrations and ancillary microbial parameters at time zero, incubation bottles were filled with unfiltered water and immediately incubated to measure biological sulfur cycling
rates plus autotrophic and heterotrophic microbial activities. All the biological process incubations (except otherwise noted) lasted for ca. 6 h and, thus, successive incubations overlapped. The samples were incubated in the dark at in situ temperature, either in a thermostatted chamber (CMEDwin) or in a tank with running seawater from the ship underway intake. In CMEDsum and MEDsum, additional incubations of whole- and 0.2 μm-filtered seawater were done in UV-transparent bottles during the day, to determine the response of microbial and photochemical processes to natural sunlight (see 2.5).

Some of the data used here, corresponding to the 2004 Sargasso Sea cruise, were already published (as noted throughout the paper). The reader is referred to the works by Bailey et al. (2008) and Gabric et al. (2008) for a comprehensive description of the oceanographic setting and DMS cycling during that cruise.

5.2.2 Oceanographic and meteorological data

Vertical profiles of conductivity (salinity) and temperature in the upper 200 m were obtained every 4 h with a CTD probe (Seabird 9/11 plus) equipped with sensors of chlorophyll fluorescence, turbidity, beam attenuation and dissolved oxygen. The SEASOFT software (Seabird) was used to calculate seawater density ($\sigma_t$) and to bin the profiles at 1 m intervals. Binned profiles were used to calculate the mixed layer depth (MLD), defined as the layer where a temperature difference $< 0.02 ^\circ C$ occurred with respect to that at 4 m (Fig. 5.1) (4 m was the shallowest depth available in all CTD profiles). Alternative MLD criteria based on either temperature or density profiles were also explored, but we chose the 0.02$^\circ$C criterion because it is more likely to capture the actively mixing layer and diurnal stratification events (Brainerd and Gregg, 1995; Gardner et al., 1999). In CMEDwin, lower resolution temperature profiles were obtained with a manual thermometer. In this case, we chose a 0.05$^\circ$C criterion and 2 m as the reference depth, which rendered more robust MLD values.

Underwater irradiance profiles in six bands in the ultraviolet region (UV; 305, 313, 320, 340, 380 and 395 nm) and one integrated band for photosynthetically available radiation (PAR; 400-700 nm) were obtained by deploying a PUV 2500 radiometer (Biospherical) 2 to 4 h before and after the solar noon. Diffuse attenuation coefficients of downwelling cosine irradiance ($K_d$) were calculated from the linear regression between logarithm-transformed irradiance and depth (within the UML or a deeper, optically homogeneous surface layer). Meteorological data were recorded by either shipboard stations or a nearby land-based station (CMEDwin; Malgrat de Mar, Catalan Meteorological Service, SMC). During sunlit incubations, the PUV
2500 radiometer was placed inside the incubator to take a continuous record of downwelling irradiance (care was taken to use black incubation tanks to avoid upwards light reflection). By combining the time series of spectral irradiance, CTD-derived mixing depths, and underwater light attenuation, we obtained high temporal resolution time series of spectral irradiance and radiation doses within the UML. These were used to estimate in situ DMS photolysis and the effects of sunlight on microbial processes.

Figure 5.1: **Physical setting in the summertime diel cycle experiments** - Total shortwave irradiance (first row), and vertical temporal variability of temperature (second row) and fluorescence profiles (third row), plotted together with mixing layer depths (white line). Arrows indicate time points of DMS profiles (see Fig 7).

### 5.2.3 Chemical analyses and determination of microbial abundance

DMS was analyzed by purge and trap gas chromatography (GC) coupled to flame photometric detection (FPD), with a detection limit of ca. 3 pmol and analytical precision generally better than 5%. Total DMSP (DMSPt), comprising the particulate and dissolved pools (DMSPp and DMSPd), was analyzed as the DMS evolved by alkaline DMSP cleavage in whole water
samples, as described elsewhere (Simó et al., 1998; Saló et al., 2010). Chlorophyll $a$ (Chl $a$) was determined fluorometrically after filtration onto GF/F filters and overnight extraction in acetone. Flow cytometry was used to enumerate heterotrophic bacteria after DNA staining with SybrGreen I (Gasol and del Giorgio, 2000), and pico- and nanophytoplankton populations in live samples (*Prochlorococcus*, *Synechococcus*, picoeukaryotes and nanoeukaryotes) (Marie and Partensky, 2006). Microphytoplankton species were identified and counted with an inverted microscope in the three Mediterranean Sea experiments.

### 5.2.4 Microbial activity parameters determined with radioisotope additions

Particulate primary production (PPp) was estimated from the uptake of H$^{14}$CO$_3$ addition following standard procedures (Morán et al., 1999). The irradiance levels were adjusted with neutral density screens, so that we could estimate the PPp rates corresponding to the average UML light levels. Since different incubation setups were employed in CMEDwin (artificial light source), and (C)MEDsum and SARGsum (on-deck incubators), we will use the estimated PPp rates to explore possible relationships between microbial activities, but not to make quantitative inferences. Bacterial heterotrophic activity was estimated with the $^3$H-leucine incorporation method (Kirchman et al., 1985). Triplicate samples plus one killed control were incubated in the dark for 2 h and processed by the centrifugation method of Smith and Azam (1992). Size-fractionated microbial DMSP assimilation into macromolecules ($>$ 0.22, $>$ 0.65 and $>$ 3 µm fractions) was measured by trace additions of $^{35}$S-DMSP, only in CMEDsum and MEDsum. The samples for DMSP assimilation were incubated in 50 ml quartz flasks (thus, under full spectrum sunlight during the day) and processed as explained elsewhere (Ruiz-González et al., 2012a).

### 5.2.5 GC-based DMS(P) cycling incubations

The inhibitor method (Wolfe and Kiene, 1993a; Simó et al., 2000) was employed to estimate gross community DMS production (GP) and bacterial DMS consumption rates (BC). Briefly, GP was calculated as the rate of DMS accumulation over time in bottles amended with 200 nmol L$^{-1}$ dimethyldisulfide (DMDS, final conc.). Net DMS production rates (NP) were determined in unamended bottles incubated in parallel, so that BC could be determined as the difference between GP and NP. Only initial and final concentrations were measured; previous work had shown that linear changes in concentration occur, particularly in short-term (<10
h) incubations (Simó et al., 2000; Saló et al., 2010). Darkened 2.9 L amber glass bottles were used for the dark incubations. Light incubations were done in 2.3 L Teflon bottles, which transmitted 65, 77 and 100%, respectively, of UVB, UVA and PAR irradiance. The bottles were additionally covered by one layer of neutral screen (62% transmission) to approximate the mean UML irradiance. Although no treatment replicates existed, the large incubation volumes ensured a community inclusive incubation which minimized the experimental error (Galí et al., 2011). GP and NP rates obtained in sunlight were corrected to account for photochemical DMS loss, using the photolysis rate constants measured in each experiment (see below) scaled to the radiation dose received by each incubation, following Galí et al. (2011).

Total microbial DMSP consumption was measured with the net-loss curve approach of Simó2000 in the same whole water dark incubations where net DMS production was determined. Briefly, the logarithm of fractional DMSPt loss (final/initial) was divided by the incubation time. The resulting DMSPt consumption rate constant (h⁻¹) was multiplied by the DMSPt concentration in situ, yielding the consumption rate (nmol L⁻¹ h⁻¹). Note that this measurement renders the amount of DMSP consumed by the whole community, that is, the sum of particulate and dissolved DMSP consumption. This allows calculating the community DMS yield as the quotient between GP and DMSPt consumption in %. Note that this yield differs from the DMS yield from microbial DMSPd consumption (Kiene and Linn, 2000). The DMSPt consumption rate was further combined with in situ DMSPt variations to estimate, by budgeting, the DMSPt production (Simó and Pedrós-Alió, 1999c).

Pseudo first-order DMS photolysis rate constants (k_{photo, incub}; h⁻¹ units) were determined by incubating 0.2 µm-filtered water under subsurface irradiance in the on-deck incubator. In the Mediterranean Sea cruise, bulk photochemical DMS loss was estimated as described in Chapter 2, with the difference that gaseous DMS was added at concentrations up to 60 nmol L⁻¹ to ensure better detection. In this DMS concentration range, first-order kinetics should be expected (Kieber et al., 1996). In the CMEDwin experiment no photolysis measurements were available. Thus, we decided to use an average wintertime photolysis rate constant obtained from published (Vila-Costa et al., 2008) and unpublished studies (Chapter 3), based on the observation of consistent seasonal patterns of DMS photolysis in this Mediterranean coastal site (see Chapter 6). In the Sargasso Sea cruise, k_{photo, incub} were obtained with the ³⁵S-DMS tracer method (details in Bailey et al. (2008) and references therein).
Table 5.2: Summary of the ecosystem setting and sulfur cycling during the diel cycle experiments. Means and ranges (min-max) of usually 8-11 measurements are reported, unless < 5 measurements are available. SST: Sea Surface Temperature; $E_{d, hourly max}$: maximum hourly total shortwave irradiance; $K_{d, PAR}$ and $K_{d, 340}$: vertical attenuation coefficients of PAR and 340 nm radiation, respectively; MLD: mixed layer depth; SRD: Solar Radiation Dose index (Vallina and Simó, 2007); $UVB_{UML, max}$: maximum hourly UVB irradiance in the upper mixed layer; see text for other abbreviations.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>CMEDwin</th>
<th>CMEDsum</th>
<th>MEDsum</th>
<th>SARGsum</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Meteorological and oceanographic data</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SST ($^\circ$C)</td>
<td>12.6 (12.1 – 12.9)</td>
<td>23.6 (23.3 – 23.9)</td>
<td>24.7 (24.4 – 25.3)</td>
<td>27.5 (27.3 – 27.7)</td>
</tr>
<tr>
<td>Salinity</td>
<td>37.9 (37.1 – 38.4)</td>
<td>37.7 (37.6 – 37.9)</td>
<td>37.5 (37.4 – 37.6)</td>
<td>37.0 (36.8 – 37.1)</td>
</tr>
<tr>
<td>Wind speed (m s$^{-1}$)</td>
<td>1.5 (0.5 – 3.2)</td>
<td>3.9 (0.3 – 9.9)</td>
<td>4.7 (0.04 – 14.6)</td>
<td>7.8 (0.8 – 13.5)</td>
</tr>
<tr>
<td>$E_d$ hourly max (W m$^{-2}$)</td>
<td>725</td>
<td>913</td>
<td>818</td>
<td>660</td>
</tr>
<tr>
<td>$K_{d, PAR}$ (m$^{-1}$)</td>
<td>0.12</td>
<td>0.08 (0.05 – 0.12)</td>
<td>0.10</td>
<td>0.055</td>
</tr>
<tr>
<td>$K_{d, 340}$ (m$^{-1}$)</td>
<td>0.26</td>
<td>0.18 (0.12 – 0.29)</td>
<td>0.10</td>
<td>0.055</td>
</tr>
<tr>
<td>Z 10% 340 nm (m)</td>
<td>9</td>
<td>13 (8 – 17)</td>
<td>22</td>
<td>34</td>
</tr>
<tr>
<td>MLD (m)</td>
<td>10 (4 – 24)</td>
<td>7 (3 – 13)</td>
<td>14 (5 – 22)</td>
<td>21 (9 – 30)</td>
</tr>
<tr>
<td>SRD (W m$^{-2}$)</td>
<td>98</td>
<td>123</td>
<td>139</td>
<td>67</td>
</tr>
<tr>
<td>$UVB_{UML, max}$ (W m$^{-2}$)</td>
<td>0.42</td>
<td>0.8 (0.2 – 1.6)</td>
<td>0.5 (0.2 – 0.8)</td>
<td>0.55</td>
</tr>
<tr>
<td>NO$_3^-$ + NO$_2^-$ ($\mu$mol L$^{-1}$)</td>
<td>2.7</td>
<td>0.63</td>
<td>0.09</td>
<td>&lt; 0.02</td>
</tr>
<tr>
<td>Phosphate ($\mu$mol L$^{-1}$)</td>
<td>0.2</td>
<td>0.02</td>
<td>0.03</td>
<td>&lt; 0.01</td>
</tr>
<tr>
<td><strong>Microbial community descriptors</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dominant phyto.</td>
<td>Diat. &gt; PPeuk</td>
<td>Syn &gt; PPeuk</td>
<td>Syn &gt; PPeuk</td>
<td>PPeuk &gt; Syn</td>
</tr>
<tr>
<td>Chl a ($\mu$g L$^{-1}$)</td>
<td>0.56</td>
<td>0.14</td>
<td>0.11</td>
<td>0.05 (0.035 – 0.061)</td>
</tr>
<tr>
<td>PPe ($\mu$mol C L$^{-1}$ d$^{-1}$)</td>
<td>0.76</td>
<td>0.48 (0 – 0.7)</td>
<td>0.5 (0 – 0.9)</td>
<td>0.02</td>
</tr>
<tr>
<td>Bacteria (10$^9$ cells L$^{-1}$)</td>
<td>1.3</td>
<td>0.7</td>
<td>0.6</td>
<td>0.4</td>
</tr>
<tr>
<td>LIR (nmol leu L$^{-1}$ d$^{-1}$)</td>
<td>0.7</td>
<td>0.8 (0.2 – 1.6)</td>
<td>0.5 (0.2 – 0.8)</td>
<td>0.24 (0.10 – 0.46)</td>
</tr>
<tr>
<td><strong>Sulfur pools and ratios</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DMS (nmol L$^{-1}$)</td>
<td>1.5 (1.1 – 1.9)</td>
<td>3.1 (2.2 – 4.0)</td>
<td>4.0 (2.3 – 4.7)</td>
<td>3.1 (2.8 – 3.4)</td>
</tr>
<tr>
<td>DMS$\text{Pr}$ (nmol L$^{-1}$)</td>
<td>36.1 (13.3 – 77.1)</td>
<td>18.1 (15.5 – 27.4)</td>
<td>16.9 (14.9 – 19.8)</td>
<td>8.0 (6.6 – 9.3)</td>
</tr>
<tr>
<td>DMS$\text{DP}$ (nmol L$^{-1}$)</td>
<td>0.05 (0.01 – 0.12)</td>
<td>0.18 (0.10 – 0.25)</td>
<td>0.20 (0.14 – 0.31)</td>
<td>0.40 (0.34 – 0.50)</td>
</tr>
<tr>
<td>DMS-Chl a (nmol $\mu$g$^{-1}$)</td>
<td>2.8</td>
<td>14.1</td>
<td>36.4</td>
<td>74 (58 – 102)</td>
</tr>
<tr>
<td>DMS$\text{PP}$:Chl a (nmol $\mu$g$^{-1}$)</td>
<td>33</td>
<td>135</td>
<td>155</td>
<td>180 (143 – 206)</td>
</tr>
<tr>
<td><strong>Biotic DMS(P) cycling</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$k$ DMS$\text{Pr}$ prod (d$^{-1}$)</td>
<td>1.9 (0 – 4.1)</td>
<td>1.0 (0 – 2.0)</td>
<td>0.9 (0.3 – 2.5)</td>
<td>0.8 (0.3 – 1.5)</td>
</tr>
<tr>
<td>$k$ DMS$\text{Pr}$ cons. dark (d$^{-1}$)</td>
<td>1.6 (0.5 – 2.7)</td>
<td>0.9 (0.3 – 1.6)</td>
<td>0.9 (0.1 – 1.8)</td>
<td>0.4 (0 – 1.0)</td>
</tr>
<tr>
<td>$k$ DMS GP dark (d$^{-1}$)</td>
<td>1.6 (0.2 – 3.9)</td>
<td>0.6 (0 – 1.6)</td>
<td>0.5 (0 – 1.0)</td>
<td>1.0 (0 – 1.8)</td>
</tr>
<tr>
<td>$k$ DMS GP light (d$^{-1}$)</td>
<td>0.8 (0 – 2.3)</td>
<td>0.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$k$ DMS BC dark (d$^{-1}$)</td>
<td>1.3 (0 – 2.8)</td>
<td>0.5 (0 – 0.8)</td>
<td>0.5 (0.2 – 1.0)</td>
<td>0.7 (0 – 1.6)</td>
</tr>
<tr>
<td>$k$ DMS BC light (d$^{-1}$)</td>
<td>0.4 (0 – 0.7)</td>
<td>0.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Abiotic DMS cycling (upper mixed layer mean)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$k$ DMS photo. (d$^{-1}$)</td>
<td>0.25 (0 – 1.3)</td>
<td>0.07 (0 – 4.5)</td>
<td>0.06 (0 – 0.35)</td>
<td>0.03 (0 – 0.28)</td>
</tr>
<tr>
<td>$k$ DMS vent. (d$^{-1}$)</td>
<td>0.04 (0 – 0.07)</td>
<td>0.29 (0.01 – 1.4)</td>
<td>0.12 (0 – 0.75)</td>
<td>0.19 (0.02 – 0.53)</td>
</tr>
</tbody>
</table>
5.2.6 Sulfur cycling budgets in the UML

Sulfur cycling budgets were calculated by extrapolating the measured DMS cycling rates (GP, BC and photolysis) and the parameterized DMS ventilation to the whole upper mixed layer. We assumed homogeneous DMS concentrations and biological activity throughout the mixing layer. At any time interval, the DMS budget equation has the form (Gabric, 2001):

\[
\frac{[DMS]}{dt} = GP - BC - k_{\text{photo,UML}}[DMS] - \frac{k_w[DMS]}{MLD} + \text{Transport} \tag{5.1}
\]

Photolysis and ventilation rates were calculated as the product of in situ DMS concentration and the respective rate constants (k’s, which are a function of meteorological forcing) and averaged throughout the UML as explained in the following paragraphs. GP and BC rates were directly obtained from the incubations, lagged by two hours from the sampling time. This time lag was chosen for all the experiments because it represented a good compromise between the sampling time and the length of the incubations. Lagged correlations showed that the best fit between diagnosed and in situ net DMS production generally occurred at around 2 h lag, and always between 0 and 4 h. We used the rates determined in sunlight when possible (CMEDsum and MEDsum). The DMS budgets were calculated at 5 min temporal resolution, and temporally averaged afterwards to obtain 30 min budgets and daytime vs. nighttime budgets (with the exception of CMEDwin, where only hourly meteorological measurements were available). For this purpose, the minutely meteorological time series from the shipboard stations were decimated to a frequency of (5 min)^{-1}. DMS concentrations, MLD, and biological DMS cycling rates (all determined at 4 h frequency) were linearly interpolated to match the same time interval.

To obtain the UML-averaged photolysis rate constants \(k_{\text{photo,UML}}\), experimentally determined \(k_{\text{photo,incub}}\) were normalized to the average shortwave irradiance received during the incubation and then scaled to the UML-averaged scalar irradiance at time t \((E_{o,UML}; \text{for clarity, time is omitted from the notation})\):

\[
k_{\text{photo,UML}} = k_{\text{photo,incub}} \frac{E_{o,UML}}{E_{o,incub}} \tag{5.2}
\]

\(E_{o,UML}\) was calculated as the vertical integral of exponentially decreasing irradiance in the UML (Vallina and Simó, 2007). We assumed that photolysis propagated downwards with the attenuation coefficient of 340 nm (instead of that centered at PAR), because this wavelength has been shown to represent reasonably the spectral peak of DMS photolysis in UV-transparent
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Scalar irradiance was calculated from downwelling irradiance ($E_{d,UML}$), corrected by the cosine of underwater radiance ($\mu$) to better take into account the tridimensional light field:

$$E_{o,UML} = \frac{E_{d,UML}}{\mu}$$ (5.3)

Our calculations indicated that a value of $\mu = 0.80$ was a good approximation for the wavelengths and the optical characteristics of the waters under study (Bannister, 1992; Morel and Gentili, 2004). In this approach, we assumed that the radiation band causing the majority of DMS photolysis at the water subsurface was linearly related to above-water total shortwave irradiance, which was supported by simultaneous pyranometer and PUV 2500 measurements ($R^2 = 0.96$, data not shown). Assuming a non-linear dependence instead, which is more consistent with current knowledge of atmospheric radiative transfer, did not impact our budgets appreciably.

DMS sea-air flux was calculated as the product of seawater DMS concentrations and the transfer velocity ($k_w$), after accounting for the temperature-dependent Schmidt number (Saltzman et al., 1993). $k_w$ (m h$^{-1}$) was parameterized as a linear function of wind speed (U; m s$^{-1}$), according to Marandino et al. (2009):

$$k_w = 0.46U - 0.24$$ (5.4)

We chose this parameterization based on recent evidence for a linear wind-speed dependence of $k_w$ for wind speeds up to 14 m s$^{-1}$ (Huebert et al., 2010; Marandino et al., 2009). $k_w$ was set to 0 in the few occasions when $U$ was $<0.52$ m s$^{-1}$, which would produce negative $k_w$. In our dataset, 0-3.4% of minutely $U$ were $<0.5$ m s$^{-1}$, and 83-98% of the values fell in the 1 – 9 m s$^{-1}$ wind speed range (for which eq. 5.4 was obtained). The surface flux was divided by MLD to obtain average volumetric ventilation rates.

Vertical DMS transport was estimated only in the oceanic experiments, and treated as a constant term in the budgets due to the lack of measurements with adequate spatial-temporal resolution. Turbulent diffusion can be estimated as the product of the vertical DMS gradient and vertical diffusivity ($K_z$) at the base of the UML. Although the vertical transport term has been generally assumed to make a negligible contribution to UML DMS budgets, it can become sizable when the UML undergoes diel variations, periodically entraining deeper waters with different DMS content (Bailey et al., 2008). In the MEDsum diel cycle, we combined
the only DMS profile available with the output of model simulations (O. Ross, pers. comm.), including depth-resolved vertical diffusivity, to make order-of-magnitude estimates of vertical DMS diffusion. In SARGsum, we used the estimates made by Bailey et al. (2008) for the entire Lagrangian study of the eddy A2, based on model simulations of vertical mixing and the DMS profiles measured every 4 h. In CMEDwin and CMEDsum no vertical DMS profiles were measured, so no estimations were made.

Figure 5.2: **Diel changes in particulate primary production and leucine incorporation rates** - In (A) the estimated mixed-layer average PPp during the daytime is shown. The gray shade represents the ratio of UV radiation (340 nm) averaged within the mixed layer with respect to that at the water subsurface. Error bars correspond to triplicate LIR measurements.

5.3 Results

5.3.1 Oceanographic settings and Lagrangianity of the sampling

The four experiments covered one order of magnitude in phytoplankton biomass (measured as Chl a), from the average 0.56 µg L⁻¹ in CMEDwin to the 0.11-0.14 µg L⁻¹ in the Mediterranean.
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summer and 0.05 µg L\(^{-1}\) in the Sargasso Sea eddy (see ranges in Table 6.2). Algal biomass was dominated by diatoms and prasinophytes in CMEDwin (a rather typical situation at BBMO in late winter, Gutiérrez-Rodríguez et al. (2011)), whereas *Synechococcus* and photosynthetic picoeukaryotes, in varying proportions, dominated the summer assemblages (Table 6.2; supplementary information). Bacterial counts decreased in parallel to the trophic status but to a minor extent. Sizable inorganic nutrient pools could be measured only in CMEDwin.

In terms of ‘Lagrangianity’, the coastal experiments (CMEDwin and CMEDsum) displayed higher hydrographic variability. This was evident in the excursions displayed by the temperature-salinity diagrams during the final 12 h of CMEDwin and the initial 12 h of CMEDsum (supplementary information). Conversely, the oceanic experiments showed more compact temporal T-S traces. This was expected in SARGsum, which was Lagrangian by design. Yet, we also observed quasi-Lagrangian behavior in MEDsum and in the last 36 h of CMEDsum. The T-S diagrams were used to exclude from further calculations and budgets those measurements that were judged as excessively affected by water mass transitions (the first two time points of CMEDsum).

Contrasting dynamics in the vertical stratification regime were found in winter vs. summer and coastal vs. oceanic experiments (Table 6.2; Fig. 5.1). In CMEDwin we found a quasi-mixed vertical profile (temperature differences <0.5°C from top to bottom depths), which sometimes showed a very subtle surface thermal stratification. In CMEDsum mixed layer depths (MLD) reflected a water-mass transition, from a deep water intrusion event (upwelling) initially found to a thicker surface layer of warm water with more oceanic conditions (Fig. 5.1). Both oceanic experiments displayed similar stratification regimes, with a marked seasonal thermocline and a shallower actively mixing layer, which underwent diurnal thermal stratification and nighttime convective overturning.

5.3.2 Autotrophic and heterotrophic activities

Experiment-averaged particulate primary production (PPp) was highest in CMEDwin (0.76 µmol C L\(^{-1}\) d\(^{-1}\)), with lower values in CMEDsum and MEDsum (around 0.50 µmol C L\(^{-1}\) d\(^{-1}\)), and lowest values at SARGsum (0.02 µmol C L\(^{-1}\) d\(^{-1}\); this rate is suspected to be unrealistically low). Leucine incorporation rates (LIR; a proxy for bacterial heterotrophic production) were highest at the coastal sites (0.71 and 0.81 nmol Leu L\(^{-1}\) d\(^{-1}\) during CMEDsum and CMEDwin respectively), with lower values during MEDsum and SARGsum (0.48 and 0.24 nmol Leu L\(^{-1}\))
respectively). While the diel variation in primary production (PPp) was obviously light-dependent, we found that bacterial heterotrophic activity (LIR) also underwent pronounced diel variations, with a drastic nighttime increase in the three summer experiments (by 9-fold at CMEDsum and 4.5-fold at both MEDsum and SARGsum, Fig. 5.2). The diel pattern of LIR reflected an increase in the activity per cell, because bacterial numbers underwent much smaller variations (data not shown).

Figure 5.3: Diel changes in total DMSP (DMSPt) and DMS pools - The gray shade represents the ratio of UV radiation averaged within the mixed layer with respect to that at the water subsurface. Error bars correspond to duplicate analyses.

### 5.3.3 DMS and DMSPt pools

Experiment-averaged DMSPt concentrations ranged between a minimum of 8 nmol L\(^{-1}\) in SARGsum and a maximum of 36 nmol L\(^{-1}\) in CMEDwin, while DMS ranged between 1.5 (CMEDwin) and 4 nmol L\(^{-1}\) (MEDsum). Thus, compared to the order-of-magnitude differences in Chl \(a\) between experiments, DMSPt and especially DMS spanned a narrower range (Table 6.2). DMS and DMSPt pools underwent minor variations during the diel cycles (Fig.
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5.3), with a coefficient of variation about the mean (CV) <20%. The exception was the broad variability observed for DMSPt during CMEDwin (CV = 53%), with marked DMSPt peaks at night. Diel DMSPt patterns were less clear in the summer experiments, with a tendency towards net daytime accumulation and nighttime consumption. Regular diel variations of DMS could only be observed in CMEDsum, with midday troughs and midnight peaks. In MEDsum lowest DMS levels occurred at 04:00 on the two consecutive nights (but see 4.3). In SARGsum a slight surface depletion was observed at solar noon.

![Figure 5.4: Diel changes in gross DMS production](image)

Figure 5.4: **Diel changes in gross DMS production** - Measurements done in the dark and in sunlight are represented with filled and open symbols, respectively (see text). The gray shade represents the ratio of UV radiation averaged within the mixed layer with respect to that at the water subsurface. Error bars correspond to the analytical error of single incubations.

5.3.4 Gross DMS production and community DMSP metabolism

[24] Gross DMS production (GP) displayed broad and regular diel variations in the dark incubations (Fig. 5.4), with opposite patterns found in winter and summer. Nevertheless, the four diel cycles displayed surprisingly similar GP rates, with experiment averages ranging 0.07 – 0.11
nmol L$^{-1}$ h$^{-1}$. In CMEDwin $GP$ peaked at night and was lowest in the morning. Conversely, in the three summer experiments $GP$ peaked at solar noon or shortly after, decreased during the night, and started increasing again around dawn. In the sunlit incubations (CMEDsum and MEDsum), $GP$ was generally equal or higher (up to three-fold) than in their dark counterparts, with an average stimulation of 52%. Considering the whole 48 h sampling, light-driven stimulation resulted in an average $GP$ 30- 36% over the average dark $GP$, a figure that compares well with the range reported in Gali et al. (2011).

CMEDwin displayed the highest average DMSPt consumption rates (2.2 nmol L$^{-1}$ h$^{-1}$) followed by MEDsum and CMEDsum (ca. 0.7 nmol L$^{-1}$ h$^{-1}$) and SARGsum (0.3 nmol L$^{-1}$ h$^{-1}$). DMSPt consumption also underwent day-night variations (Fig. 5.5). These were especially evident in CMEDwin and SARGsum, both displaying nighttime peaks and daytime troughs. Conversely, DMSPt consumption was slightly higher during the day in CMEDsum and MEDsum, clearly peaking around noon in CMEDsum. In SARGsum, we had the opportunity to compare our DMSPt consumption estimates to the DMSPd consumption rates (Gabric et al., 2008) obtained by the $^{35}$S-DMSP radiotracer method. The average DMSPd consumption in the two samples taken at 04:00 (3 m depth) was 0.16 nmol L$^{-1}$ h$^{-1}$, and the corresponding DMSPt consumption we obtained in the same samples was 0.5 nmol L$^{-1}$ h$^{-1}$. This indicates that about one third of the consumed DMSP was cycled through the dissolved pool, a figure that compares well with the average year-round value of ca. 50% found at the BBMO site by Vila-Costa et al. (2008).

The experiment-averaged DMS yields (the quotient of $GP$ to DMSPt consumption) were minimum in CMEDwin (5%) and maximum in SARGsum (41%), with intermediate values (around 10%) in CMEDsum and MEDsum. Distinct diel patterns of DMS yield emerged depending on the covariation (or the lack thereof) between $GP$ and DMSPt consumption. While no obvious diel patterns were found in CMEDwin, daytime peaks of DMS yield were observed in the three summer experiments, though with variable amplitude. It should be noted that the yields reported here were calculated with DMSPt consumption and $GP$ measured in the dark. It is unknown whether solar radiation would have stimulated community DMSPt consumption to the same extent as $GP$, therefore modifying DMS yields.

DMSPd assimilation into macromolecules, as measured with $^{35}$S-DMSP additions, represented a minor sink for DMSP, with an average of 4.8 and 2.7% in CMEDsum and MEDsum, respectively, and little diel variability (Fig. 5.5). Thus, assimilation might have been an even smaller sink compared to the totality of DMSPt cycled. DMSP assimilation was dominated by
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Figure 5.5: Diel changes in total DMSP consumption, DMS yield and radiolabelled DMSP assimilation - Measurements done in the dark and in sunlight are represented with filled and open symbols, respectively (see text). For clarity, only average errors (analytical error of single incubations) are shown for each variable and experiment (not available for DMSP assimilation). The gray shade represents the ratio of UV radiation averaged within the mixed layer with respect to that at the water subsurface.

the >0.65 µm organisms or particles (81-97%), probably non DMSP-producing phytoplankton (Vila-Costa et al., 2006b) and attached bacteria.

5.3.5 Bacterial DMS consumption

As found for GP, experiment-averaged dark bacterial DMS consumption (BC) spanned quite a small range (0.06 to 0.09 nmol L⁻¹ h⁻¹), but exhibited distinct diel patterns from one experiment to another (Fig. 5.6). Dark BC peaked during the central hours of the day in MEDsum or at dusk in SARGsum, with pre-dawn minima in both experiments. Instead, dark BC showed no clear diel variations in CMEDwin and CMEDsum. In those experiments where BC was simultaneously measured in the dark and in sunlight (CMEDsum and MEDsum), inhibition was generally observed (5 samples), although some incubations showed no light effects (3 samples) or even stimulation (1 sample).
5.3.6 DMS photolysis

In CMEDsum, MEDsum and SARGsum, where the subsurface photolysis rate constants were determined experimentally, $k_{\text{photo, max}}$ were 0.049, 0.040, and 0.025 h$^{-1}$, respectively (SARGsum value taken from Gabric et al. (2008)). In CMEDwin, a value of 0.13 h$^{-1}$ was used, with an associated uncertainty of about ± 50%. The daytime averages of DMS photolysis in the UML (that is, after accounting for underwater radiation fields, in situ DMS concentrations and mixing depths) were 0.044, 0.041, 0.047 and 0.008 nmol L$^{-1}$ h$^{-1}$ in CMEDwin, CMEDsum, MEDsum and SARGsum, respectively. The value obtained for SARGsum (0.10 nmol L$^{-1}$ d$^{-1}$) is consistent with that obtained by Bailey2008 (0.20 nmol L$^{-1}$ d$^{-1}$), since the former corresponds to an overcast day and the latter to the less cloudy conditions that prevailed during the anticyclonic eddy sampling.

![Graph showing diel changes in microbial DMS consumption](image-url)

**Figure 5.6:** Diel changes in microbial DMS consumption - Measurements done in the dark and in sunlight are represented with filled and open symbols, respectively (see text). The gray shade represents the ratio of UV radiation averaged within the mixed layer with respect to that at the water subsurface. Error bars correspond to the propagated analytical error of non-amended and dimethyldisulfide-amended single bottle incubations.
5.3.7 DMS ventilation

Average sea-air transfer velocities \((k_w)\) were 1.3, 15.2, 6.8 and 5.3 cm h\(^{-1}\) in CMEDwin, CMEDsum, MEDsum and SARGsum, respectively. These values correspond to sea-air fluxes ranging from 0.02 \(\mu\)mol m\(^{-2}\) h\(^{-1}\) in CMEDwin to 0.47 \(\mu\)mol m\(^{-2}\) h\(^{-1}\) in SARGsum (0.5 – 11.3 \(\mu\)mol m\(^{-2}\) d\(^{-1}\)). Converted to volumetric fluxes in the UML, these figures become 0.002, 0.025, 0.038 and 0.020 nmol L\(^{-1}\) h\(^{-1}\) in CMEDwin, CMEDsum, MEDsum and SARGsum, respectively. The use of the Marandino et al. (2009), Huebert et al. (2010) or Nightingale et al. (2000) \(k_w\) vs. wind speed relationships had a relatively small impact on DMS fluxes. In SARGsum, our flux estimate (parameterized according to Marandino et al. (2009)) was in good agreement (14% difference) with the estimates based on eddy covariance measurements reported by Bailey et al. (2008).

![Figure 5.7: Vertical DMS profiles in the Mediterranean and Sargasso Sea oceanic experiments](image)

**Figure 5.7:** Vertical DMS profiles in the Mediterranean and Sargasso Sea oceanic experiments. Horizontal lines represent the average mixed layer depth at the time the profiles were measured. Error bars in the Sargasso Sea profile represent the range of two profiles measured at 04:00 local time.

5.3.8 Vertical DMS flux

Vertical DMS profiles were measured at the two oceanic stations, both showing a peak in the thermocline (30 – 40 m) of ca. 7 nmol L\(^{-1}\) (Fig. 5.7). In MEDsum, DMS concentrations
became hardly detectable below 65 m, the depth of the deep chlorophyll maximum. A similar but less vertically-compressed profile was observed in the Sargasso Sea eddy, with <1 nmol L\(^{-1}\) concentrations below 100 m depth (deep chlorophyll maximum around 150 m). These profiles resulted in a DMS gradient at the base of the UML of about 0.30 (SARGsum) or 0.50 µmol m\(^{-4}\) (MEDsum). Combining this gradient with vertical diffusivities of the order 10\(^{-5}\) to 10\(^{-4}\) m\(^2\) s\(^{-1}\) (estimated to be similar at both sites) yielded an upwards DMS flux of 0.08 ± 0.06 and 0.12 ± 0.08 nmol L\(^{-1}\) d\(^{-1}\) in SARGsum and MEDsum, respectively. These figures (note the d\(^{-1}\) units) are negligible compared to the other budget terms. Nevertheless, Bailey et al. (2008) found that accounting for the entrainment of DMS due to diurnal stratification/mixing cycles increased the upwards flux to 0.34 ± 0.06 nmol L\(^{-1}\) d\(^{-1}\). Entrainment might have been of similar magnitude in MEDsum, because it showed mixing dynamics and vertical DMS distribution similar to SARGsum.

5.4 Discussion

The four ocean settings represented a considerable biogeochemical gradient, clearly reflected in the dimethylated sulfur pools and their microbial cycling (Table 6.2). Combined with the diel sampling scheme, this provided an extraordinary testbed for hypotheses regarding the biotic/abiotic regulation of DMS cycling.

5.4.1 Factors controlling gross DMS production and the fate of DMSP

Microbial DMSP cycling occurs through a tangled network of microbial interactions (Simó, 2004; Stefels et al., 2007) and follows diverse biochemical pathways (Curson et al., 2011; Moran et al., 2012). We took an integrative approach where all the DMSP cycling pathways eventually releasing DMS were encompassed (Simó et al., 2000). This has the advantage of better constraining gross DMS production for budgeting and modeling exercises, and the drawback that the contribution of each single production process can only be guessed from indirect evidence. In our approach, gross DMS production can be modulated by changing either DMSPt consumption, DMS yields, or both. Noteworthy, we found a similar pattern of diel GP modulation in the three summer experiments, which contrasted with the winter experiment, hinting at the existence of distinct DMS production regimes at the diel scale. The dayt to night differences in GP rates were significant in all 4 experiments (Kruskal-Wallis \(p < 0.03\)). In CMEDsum, MEDsum, and SARGsum, GP was driven by DMS yields (Table 6.3) rather than by DMSPt consumption.
Table 5.3: Day night differences in DMS yield (%) from consumed DMSPt.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>CMEDwin</th>
<th>CMEDsum</th>
<th>MEDsum</th>
<th>SARGsum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall mean (range)</td>
<td>4.8 (0.7 – 9.3)</td>
<td>9.3 (0 – 22.5)</td>
<td>13.2 (0 – 30.2)</td>
<td>46.7 (10.4 – 100)</td>
</tr>
<tr>
<td>Daytime average ± sd (n)</td>
<td>4.6 ± 1.7 (5)</td>
<td>17.0 ± 5.8 (4)</td>
<td>18.8 ± 7.6 (5)</td>
<td>69.9 ± 22.0 (4)</td>
</tr>
<tr>
<td>Nighttime average ± sd (n)</td>
<td>5.1 ± 0.9 (4)</td>
<td>4.2 ± 7.5 (6)</td>
<td>4.0 ± 6.6 (3)</td>
<td>15.8 ± 5.3 (3)</td>
</tr>
<tr>
<td>Day:night factor</td>
<td>0.9</td>
<td>4.0</td>
<td>4.8</td>
<td>4.4</td>
</tr>
<tr>
<td>p (Kruskal-Wallis test)</td>
<td>0.81</td>
<td><strong>0.03</strong></td>
<td><strong>0.01</strong></td>
<td><strong>0.03</strong></td>
</tr>
</tbody>
</table>

(Fig. 5.8). This was most evident in SARGsum, where the lower DMSPt consumption during the day was more than compensated by a sharp increase of the DMS yield (reaching 73-100%). In the case of CMEDsum and MEDsum, the concerted increase during the day of both DMS yield (by a 4 to 4.8 factor) and DMSPt consumption (by a 1.2 to 1.6 factor) contributed to rise GP. In CMEDwin, conversely, the nighttime increase in DMSPt consumption, combined with low yields over the diel cycle, translated into nighttime GP peaks (Table 6.3, Fig. 5.8).

The summertime GP diel pattern could result from different scenarios. Among them, DMS release by radiation-stressed phytoplankton appears to be the most feasible. In this scenario, DMS production enzymes would have been up-regulated during the day by phytoplankton cells undergoing oxidative stress (Sunda et al., 2002) or requiring an overflow mechanism for excess reducing power (Stefels, 2000). Nutrient starvation could have acted synergistically with light exposure to enhance DMS production (Sunda et al., 2007). While a few studies have reported on daytime increases of the DMS(P) pools linked to algal physiology in natural assemblages (Belviso, 2000; Sunda et al., 2005; Yang et al., 2008), to our knowledge only one study has reported a daytime increase of GP (Merzouk et al., 2004), which was attributed to dinoflagellate vertical migration in an estuarine area. Since we did not detect dinoflagellate migration (supplementary information), our study would be the first to show a clear link between light exposure dynamics and gross DMS production rates at physiologically meaningful time scales in a natural microbial community. This provides clear field evidence for both the antioxidant and overflow hypotheses, which have hitherto been largely based on culture studies (e.g., Archer et al. (2010b)).

Supporting the algal stress hypothesis, we observed that bulk chlorophyll fluorescence was clearly depleted in surface waters during the hours of strongest irradiance in the oceanic experiments (Fig. 5.1), indicating reduced photosynthetic competency and/or dissipation of excess irradiance through photoprotective mechanisms (Sakshaug et al., 1997). Moreover, in MEDsum we observed higher GP in sunlit incubations during a high-irradiance day, when UV stress was
further enhanced by diurnal stratification, than in the following day, with lower irradiance and
deeper mixing due to the passage of a storm (Fig. 1 and 4). This seemed to result from harsher
light exposure, particularly higher proportions of shortwave UV (i.e., higher UVB:UVA ratios),
both prior to sampling and during the incubations. In CMEDsum and MEDsum, both dark
and light \(GP\) were significantly correlated to primary production (Spearman rank correlation;
\(p < 0.05\)), linking DMS production with photosynthesis physiology. In SARGsum, conversely,
the best predictor of dark \(GP\) was the UV dose in the UML during the 4 h prior to sampling
\((p < 0.01; \text{see supplementary information})\), pointing at cumulative UV stress as the driver.

Besides direct algal DMS production from the particulate pool, other sources of DMS include
DMSP release by phytoplankton and its transformation by bacterial enzymes or by dissolved
algal enzymes (note that in some algal strains physical disruption is required to put in contact
DMSP and its cleavage enzymes (Wolfe and Steinke, 1996; Evans et al., 2007). Again, DMSP
release can occur through various pathways: active DMSP exudation (Stefels, 2000) or cell
disruption by grazing, viral lysis or UV-triggered cell death (Veldhuis et al., 2001; Bidle and
Falkowski, 2004). In our view, the latter process is more likely to explain the observed pattern
in UV-transparent waters in summer. Although we cannot rule out some contribution of light-
enhanced grazing (Jakobsen and Strom, 2004) or even viral lysis, the relationship between the
latter two processes and solar radiation is ambiguous (Ochs, 1997; Jacquet and Brathak, 2003).
On the other hand, microzooplankton grazing appears to be the most plausible explanation
for the nighttime increase of \(GP\) found in CMEDwin. Recently, Ruiz-González et al. (2012e)
reported higher ingestion rates of picoeukaryotes by heterotrophic nanoflagellates during the
night (causing stimulation of bacterial activity) in a study done at the same site (BBMO) and
in similar conditions as the CMEDwin experiment.

DMS production from released DMSP could have been further enhanced during the day
if the bacterial yield was light-dependent. Recently, Valle et al. (2012) found evidence of
PAR-stimulated bacterial DMSPd consumption and bacterial DMS yields, associated to PAR-
decreased DMSP assimilation. The assimilation measurements we performed in CMEDsum
and MEDsum are in keeping with this observation. Although total assimilation showed little
diel variability (Fig. 5.5), assimilation by the \(<0.65 \mu m\) size fraction (free-living bacteria) was
lower during the day, clearly paralleling leucine uptake in MEDsum (Spearman’s \(r = 0.75; p
<0.10\)). This could indicate a lower assimilation yield resulting from lower carbon demand
(hence sulfur) during the day. All in all, the mechanism proposed by Valle et al. (2012) is
unlikely to supply all the excess \(GP\) observed in our study, due to UV inhibition of bacterial
DMSPd consumption (Slezak et al., 2007). Also, note that bacterial DMS yields from DMSPd rarely exceed 15% (Kiene and Linn, 2000; Lizotte et al., 2012), whereas yields from DMSPt can reach values >90% (Simó and Pedrós-Alió, 1999a; Simó et al., 2000, this study).

Figure 5.8: Day versus night budgets of DMS cycling in the upper mixed layer - Values in parentheses are the standard deviation (sd) of biological process incubations (3 < n < 6) or that of 5-minute resolution budgets in the case of abiotic DMS sinks (DMS photolysis and ventilation). Order-of-magnitude estimates of vertical DMS transport are also given, with no day-night distinction.
Last, but not least, we can consider the role of circadian rhythms. The diel gene expression patterns of several microbial plankton are regulated by molecular clocks (Hastings, 1961; Mackey and Golden, 2007; Corellou et al., 2009), which help cells anticipate environmental variability and adequately phase sensitive processes like cell division (Vaulot and Marie, 1999). Consistently, a recent metatranscriptomics study (Poretsky et al., 2009) identified a switching between housekeeping genes at night and photophysiology-related genes during the day. DMS(P) metabolism might be regulated in such a manner if it effectively prevented radiative stress. In CMEDsum and MEDsum GP rose significantly already in the pre-dawn sample (04:00), or in the 08:00 sample, when surface waters had barely seen any radiation, indicating a possible role of circadian rhythms. However, it is intriguing why phytoplankton should start releasing DMS instead of accumulating intracellular DMSP before radiative stress set in. Another explanation is that different processes were causing the pre-dawn rise in GP and the afternoon GP peak.

### 5.4.2 Factors controlling bacterial DMS consumption

According to current knowledge, UV inhibition should tend to decrease BC during the day. However, this effect should show up with different intensity depending on (1) whether the samples are incubated in the dark or in sunlight and (2) the length of the incubation compared to the recovery time. In CMEDsum, the relief from UV inhibition elicited some recovery of BC in the 16:00 samples incubated in the dark, whereas the same samples incubated in full sunlight remained inhibited. The 08:00 sample incubated in the light showed also inhibition, and the 12:00 samples, which came from rather high UV waters and suffered the harshest exposure, showed equally low BC rates in both dark and light incubations (perhaps indicating no recovery). In MEDsum, relative dark-light inhibition was observed during day 2, whereas on day 1 we observed no significant inhibition or even stimulation in the 12:00 sample. The relative dark-light inhibition we observed should be viewed with some caution since the inhibitor method is less precise than the $^{35}$S-DMS tracer method for determining BC.

Perhaps more relevant than the inhibition response described above is the observation of regularly higher BC around noon or dusk in the oceanic experiments, with the more extreme variation found in the most oligotrophic system (SARGsum). Although counter-intuitive, this pattern can be explained within the framework of bacterioplankton-phytoplankton coupling combined with recent studies of bacterial DMS metabolism. It has been postulated that in oceanic environments, far from coastal carbon sources, pelagic bacteria rely on the labile carbon
excreted by phytoplankton. The tighter coupling between primary producers and heterotrophs would render stronger diel fluctuations of bacterial heterotrophic production (Fuhrman et al., 1985; Gasol et al., 1998), as we observed in CMEDsum, MEDsum and SARGsum (Fig. 5.2). Recent studies have shown that there are few bacterial taxa able to grow on DMS as the sole carbon source (Vila-Costa et al., 2006a). Instead, a broader diversity of bacteria can oxidize DMS to DMSO to obtain energy, provided they have an alternative C source (Vila-Costa et al., 2006a; Green et al., 2011; Hatton et al., 2012). Remarkably, a study by del Valle et al. (2007) indicated that DMS to DMSO oxidation prevailed in the sunlit UML in the Sargasso Sea. This observation can be interpreted as DMS oxidation rates being carbon-limited, therefore peaking at the optimum of labile carbon supply -UV inhibition permitting.

5.4.3 Short-term microbial/meteorological variability and DMS budgets

Biological and abiotic DMS cycling rates indicated that DMS removal was dominated by bacterial DMS consumption in all four experiments (44-78% on a daily basis), in line with previous reports (see compilation in Simó (2004)). Nevertheless, the average budgets enclosed a rich short-term variability, and each consumption term became dominant during short periods, as shown in Fig. 5.9. Notably, DMS concentration rarely underwent sudden fluctuations, because the excess daytime gross DMS production was compensated by photolysis and, more unexpectedly, bacterial consumption. Thus, the resulting net DMS turnover rates, both observed and diagnosed (Fig. 5.8), were always far smaller than the gross DMS turnover rates. At this point it has to be acknowledged that biological DMS cycling processes, if light-dependent, should have been also depth-dependent as well. However, the assumption of an homogeneous upper mixed layer, both in terms of microbial activity and DMS pools (Fig. 5.7), seemed to produce reasonable budgets (Fig. 5.8).

The diel variability of vertical DMS transport remains unresolved in our study. There are indications that its contribution could be higher than generally assumed when day-night cycles of stratification-convection combine with a sub- pycnocline DMS peak (Bailey et al., 2008). Yet, the close correspondence we found between in situ and budget-derived net DMS production (Fig. 5.8), without any need to invoke vertical transport, indicates the contrary. Indirect evidence of DMS entrainment from deeper layers could be deduced if a positive correlation existed between MLD and DMS concentration. Such correlation was found to be significant only in CMEDsum (Spearman $r = 0.64$, $p < 0.05$). However, the increasing trend of DMS
(0.4 nmol L\(^{-1}\) d\(^{-1}\), or 13% d\(^{-1}\)) was small compared to its diel amplitude (± 0.6 nmol L\(^{-1}\)), and possibly associated to the transition from upwelling to oceanic conditions (supplementary information). In MEDsum, lowest DMS levels were measured at 04:00 on two consecutive nights. The minimum was especially marked during the second night (2.3 nmol L\(^{-1}\)), concurrent with a convective mixing event. Still, the sudden drop in DMS concentration could be explained only if the underlying waters had had inconceivably low DMS levels. This low concentration could neither be explained by instrumental misfunctioning, measured cycling processes, or water-mass Lagrangianity considerations.

Figure 5.9: Idealized DMS budgets in the upper mixed layer at 30 min. resolution in the Mediterranean summer experiments - The budgets reflect the combined impact of meteorological variability and biological responses. These budgets were calculated assuming that vertical DMS transport was negligible.

Diel variability has also consequences for diagnostic modeling of gross DMS production. In this approach, \(GP\) is estimated by budgeting simultaneous measurements of net in situ DMS evolution and biotic and abiotic DMS sinks during a Lagrangian sampling scheme. The anticyclonic eddy A2 was object of one such studies (Bailey et al., 2008), which diagnosed an average \(GP\) of 0.68 ± 0.09 nmol L\(^{-1}\) d\(^{-1}\) in the upper 20 m (roughly, the UML). This
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Figure is 3 to 4 times lower than the average 2.6 ± 1.3 nmol L\(^{-1}\) d\(^{-1}\) (n = 8) of our diel cycle SARGsum (performed during the last day of the 6-day Lagrangian period), where GP was directly measured with the inhibitor method. In the Lagrangian study, bacterial DMS consumption was measured, with the \(^{35}\)S-DMS method, with daily frequency in 3 m depth samples from the 04:00 CTD casts (pre-dawn). The rate constants measured at that time of the day (and used by Bailey et al. (2008)) were 0.13 ± 0.08 d\(^{-1}\), comparing relatively well with the 0.24 ± 0.10 d\(^{-1}\) that we obtained with the DMDS inhibition method in the corresponding pre-dawn samples. Thus, microbial DMS consumption rates determined at too low frequency could have caused the underestimation of diagnosed GP by Bailey et al. (2008).

5.4.4 Insights into dimethylated sulfur cycling regimes

DMSPt:Chl \(\alpha\) ratios are a good indicator of how shifted are planktonic communities to dimethylated sulfur processing (Stefels et al., 2007; Simó et al., 2009). In the wide trophic states included in our work, DMSPt:Chl \(\alpha\) varied by 6-fold, from 33 nmol µg\(^{-1}\) (CMEDwin) to 180 nmol µg\(^{-1}\) (SARGsum). Likewise, average community DMS yields (i.e., the % of DMSPt consumed resulting in DMS production) ranged between 5 and 47%. Experiment-averaged DMS:DMSPt ratios, which can be regarded as an ‘ecosystem DMS yield’ resulting from both biotic and abiotic factors, spanned a similar range (0.05 to 0.40), suggesting they are a good proxy for process-based DMS yields. In parallel, both DMSP and DMS specific turnover slowed down as we progressed towards more oligotrophic (and DMS rich) environments. A recent study suggested that the GP:DMSPt ratio could be a useful shortcut to predict gross DMS production (Herrmann et al., 2012), arguing that it is relatively invariant across ecosystems with a value about 0.06 ± 0.01 d\(^{-1}\). Our results suggest that this index, conceptually close to the DMS yield, is far from constant, since we have observed GP:DMSPt ratios (mean ± sd) as variable as 0.07 ± 0.06 d\(^{-1}\) (CMEDwin), 0.10 ± 0.10 d\(^{-1}\) (CMEDsum), 0.15 ± 0.15 d\(^{-1}\) (MEDsum) and 0.29 ± 0.14 d\(^{-1}\) (SARGsum). The GP:DMSPt index deserves further exploration, but the emphasis should be placed at understanding its variability.

Toole and Siegel (2004) proposed a classification of DMS cycling regimes, distinguishing between a bloom regime typical of high latitudes, where DMS correlates to phytoplankton biomass, and a stress regime typical of low latitudes, where DMS is negatively correlated to phytoplankton biomass (the ‘summer paradox’ areas of Simó and Pedrós-Alió (1999a)). Altogether, the picture drawn by the four diel cycle experiments provides an explanation for the decoupling between DMS and plankton biomass (Lizotte et al., 2012), a feature that remains...
difficult to represent in prognostic DMS models (Le Clainche et al., 2010). For a given amount of DMSP consumed, if the DMS yield increases proportionally more than the DMS consumption rate constants, DMS will reach a steady state at higher concentrations. The fact that DMS consumption rate constants rather seemed to decrease with increasing oligotrophy would tend to accentuate this pattern.

In our view, oceanic DMS cycling could be divided into high- and low-DMS-yield situations, both of which can potentially occur in environments with high or low biomass and/or DMSPt. In low oxidative stress situations (nighttime, winter mixing) bacterial DMS production may prevail, with low associated yields. In high stress situations, direct DMS exudation from the particulate pool seems to dominate DMS production, and much higher DMS yields can be attained. During the last years much research has focused on understanding the so-called bacterial switch (Simó, 2001; Moran et al., 2012), by which bacteria divert a lower or higher amount of consumed DMSP to the DMS production pathway(s). Now there is compelling evidence that an important share of gross DMS production originates from particulate DMSP cycling, and that radiative forcing is required to reproduce this feature in mechanistic models (Toole et al., 2008; Vallina et al., 2008; Vogt et al., 2010). Therefore, ecosystem-level studies should evaluate total DMSP turnover, ideally, simultaneously with DMSPd turnover (Vila-Costa et al., 2008). Understanding the distinct modes of operation of the oceanic DMS cycle will require disentangling their intricate relationship with microzooplankton grazing, viral lysis, phytoplankton cell death, and even the relative importance of attached vs. free-living bacteria, all of this in the context of plankton photophysiology.
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Figure 5.10: Analysis of sampling Lagrangianity by means of temperature-salinity (TS) diagrams (SI) - The sampling points are superimposed on the TS temporal traces, with the color code indicating sampling time. Precipitation events causing a freshening of surface waters are shown (A, C and D), as well as the deep water intrusion followed by a N wind burst that occurred at the beginning of CMEDsum (B).
Figure 5.11: Cross-correlations (non-parametric Spearman rank correlation) between biological sulfur cycling rates and other microbial activities (SI) - Black bars: $p < 0.01$ (correlation significant at the 99% confidence level); gray bars: $p < 0.05$; white bars: $p > 0.05$. DMSPt production showed overall week correlations, so it was not included as a predictor variable.
5.5 Supplementary information

Table 5.4: Composition of the phytoplankton communities. *Biomass estimates indicated that diatoms dominated in this sample (Gutiérrez-Rodríguez et al., 2011).

<table>
<thead>
<tr>
<th>Experiment</th>
<th>CMEDwin</th>
<th>CMEDsum</th>
<th>MEDsum</th>
<th>SARGsum</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>Prochlorococcus</em> (10^5 cells L^-1)</td>
<td>130</td>
<td>180</td>
<td>170</td>
<td></td>
</tr>
<tr>
<td><em>Synechococcus</em> (10^5 cells L^-1)</td>
<td>14.7</td>
<td>540</td>
<td>240</td>
<td>27</td>
</tr>
<tr>
<td>Picoeukaryotes (10^5 cells L^-1)</td>
<td>74</td>
<td>13</td>
<td>5.4</td>
<td>3.8</td>
</tr>
<tr>
<td>Nanoeukaryotes (10^5 cells L^-1)</td>
<td>9.4</td>
<td>3.6</td>
<td>1.3</td>
<td>1.4</td>
</tr>
<tr>
<td>Dinoflagellates (10^2 cells L^-1)</td>
<td>(a)</td>
<td>15</td>
<td>51</td>
<td></td>
</tr>
<tr>
<td>Diatoms (10^2 cells L^-1)</td>
<td>(a)</td>
<td>22</td>
<td>3.4</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.5: Day vs. night comparison of dinoflagellates abundance. Means, standard errors and number of samples where dinoflagellates were counted. Day samples are those taken at 08:00, 12:00 and 16:00 (local time), and dark samples at 20:00, 00:00 and 04:00.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>CMEDsum</th>
<th>MEDsum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Day mean ± se (n)</td>
<td>1520 ± 490 (3)</td>
<td>5200 ± 810 (6)</td>
</tr>
<tr>
<td>Night mean ± se (n)</td>
<td>1470 ± 270 (2)</td>
<td>4960 ± 770 (6)</td>
</tr>
</tbody>
</table>
Chapter 6

General discussion: A meta-analysis of oceanic DMS cycling
6.1 Overview and rationale

The results presented and discussed in the preceding chapters allowed us to better comprehend the effect of solar radiation on gross DMS production and oceanic DMS budgets. However, these results may be better understood if they are properly placed among the existing DMS literature. Since the CLAW hypothesis was postulated (25 years ago), the picture of oceanic DMS(P) cycling has become increasingly complex. If we are to succeed at modeling its present, past and future behavior we will need to (1) identify a reduced number of measurable variables that describe DMS(P) cycling, and (2) establish which of these variables will be more critically shaping the DMS(P) cycle in different oceanic biomes. The performance of prognostic DMS(P) cycling models may be optimized if their outputs are constrained by well-defined emergent properties and easy-to-measure index variables. In response to these needs, we started assembling a comprehensive database of previously published studies, centered on upper ocean DMS(P) budgets, which allowed us to conduct a meta-analysis. A Plankton Functional Types (PFTs; Le Quéré et al. (2005); Boyd et al. (2010)) approach was taken in order to define characteristic modes of operation of the DMS(P) cycle. We also collected ancillary data (when available) in order to re-assess the relationships between upper ocean physics, the biogeochemical cycles of dimethylated sulfur, carbon, and nutrients, and the microbial processes that drive them.

6.2 Constructing a literature data compilation on oceanic DMS cycling

A database was created by extracting gross DMS production rates (generally coupled to bacterial DMS consumption rates) from 26 studies (see SI). Data from another > 30 papers were also utilized, either to complement DMS(P) cycling rates or because they contained ancillary variables. Thus, what was initially designed as a database centered on gross DMS production (GP) soon turned into a DMS(P) cycling database, encompassing DMSP production, DMSP consumption and the fate of consumed DMSP, and the biotic and abiotic sinks of DMS. When we could not access the primary data, we extracted the information contained in tables and digitized the figures using the open source application G3Data Graph Analyzer. Since the upper mixed layer (UML) is the depth horizon that regulates ocean-atmosphere exchange, the analysis focused only on UML samples, although measurements from below the UML were also included. Only data from natural planktonic communities, plus one iron fertilization experiment, were included. Occasionally, we also made some use of microcosm studies.
6.2 Constructing a literature data compilation on oceanic DMS cycling

GP rates included in the database fell onto two main categories: directly and indirectly determined. Directly determined GP rates were defined as those obtained with the inhibitor technique (see section 6.7.1). Indirectly determined GP rates were defined as those estimated by budgeting. Given the DMS budget equation

\[
\frac{[DMS]}{dt} = GP - BC - \text{Photolysis} - \text{Ventilation} + \text{Transport} \tag{6.1}
\]

GP can be estimated if the other budget terms are known. Since the transport term is generally one order of magnitude smaller than the other terms (Gabric, 2001), it can be omitted. The equation can be further simplified by assuming that the net DMS change is zero: \( \frac{d[DMS]}{dt} = 0 \). Such assumption is generally valid, i.e., introduces an acceptable and unbiased error (as will be shown in section 6.4). This leaves us with a simplified budget equation:

\[ GP = BC + \text{Photolysis} + \text{Ventilation} \tag{6.2} \]

Each entry of the database contained the following groups of variables:

- Sample metadata: date (day of the year), latitude, longitude, sampling depth and depth horizon (UML or below).
- Dimethylated sulfur pools (nmol L\(^{-1}\)): DMS, DMSPd, DMSPp and DMSPt.
- Rates (nmol L\(^{-1}\) d\(^{-1}\)) and rate constants (d\(^{-1}\)) of microbial DMSP(d,p,t) cycling.
- Yields of DMSP(d,t) to DMS conversion.
- Rates (nmol L\(^{-1}\) d\(^{-1}\)) and rate constants (d\(^{-1}\)) of biotic and abiotic DMS cycling.
- Physiochemical environmental parameters: temperature, salinity, nitrate+nitrite concentration, and mixed layer depth (MLD).
- Microbial plankton community descriptors: phytoplankton biomass (Chl a, \(\mu g\) L\(^{-1}\)), particulate primary production (\(\mu mol\) C L\(^{-1}\) d\(^{-1}\)), and bacterial production (\(^{3}\)H-leucine incorporation rate, LIR, nmol Leu L\(^{-1}\) d\(^{-1}\)).
- Predefined classification categories and methodological descriptors (see next section).
Table 6.1: Descriptive statistics in the whole dataset: mean, median, minimum, quantiles, maximum, and data counts

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean</th>
<th>Median</th>
<th>Min</th>
<th>5%</th>
<th>25%</th>
<th>75%</th>
<th>95%</th>
<th>Max</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mixed Layer Depth (m)</td>
<td>24.4</td>
<td>21.0</td>
<td>1</td>
<td>3</td>
<td>11</td>
<td>30</td>
<td>64</td>
<td>88</td>
<td>264</td>
</tr>
<tr>
<td>Sea surface temperature (°C)</td>
<td>15.5</td>
<td>12.7</td>
<td>-1.8</td>
<td>-0.2</td>
<td>10.1</td>
<td>24.7</td>
<td>27.7</td>
<td>30.0</td>
<td>387</td>
</tr>
<tr>
<td>Salinity</td>
<td>34.49</td>
<td>34.50</td>
<td>12.00</td>
<td>29.95</td>
<td>32.90</td>
<td>36.70</td>
<td>37.90</td>
<td>38.27</td>
<td>399</td>
</tr>
<tr>
<td>Nitrate + nitrite (μmol L⁻¹)</td>
<td>3.7</td>
<td>0.6</td>
<td>0.00</td>
<td>0.01</td>
<td>0.1</td>
<td>6.5</td>
<td>15.0</td>
<td>25.0</td>
<td>257</td>
</tr>
<tr>
<td>Chlophyll a (μg L⁻¹)</td>
<td>1.1</td>
<td>0.5</td>
<td>0.02</td>
<td>0.04</td>
<td>0.14</td>
<td>1.3</td>
<td>4.9</td>
<td>13.3</td>
<td>344</td>
</tr>
<tr>
<td>Primary production (μmol C L⁻¹ d⁻¹)</td>
<td>1.7</td>
<td>1.3</td>
<td>0.13</td>
<td>0.24</td>
<td>0.7</td>
<td>2.1</td>
<td>5.3</td>
<td>8.6</td>
<td>99</td>
</tr>
<tr>
<td>Bacterial production (μmol Chl L⁻¹ d⁻¹)</td>
<td>1.4</td>
<td>0.7</td>
<td>0.06</td>
<td>0.31</td>
<td>1.6</td>
<td>5.3</td>
<td>32.1</td>
<td>6.8</td>
<td>189</td>
</tr>
<tr>
<td>DMSR (nmol L⁻¹)</td>
<td>45.3</td>
<td>24.5</td>
<td>2.6</td>
<td>7.5</td>
<td>14.0</td>
<td>47.7</td>
<td>130.1</td>
<td>924</td>
<td>318</td>
</tr>
<tr>
<td>k DMSR production (d⁻¹)</td>
<td>1.0</td>
<td>0.7</td>
<td>0.0</td>
<td>0.1</td>
<td>0.4</td>
<td>1.2</td>
<td>2.5</td>
<td>7</td>
<td>99</td>
</tr>
<tr>
<td>k DMSR consumption (d⁻¹)</td>
<td>1.3</td>
<td>0.8</td>
<td>0.0</td>
<td>0.3</td>
<td>0.6</td>
<td>1.4</td>
<td>4.3</td>
<td>9.8</td>
<td>116</td>
</tr>
<tr>
<td>k DMSR production (d⁻¹)</td>
<td>0.6</td>
<td>0.5</td>
<td>0.2</td>
<td>0.3</td>
<td>0.4</td>
<td>0.7</td>
<td>0.9</td>
<td>1.0</td>
<td>28</td>
</tr>
<tr>
<td>k DMSR consumption (d⁻¹)</td>
<td>4.6</td>
<td>3.0</td>
<td>0.7</td>
<td>1.1</td>
<td>1.8</td>
<td>6.2</td>
<td>11.6</td>
<td>31.0</td>
<td>115</td>
</tr>
<tr>
<td>Yield DMSR to DMS (%)</td>
<td>18.0</td>
<td>12.0</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>22</td>
<td>54</td>
<td>100</td>
<td>122</td>
</tr>
<tr>
<td>Yield DMSR to DMS (%)</td>
<td>11.3</td>
<td>0.3</td>
<td>0.0</td>
<td>1.0</td>
<td>3.4</td>
<td>6.6</td>
<td>15.5</td>
<td>21.0</td>
<td>32.3</td>
</tr>
<tr>
<td>DMS (nmol L⁻¹)</td>
<td>5.8</td>
<td>3.0</td>
<td>0.2</td>
<td>0.6</td>
<td>1.4</td>
<td>4.8</td>
<td>15.9</td>
<td>216</td>
<td>357</td>
</tr>
<tr>
<td>k_d (d⁻¹)</td>
<td>1.27</td>
<td>0.88</td>
<td>0.00</td>
<td>0.00</td>
<td>0.47</td>
<td>1.5</td>
<td>3.9</td>
<td>22.2</td>
<td>261</td>
</tr>
<tr>
<td>k_v (d⁻¹)</td>
<td>0.94</td>
<td>0.55</td>
<td>0.00</td>
<td>0.03</td>
<td>0.25</td>
<td>1.0</td>
<td>2.2</td>
<td>16.4</td>
<td>254</td>
</tr>
<tr>
<td>k_m (d⁻¹)</td>
<td>0.31</td>
<td>0.19</td>
<td>0.00</td>
<td>0.00</td>
<td>0.07</td>
<td>0.31</td>
<td>1.2</td>
<td>2.4</td>
<td>79</td>
</tr>
<tr>
<td>k_w (d⁻¹)</td>
<td>0.09</td>
<td>0.06</td>
<td>0.00</td>
<td>0.00</td>
<td>0.01</td>
<td>0.13</td>
<td>0.3</td>
<td>0.67</td>
<td>97</td>
</tr>
<tr>
<td>DMS:DMSR</td>
<td>0.15</td>
<td>0.10</td>
<td>0.01</td>
<td>0.02</td>
<td>0.04</td>
<td>0.26</td>
<td>0.46</td>
<td>2.81</td>
<td>300</td>
</tr>
<tr>
<td>GP:DMSR (d⁻¹)</td>
<td>0.13</td>
<td>0.09</td>
<td>0.00</td>
<td>0.00</td>
<td>0.06</td>
<td>0.17</td>
<td>0.36</td>
<td>0.92</td>
<td>202</td>
</tr>
<tr>
<td>DMS:Chl a</td>
<td>18.2</td>
<td>6.8</td>
<td>0.00</td>
<td>0.00</td>
<td>1.7</td>
<td>19</td>
<td>74</td>
<td>262</td>
<td>207</td>
</tr>
<tr>
<td>GP:Chl a</td>
<td>18.7</td>
<td>7.7</td>
<td>0</td>
<td>0</td>
<td>1.9</td>
<td>24</td>
<td>73</td>
<td>216</td>
<td>326</td>
</tr>
<tr>
<td>DMSR:Chl a</td>
<td>102.2</td>
<td>73.0</td>
<td>2.3</td>
<td>7.7</td>
<td>32.0</td>
<td>134</td>
<td>319</td>
<td>790</td>
<td>307</td>
</tr>
</tbody>
</table>
6.3 Characterization of the dataset

In this section we will evaluate the distribution of the samples among predefined categories, and characterize the statistical distribution of the most relevant variables (Table 6.1). This will help establishing strategies for the posterior statistical analyses.

The primary data were classified into the categories listed below:

- Domain: coastal or oceanic.
- Season (astronomic): winter, spring, summer, or autumn.
- Study type: time-series, transect/cross system, Lagrangian, or diel (day-night) cycle.
- Method used to determine GP: direct (using either chloroform, methyl-butyl ether (MBE), or DMDS as inhibitor) or indirect.
- Light conditions in which biological rates were determined: dark or light.

In addition, the data were split along continuous variables: by latitude band (< 20°, 20°-40°, 40°-60°, or > 60°) and by Chl a concentration (0.01-0.1, 0.1-1, and > 1 µg L⁻¹). This exercise showed that the samples were biased towards summer, temperate (40°-60°), and moderately productive (Chl a of 0.1-1 1 µg L⁻¹) conditions, with an astonishing scarcity of process measurements in the equatorial belt. The partition between the coastal and oceanic domains was numerically equilibrated, as well as the distribution of samples among study types. However, on an areal basis the dataset was obviously biased towards coastal and shelf locations.

Despite the sampling bias mentioned above, the dataset covered a wide range of marine environments (Table 6.1, Fig. 6.12) and represented all main oceanic biomes: polar, westerlies, trade winds, and coastal, as defined by Longhurst et al. (1995). For example, temperature ranged -1.8-30 °C (median of 13.6 °C), and Chl a ranged three orders of magnitude, from 0.02 to 13.3 µg L⁻¹ (median of 0.50 µg L⁻¹). The median DMS concentration (3.0 nmol L⁻¹) was slightly higher than the global median found in the updated DMS climatology of Lana and coauthors (2.0 nmol L⁻¹), which is expectable given the summer bias of the data (Lana et al., 2011, 2012). Median DMSPt concentrations (23 nmol L⁻¹) were slightly lower than those reported by Kettle and coauthors (32 nmol L⁻¹). Overall, our relatively small dataset seems to be reasonably representative of the most frequent oceanic conditions. This statistical information, summarized in Table 6.1, provides a valuable reference for observational and modeling studies.
The reference time frame used in the database is one day. In the case of the diel cycle studies, where several samples had been taken and incubated every day, the samples were treated as individual rates or averaged to produce a single daily datum depending on the purpose of the analysis. In the inhibitor-based studies we assumed that the incubations were representative of a one day period and of the entire UML. In the case of budget-derived $GP$, we carefully checked that the budgets had been calculated for a 1-d period and averaged within the UML. Most $GP$ measurements included in the database (or $BC$ measurements used for budgeting) where done in the dark (> 90%) using the inhibitor technique (around 80 %), with DMDS (Fig. 6.12). When dark and light rates had been measured simultaneously, only the dark rates were included in the analysis. In approximately one third of budgeting-based studies (< 10% of the total) bacterial DMS consumption ($BC$) was measured only in the light. We assumed that this would cause a small difference, since $BC$ was vertically integrated within the UML (which reduces the weight of the photoinhibiton effect) and then added to photolysis and ventilation.

It may seem inappropriate to use a database composed mainly of dark $GP$ rates after finding that direct solar exposure has a strong impact on $GP$ (Chapters 2-5). By means of the meta-analysis we will try to address some methodological aspects concerning the measurement of $GP$, and to reconcile the observation of sunlight-stimulated $GP$ with the macroscale patterns of DMS(P) cycling and their drivers.

6.4 Preprocessing of the data and statistical analysis work flow

The original data, which we will call the samples subset, contained 245 individual $GP$ measurements, most of which were paired with $BC$ measurements ($n = 230$). A higher level subset called the means subset ($n = 44$) was created by averaging a variable number of individual samples (always $n > 3$) within each study, following (Baines and Pace, 1991). This subset was created to check the robustness of the trends observed in the samples subset, at the cost of reducing the number of observations, thus, the statistical significance. We generally followed the grouping criteria adopted by the authors. Otherwise, a group of samples was defined by having a coefficient of variation (CV) < 60% in at least two of the following four variables: DMS concentration, $GP$, $GP$:$DMSP_t$, and $GP$:$Chl_a$. If the above conditions were not met, which was generally due to a lack of data, the samples were grouped subjectively or, else, no mean was calculated.
6.4 Preprocessing of the data and statistical analysis work flow

Figure 6.1: Statistical distribution of in situ net DMS production and its magnitude with respect to gross DMS production - (A) net DMS production rate constant \( k_{NP} \) and (B) its quotient to the gross DMS production rate constant \( k_{GP} \). Blue columns: all data; red columns: time frame equal or > 24 h (see text for details).

To further avoid biases derived from unequal spatio-temporal coverage, site-specific features, or method-specific pitfalls, the variables of interest were binned in intervals defined by different independent variables \( x \). For example, the medians of the GP:DMSPt ratio were calculated for bins of latitude, temperature, salinity, nitrate-nitrite, Chl \( a \), MLD, solar radiation dose (SRD). The binning intervals of each \( x \) variable were optimized to find a compromise between the number of observations contained in each bin and the regular spacing between bin centers. When necessary, the \( x \) variables were log-transformed. We acknowledge that binning is a rather drastic way of smoothing out natural variability, but binned data may reveal patterns that are not obvious in the raw dataset.

Prior to analyze the trends in gross DMS production, it was necessary to evaluate our main assumption: that net DMS production \( (NP) \) was generally zero on a daily basis. To this end, we calculated in-situ \( NP \) in Lagrangian studies where the same water mass had been sampled daily. We also included in the calculation the measurements made on two consecutive days at the BBMO on a monthly basis during 2003-04. In addition, \( NP \) was calculated in shorter and longer time periods (4, 6 and 12 h, and up to two weeks), to find the timescales at which wider DMS fluctuations occur within the meteorological time frame (see 6.7.6). As shown by the histogram in Fig. 6.1A, \( NP \) was generally well constrained around 0, with a median of 0.015 d\(^{-1}\) and 2/3 of the values comprised between -0.18 and 0.27 d\(^{-1}\) on a daily basis. To further assess the error and possible bias derived from our assumption, we calculated the quotient \( k_{NP}/k_{GP} \) in all those samples where these variables were simultaneously available (Fig. 6.1B). Again,
this quotient showed a rather symmetric distribution with median 0.03 and 2/3 of the values comprised in the ± 0.24 interval. This means that our assumption caused no bias and that it carried an acceptable error (< 25% in 2/3 of the occasions), that is, an error much smaller than the > 2 orders of magnitude spanned by the GP rates. It has to be noted that the GP rates calculated by budgeting were only ca. 20% of the total.

Another issue we faced when assembling the database concerned the calculation of the integrated solar radiation dose (SRD, W m$^{-2}$) in the upper mixed layer. The SRD index is calculated using the 24 h average of total shortwave irradiance reaching the sea surface ($E_{d,o+}$), the depth of the mixed layer (MLD), and underwater PAR attenuation ($K_{d,PAR}$), following Vallina and Simó (2007):

$$SRD = \frac{1}{K_{d,PAR}MLD}(1 - e^{-K_{d,PAR}MLD})$$

(6.3)

Only a few studies reported SRD, whereas a few more reported $E_{d,o+}$ and/or $K_{d,PAR}$, and the majority of them reported MLD. Since we found interesting to add SRD as an explanatory variable, we calculated it whenever the primary variables were available. We assumed that MLDs provided by the authors were correct, and did not homogenize them by using a single calculation criterion (Brainerd and Gregg, 1995). In those studies where $K_{d,PAR}$ was not available, it was calculated according to the model of Morel and Maritorena (2001) for case 2 waters, as updated in Morel et al. (2007). The daily irradiance at the top of the atmosphere (TOA) was calculated using a standard astronomical model (Brock, 1981). Vallina and Simó (2007) used an average atmospheric transmission factor of 0.5 to convert TOA irradiance to that at the sea surface ($E_{d,o+}$). In our dataset, the direct comparison between modeled and observed $E_{d,o+}$ gave an average atmospheric transmission of 0.53. Thus, in those studies where $E_{d,o+}$ had to be estimated we used this atmospheric transmission factor.

We took different statistical approaches depending on the questions being posed:

- Multivariate analysis was used to describe emergent patterns, by means of principal components analysis (PCA), and to classify the samples in coherent groups (e.g., PFTs) by means of hierarchical clustering.

- Parametric (Pearson) and non-parametric (Spearman) correlation analyses were used to find relationships between variable pairs within different subsets of the data.

- Multiple linear regression (also in its stepwise version) was used to explore the explanatory power of a set of predictor variables on the variables of interest.
6.5 Emergent properties: Multivariate analyses and PFT classification by clustering

- Parametric and non-parametric (Kruskal-Wallis) analyses of variance (ANOVA), followed by post-hoc multiple comparisons when needed (Tukey-Kramer test), were used to verify the differences between the different PFTs and among sample subsets.

6.5 Emergent properties: Multivariate analyses and PFT classification by clustering

A PCA was performed on the samples subset to depict their variability on a reduced dimension space. In this analysis, each diel cycle study was treated as a single datum so that site-specific variability was not confounded with diel variability. The variables included in the analysis were selected in a way that maximized the fraction of explained variance while keeping the highest possible number of observations (rows; \( n = 147 \)). Since PCA requires that the data matrix has no missing values, and some variables were not available for all the observations, increasing the number of variables (columns) caused a reduction in the number of complete data rows (see Fig. 6.13). The eight variables included were: latitude, days to/from summer solstice (D2SS, a negative proxy for light), mixed layer depth (MLD), sea surface temperature, Chl \( a \), DMS, DMSPt, and \( GP \). The latter four variables were log-transformed to render them symmetrically distributed (since they were strongly right-skewed), and the whole data matrix was standardized before performing the PCA. Only primary and independently measured variables were used, and the collinearity between them was checked by calculating the variance inflation factor (\( VIF = 1/(1 - R^2) \)). The highest correlation (\( r \)) between variable pairs was 0.69 for DMS vs. \( GP \); this would result in a \( VIF = 1.9 \), which is far below the threshold \( VIF < 5 \) proposed by Legendre and Legendre (1998). The first two components, PC1 and PC2, explained 53% and 19% of the variance, respectively. From the third component on the variance explained decayed more or less exponentially (Fig. 6.14) and with a less steep slope, which is characteristic of random noise (Wilks, 1995). Thus, we decided to retain only the first two components.

The PCA revealed different modes of variability of DMS(P) cycling in plankton communities (Fig. 6.2). PC1 reflected the increase in phytoplankton biomass (Chl \( a \)) and DMSPt associated to high latitudes, a signal dominated by subpolar and polar haptophyte blooms. PC2 retained information associated to the light and mixing regime. The three main factors determining light availability loaded with high positive coefficients on PC2, namely Chl \( a \) (which directly affects water transparency; Morel and Maritorena (2001)), distance from the summer solstice, and MLD. Thus, negative values of PC2 are associated to elevated light (PAR and UVR) doses.
in the UML, generally concurrent with stratification-derived nutrient scarcity. Regarding gross DMS production, an interesting interpretation was obtained by looking at the two orthogonal axes that formed an angle of about 45° with PC1 and PC2 (which is equivalent to rotating the axes). In this way, we could identify a phytoplankton productivity and a DMS production axis. The productivity axis was defined by high temperature at one extreme (indicative of stably-stratified, nutrient-poor subtropical waters), and high Chl a and latitude at the opposed extreme. Orthogonal to this axis was found an axis defined by high DMS concentration and gross DMS production at one extreme, and low light at the other. Therefore, DMS levels and gross DMS production are independent of the trophic status on the plane defined by PC1-PC2, which explains the majority of the total variance. This provides further evidence of the covariation between DMS and light exposure irrespective of latitude and phytoplankton production regime, a well known emergent property of marine DMS variability (Vallina and Simó, 2007; Lana et al., 2012).
6.5 Emergent properties: Multivariate analyses and PFT classification by clustering

When the PCA was performed on the more reduced means subset, essentially the same pattern was obtained, with similar projections of the variables onto PC1 and PC2 and 74% of the variance explained. Very similar PCAs were also obtained when only the GP rates derived from DMDS inhibition (which made up the majority of the measurements) were considered. Alternative PCAs were performed by including the following variables in different combinations and in a stepwise manner: salinity, nitrate+nitrite, particulate primary production rates (PPp), and leucine incorporation rates (LIR). As observed before, adding new variables produced a decrease in the number of valid observations, but did not increase the fraction of variance explained or unveil any new patterns. Salinity covaried with temperature ($R^2 = 0.40$), and nitrate+nitrite concentration was well predicted by a linear combination of temperature and MLD ($R^2 = 0.58$), with higher nitrate+nitrite in cold and deeply-mixed waters. Nitrate+nitrite appeared orthogonal (uncorrelated) to DMS on the PC1-PC2 plane, but opposed in the PC2-PC3 plane, which points to a marginal role of nitrogen limitation stress in enhancing DMS dynamics. Alternatively, a possible important role of nitrogen limitation would have been better captured by the mixing/light axis (PC2). Adding PPp or LIR did not render a better representation of DMS(P) cycling either, with both variables covarying mainly with Chl a. From this exercise we concluded that the patterns revealed by the PCA are robust.

We also performed the PCA substituting GP and DMS by $k_{GP}$ ($k_{GP} = GP/[DMS]$). In this alternative PCA a smaller fraction of the variance could be explained by PC1 and PC2 (65%) and most of the variability of $k_{GP}$ was associated to PC3. This indicates that DMS turnover is not correlated to the other variables, a pattern that will be explored in more detail in sections 6.7.1 and 6.7.6.

According to the PCA, DMS(P) cycling can be partitioned into four quadrants characterized by high/low DMSPt and high/low stress. Highest DMS production (and concentration) occurs in high-DMSPt communities suffering radiation- and nutrient- derived oxidative stress. The DMSPt vector sits half-way between the productivity and the radiative stress vectors, but closer to the former. In other words, highest DMSPt levels are found at the optimum between phytoplankton biomass and radiative stress, in accordance with its putative physiological roles (Stefels, 2000; Sunda et al., 2002). Notably, highest DMSPt levels are not matched by highest DMS. This pattern resembles that occurring seasonally in nutrient-limited, temperate to subtropical oceans where the peak of surface DMSPt precedes that of DMS by approximately 2 months (Simó and Pedrós-Alió, 1999c). It is also remarkable that similar levels of DMS production can occur in samples where DMSPt differs by almost one order of magnitude, for example,
the coastal Mediterranean in late spring or early summer and the Ross Sea during *Phaeocystis antarctica* blooms. Here, it has to be noted that in the Ross Sea study done by Delvalle et al. (2009) no reliable DMSPt measurements were available (see Rellinger et al. (2009); del Valle et al. (2011), and DMSPt had to be estimated by assuming a DMSPt:Chl a ratio of 40 nmol/µg (a reasonable value according to Stefels et al. (2007). This estimation was made because we found especially interesting to include that study in the PCA. In the other only study reporting DMS cycling in the Ross Sea (DiTullio et al., 2003) DMS concentrations and production rates were arguably overestimated (del Valle et al., 2009). On the other hand, excluding the study by Del Valle did not change appreciably the patterns described above.

Going a step further in the task of classifying the observations, we performed a hierarchical cluster analysis on the same matrix used as input for the PCA. Euclidean distances were used as the distance metric, and the cluster tree was calculated by means of the unweighted average distance method. In Fig. 6.3, a ‘heat map’ showing the relative value of each variable is displayed besides the cluster tree, making it easier to interpret which variables were critical in defining each subcluster. Based on the results of these analyses, on previous literature, and on subjective (experience-based) criteria, we decided to group the observations in four categories or PFTs (Table 6.2): diatom-dominated communities, picophytoplankton-dominated communities, mixed phytoplankton blooms, and *Phaeocystis* blooms. Phytoplankton community composition was chosen as the primary factor determining the DMS(P) cycling regime. This does not mean that phytoplankton alone can explain DMS(P) distribution and cycling, but that the phytoplankton community reflects the underlying physical forcing that shapes the diversity and functioning of the microbial food web. In addition, the composition of the phytoplankton community is far more frequently reported than the identity of co-occurring bacteria and microzooplankton.

It should be noted that the PFTs approach seeks a functional classification, rather than a taxonomical one. Indeed, some phylogenetic groups are associated with a defined mode of bioegeochemical functioning. This is the case of blooming diatom species, which occur in well-mixed nutrient- and Fe-rich environments, producing intense C export. Diatoms (except for the sea-ice associated ones; Levasseur et al. (1994)) are also known for their low DMS(P) production. On the other hand, some phylogenetic groups are widespread among different PFTs, most remarkably the DMSP-rich haptophytes (= prymnesiophytes): they can form massive blooms in polar and eutrophic coastal waters (genus *Phaeocystis*), but can also be dominant components of subtropical and temperate pico-sized communities (Liu et al., 2009;
Cuvelier et al., 2010; Jardillier et al., 2010) as well as major players in mixed phytoplankton blooms occurring in temperate to subpolar regions. A good example of the latter would be *Emiliania huxleyi* blooms, where haptophytes often share with autotrophic dinoflagellates their influence on DMS(P) dynamics (Simó and Dachs, 2002; Steinke et al., 2002).
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**Figure 6.3:** *Cluster tree employed to classify the samples with the Plankton Functional Types approach* - The colors in the heat map indicate low (blue) or high (red) values of the variables specified in the x-axis. Abbreviations as in Fig. 6.2
Table 6.2: Descriptive statistics as per PFT: median values are reported, and the letters indicate significant differences deduced from a posthoc Tukey test, following a significant Kruskal-Wallis ANOVA ($p < 0.05$).

<table>
<thead>
<tr>
<th>Phytoplankton functional group</th>
<th>Picoplankton</th>
<th>Mixed</th>
<th>Dinoflag</th>
<th>Polar Hapto</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mixed Layer Depth (m)</td>
<td>25</td>
<td>ab</td>
<td>20</td>
<td>a</td>
<td>22</td>
</tr>
<tr>
<td>Sea surface temperature (°C)</td>
<td>24.7</td>
<td>a</td>
<td>11.3</td>
<td>b</td>
<td>9.2</td>
</tr>
<tr>
<td>Salinity</td>
<td>36.2</td>
<td>a</td>
<td>34.2</td>
<td>b</td>
<td>33.0</td>
</tr>
<tr>
<td>Nitrate + nitrite (μmol L$^{-1}$)</td>
<td>0.2</td>
<td>a</td>
<td>5.4</td>
<td>b</td>
<td>2.2</td>
</tr>
<tr>
<td>Chlorophyll a (μg L$^{-1}$)</td>
<td>0.12</td>
<td>a</td>
<td>0.6</td>
<td>b</td>
<td>1.4</td>
</tr>
<tr>
<td>Primary production (μmol C L$^{-1}$ d$^{-1}$)</td>
<td>1.1</td>
<td>a</td>
<td>1.5</td>
<td>b</td>
<td>1.7</td>
</tr>
<tr>
<td>Bacterial production (mmol Leu L$^{-1}$ d$^{-1}$)</td>
<td>0.4</td>
<td>a</td>
<td>1.1</td>
<td>b</td>
<td>1.6</td>
</tr>
<tr>
<td>DMSPi (nmol L$^{-1}$)</td>
<td>13.3</td>
<td>a</td>
<td>48</td>
<td>b</td>
<td>28</td>
</tr>
<tr>
<td>k DMSP prod (d$^{-1}$)</td>
<td>0.7</td>
<td>a</td>
<td>0.5</td>
<td>b</td>
<td>0.8</td>
</tr>
<tr>
<td>k DMSP consumption (d$^{-1}$)</td>
<td>0.7</td>
<td>a</td>
<td>0.6</td>
<td>b</td>
<td>0.6</td>
</tr>
<tr>
<td>k DMSPn production (d$^{-1}$)</td>
<td>0.5</td>
<td>a</td>
<td>0.5</td>
<td>a</td>
<td>0.9</td>
</tr>
<tr>
<td>k DMSPn consumption (d$^{-1}$)</td>
<td>0.05</td>
<td>a</td>
<td>3.1</td>
<td>a</td>
<td>2.9</td>
</tr>
<tr>
<td>Yield DMSPi to DMS (%)</td>
<td>19</td>
<td>a</td>
<td>15</td>
<td>a</td>
<td>5</td>
</tr>
<tr>
<td>Yield DMSPn to DMS (%)</td>
<td>7</td>
<td>a</td>
<td>9</td>
<td>b</td>
<td>14</td>
</tr>
<tr>
<td>DMS (nmol L$^{-1}$)</td>
<td>2.2</td>
<td>a</td>
<td>4.1</td>
<td>a</td>
<td>1.1</td>
</tr>
<tr>
<td>$K_{max}$ (d$^{-1}$)</td>
<td>0.7</td>
<td>a</td>
<td>1.1</td>
<td>b</td>
<td>1.4</td>
</tr>
<tr>
<td>$K_{max}$ (d$^{-1}$)</td>
<td>0.3</td>
<td>a</td>
<td>0.5</td>
<td>b</td>
<td>0.7</td>
</tr>
<tr>
<td>$K_{max}$ (d$^{-1}$)</td>
<td>0.023</td>
<td>a</td>
<td>0.20</td>
<td>a</td>
<td>0.08</td>
</tr>
<tr>
<td>$K_{max}$ (d$^{-1}$)</td>
<td>0.10</td>
<td>a</td>
<td>0.09</td>
<td>b</td>
<td>0.02</td>
</tr>
<tr>
<td>DMSP:DMSPi</td>
<td>0.14</td>
<td>a</td>
<td>0.08</td>
<td>b</td>
<td>0.09</td>
</tr>
<tr>
<td>GP:DMSPi (d$^{-1}$)</td>
<td>0.10</td>
<td>a</td>
<td>0.10</td>
<td>b</td>
<td>0.07</td>
</tr>
<tr>
<td>DMS:Chl a</td>
<td>23</td>
<td>a</td>
<td>5</td>
<td>b</td>
<td>1</td>
</tr>
<tr>
<td>GP:Chl a</td>
<td>17</td>
<td>a</td>
<td>7</td>
<td>b</td>
<td>1</td>
</tr>
<tr>
<td>DMSPi:Chl a</td>
<td>130</td>
<td>a</td>
<td>66</td>
<td>b</td>
<td>13</td>
</tr>
</tbody>
</table>
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6.6.1 Community DMSP production

DMS(P) production is species- and even strain-specific. Yet, oxidative stress can enhance intracellular DMSP concentrations by a factor as large as inter-specific differences (Sunda et al., 2002, 2007; Buccarelli and Sunda, 2003). Therefore, the implicit or explicit combination of both factors should do particularly well at predicting DMSP levels in the upper ocean. This has been confirmed by prognostic biogeochemical models, which showed that modulation of the internal DMSP quota by diagnosed radiative stress was essential to reproduce DMSP seasonality (Vallina et al., 2008; Vogt et al., 2010; Steiner et al., 2011), while implicitly representing phytoplankton succession. In our dataset, two community-level indicators of the DMSP production capacity have been explored: the DMSPt:Chl $a$ ratio and the fraction of Pp invested in DMSP production: $PP_{DMSP}:PPp$ (% in carbon currency).

The first indicator is an easy-to-measure concentration ratio, and has been proposed as an indicator of how shifted are microbial communities towards DMSP catabolism (Simó et al., 2009). DMSP is mostly found in the particulate fraction (Kiene and Slezak, 2006) in phytoplankton cells, but also as untransformed DMSP retained by grazers (Tang and Simó, 2003; Saló et al., 2009) and DMSP-consuming heterotrophs and autotrophs (Kiene and Linn, 2000; Vila-Costa et al., 2006a; Archer et al., 2011). DMSPt:Chl $a$ is also affected by photoacclimation, as phytoplankton thriving in well-lit mixed layers reduce their Chl $a$ content relative to carbon (Macintyre et al., 2002). The PFTs partition shows clear and significant differences in DMSPt:Chl $a$ among groups (Table 6.2), with picoplankton displaying one order of magnitude higher DMSPt:Chl $a$ than diatoms, and the other two groups falling in an intermediate position. Clearly, a much larger database exists from where to obtain globally representative DMSPt:Chl $a$ estimates. Nevertheless, the values shown in Tables 6.2 and 6.3 indicate that the PFTs partition is relevant.

Indeed, $PP_{DMSP}:PPp$ provides a more direct assessment of the autotrophic investment on DMSP, but it is more difficult to measure. In our dataset, about 40 measurements of DMSPt synthesis were obtained by the net-loss curve approach (Simó et al., 2000) combined with budgeting in Lagrangian settings (e.g. Simó and Dachs (2002)), while the remaining 30 measurements were obtained in dilution grazing experiments (Archer et al., 2001; Saló et al., 2010). Measurements done with the two methods were well distributed among PFTs. It is worth
Table 6.3: Dimethylated sulfur fluxes as % of primary production (in carbon currency) in the different PFTs: from DMSP production to DMS emission.

<table>
<thead>
<tr>
<th>PFT</th>
<th>Picoplankton</th>
<th>Mixed</th>
<th>Diatoms</th>
<th>Phaeocystis</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>DMSP prod</td>
<td>8.2</td>
<td>a</td>
<td>7.2 ab</td>
<td>2.74 b</td>
<td>0.04</td>
</tr>
<tr>
<td>GP</td>
<td>0.52</td>
<td>a</td>
<td>0.58 a</td>
<td>0.11 b</td>
<td>0.69</td>
</tr>
<tr>
<td>Emission flux</td>
<td>0.13 ab</td>
<td>ab</td>
<td>0.03 ab</td>
<td>0 a</td>
<td>0.02</td>
</tr>
</tbody>
</table>

noting that PP$_{DMSP}$:PPp obtained with the net-loss curve method are potentially larger: DMSPt synthesis accounts for particulate DMSP production but also for the DMSP released to the dissolved phase, so it would be more consistent to normalize it to the total carbon fixation (dissolved + particulate). Despite possible inconsistencies between methods, we observed significant differences among PFTs, with picoplankton and mixed phytoplankton investing a median of 7.5% of particulate carbon fixation on DMSP, and diatoms a median of 2.7% (Table 6.3). Although a usual upper limit for PP$_{DMSP}$:PPp is set at 10%, we find 1/4 of PP$_{DMSP}$:PPp values above 10%, most of them < 25%. While some values may actually be off, it is possible that some phytoplankton communities are investing more than 10% of PPp in DMSP under certain conditions, which requires that the actual DMSP-producing species are possibly investing > 20%.

According to culture studies such big values are not unfeasible: A DMSP-carbon (DMSP-C) quota as big as 36% was observed in the dinoflagellate *Alexandrium minutum* (Berdalet et al., 2011), and Stefels et al. (2007) reported a mean ± sd of 11 ± 16% for dinoflagellates.

The data from this literature compilation call for an upwards revision of intracellular DMSP quotas in phytoplankton. The weak but significant positive correlation between the DMSPt:Chl a ratio and PP$_{DMSP}$:PPp in our dataset supports this notion (Spearman’s $r = 0.36$, $p = 0.011$). The DMSP-C investment observed in diatom-dominated communities is particularly difficult to reconcile with the widely used DMSP-C quotas and DMSPt:Chl a ratios proposed by Stefels et al. (2007), and fits with previous studies suggesting that diatoms contribute more than generally assumed to the DMSPp pool (Steiner and Denman, 2008, and references therein). Indeed, blooming diatoms can be accompanied by DMSP-producing species. For example, in the BBMO the prasinophyte *Micromonas* is often found accompanying diatom blooms (Gutiérrez-Rodríguez et al., 2011), a situation where it might contribute a large share of the DMSP produced. Nevertheless, intracellular DMSP quotas derived from non-stressed cultures, growing in nutrient-replete and soft PAR conditions, might lay at the lower end. As usual, there is an alternative (and compatible) interpretation: that intracellular DMSP is being recycled faster.
than the average turnover of cellular carbon, therefore contributing relatively more to the C flux than to the C pool. Either case, algal DMSP synthesis requires further attention, and newly developed methods may be helpful in accomplishing this task (Stefels et al., 2009).

### 6.6.2 Food web DMSP transformations

In the original CLAW hypothesis, DMS was thought to be largely a result of direct exudation by phytoplankton. Although this mechanism was shown to be relevant (though more complex than originally thought) in certain phytoplankton species, the paradigm of DMS production tipped during the nineties towards a potentially key role of bacteria. This was formally expressed by means of the ‘sulfur demand hypothesis’ of Kiene et al. (2000) and synthesized by the concept of the ‘bacterial switch’ (Simó, 2001), which suggest that bacteria produce DMS only when their S requirements have been met by assimilating a sufficient amount of DMSP-derived MeSH or other S sources like methionine (Zubkov et al., 2003; Tripp et al., 2008). Although the S demand hypothesis proved useful to interpret bacterial DMSP catabolism in large blooms (Merzouk et al., 2006, 2008; Lizotte et al., 2009) or certain oceanic regions (Royer et al., 2010), it did not seem to hold when tested on a seasonal basis in studies done in summer-paradox regions using different molecular approaches (Vila-Costa et al., 2007; Levine et al., 2012).

The distinction between dissolved and particulate pools, which, as many size-fractionated measurements usually done in oceanography, is basically operational (Verdugo et al., 2004), shaped the way we currently think about DMS production. In the last decade a lot of efforts have been devoted to elucidating the role of bacterial DMSP metabolism on DMS production, encouraged by the ‘omics’ revolution occurred in microbial oceanography (Moran et al., 2012). In this approach, bacterial DMS production was generally assumed to arise from the dissolved pool. At the same time grew the awareness that other food-web interactions (viral lysis and microzooplankton grazing) might have a profound influence on DMS production (Hill et al., 1998; Archer et al., 2001; Simó, 2001), and it was realized that the relative importance of DMS production pathways was very sensitive to the partitioning between dissolved and particulate DMSP (Archer et al., 2002). The importance of DMSP-based DMS production, however, is lately being downplayed by successive downwards revisions of the fraction of DMSP available to bacterioplankton (Kiene and Slezk, 2006, Kiene, pers. comm.). In addition, bacterioplankton have to compete for DMSPd with non DMSP- producing phytoplankton (Vila-Costa et al., 2006b; Ruiz-Gonzále et al., 2012f,c). This, and observations of light (UVR) and oxidative stress-induced DMS release by phytoplankton (Hefu and Kirst, 1997; Sunda et al., 2007), which
are well rooted on physiological grounds (Stefels, 2000; Sunda et al., 2002), are tipping the paradigm back to the key role of DMS production from the ‘particulate’ pool.

Indeed, results from Chapters 2, 3 and 4 add to mounting evidence of the key role of stress-induced algal DMS release, which is also supported by some recent modeling works (Toole et al., 2008; Vallina et al., 2008; Vogt et al., 2010). Furthermore, our results indicate that processes controlling the turnover of the particulate pool must be understood if we are to mechanistically predict gross DMS production. We also showed that, besides the ‘classical’ DMSP-releasing processes (namely grazing and viral lysis), radiation-induced phytoplankton cell damage should be taken into account (Chapters 3 and 4). Still, the microscale picture of DMS production is surely more complex than our schematic representations and depends on multiple interactions between grazers, phytoplankton cells of varied physiological condition, and bacteria. In fact, from our results it is not possible to conclude whether sunlight-stimulated DMS production arises mostly from intracellular or extracellular, algal or bacterial enzymes, all of them probably working in close vicinity to the DMSP source (Seymour et al., 2010). Moreover, the sign of the interaction between UV-stress and grazing is largely unknown.

There is growing evidence that metabolic capabilities are not evenly distributed among pelagic bacteria, with different genotypes and phenotypes possibly associated to the free-living and particle-attached lifestyles (Cottrell and Kirchman, 2000; Giovannoni et al., 2005; González et al., 2008, but see also Mou et al. (2008)). Bacteria occupying different niches may utilize DMSP-sulfur differently (Tripp et al., 2008), and may also differ in the way they cope with radiative stress or utilize light (Ruiz-González et al., 2012b). Bacterioplankton succession is an evident feature at the temperate BBMO site, with *Roseobacter* (*Alphaproteobacteria*) and *Bacteroidetes* showing higher affinity for productive and DMSP-rich spring phytoplankton blooms, *Gammaproteobacteria* appearing related to high DMS production (and consumption) rates in late spring, and SAR-11 (*Alphaproteobacteria*) showing a marked preference for late summer oligotrophy (Fig. 6.15). These groups have shown varying affinities for DMSP in distinct oceanic regions (Vila-Costa et al., 2007; Ruiz-González et al., 2012a), and also different tendencies for demethylation, DMS production, and DMS oxidation (González et al., 1999; Vila-Costa et al., 2006a; Green et al., 2011; Hatton et al., 2012; Moran et al., 2012).

Although the dissolved vs. particulate dichotomy is more operational than conceptual, it is difficult to detach from it when it comes to field measurements; the measurements that will be feeding models sooner or later. For this reason we will use our PFTs approach to define different scenarios of DMSP metabolism. The DMSP turnover \(k\)'s portray a fast-cycling DMSPd pool
6.6 Factors regulating DMSP production, food web transformations, and DMS production yields

(most frequently 2-6 d\(^{-1}\)) and a DMSPp pool that turns over as fast as phytoplankton cells (0.4-0.7 d\(^{-1}\)). The relatively similar turnover of DMSPp among PFTs is consistent with a meta-analysis of microzooplankton grazing (Calbet and Landry, 2004), which found only minor differences in phytoplankton mortality (generally 0.4-0.5 d\(^{-1}\)) across different oceanic regimes (Table 6.2). This clearly points to microzooplankton grazing as the main factor determining DMSP consumption. The values spanned by DMSPt turnover k’s (0.6-1.4 d\(^{-1}\)) reflect the combination of DMSPd and DMSPp turnover k’s in a proportion relative to the size of the respective DMSP pools (Table 6.2). More formally, a simple mass balance shows that the total DMSP flux (nmol L\(^{-1}\) d\(^{-1}\)) in a water volume must be equal to the flux of DMSPp + DMSPd:

\[ k_{DMSPt}[DMSPt] = k_{DMSPd}[DMSPd] + k_{DMSPp}[DMSPp] \] (6.4)

The partition between DMSPp and DMSPd is quite uncertain, but we know that the sum of both fractions equals DMSPt, so that we can express eq. 6.4 as a function of DMSPt:

\[ k_{DMSPt}[DMSPt] = k_{DMSPd}fd[DMSPt] + k_{DMSPp}fp[DMSPt] \] (6.5)

where fd and fp are the fraction of DMSPt found in the dissolved and particulate pools, respectively. DMSPt is a factor in all terms, so it can be dropped from the equation. Since we know that fd + fp = 1, we can substitute fp in eq. 6.5:

\[ k_{DMSPt} = k_{DMSPd}fd + k_{DMSPp}(1 - fd) \] (6.6)

If we know the value of all k’s, we can find the value of fd. The result of this exercise using the median k’s in the global dataset (Table 6.1) is fd = 0.12, which is a reasonable value although slightly too high (Kiene and Slezak, 2006). Presumably more realistic values of 0.09 and 0.06 are obtained using the picoplankton and mixed PFTs subsets (Table 6.2), even though a non-sense value of -0.11 is obtained from the diatoms subset (which suffers from a lower number of observations). In Phaeocystis blooms it is not possible to estimate fd because not enough k_{DMSPd} measurements are available.

The DMSP budget can be turned into a gross DMS production DMS budget by multiplying each of the terms in eq. 6.5 by the DMSP to DMS conversion yield (Y) in each of the pools:

\[ GPt = GPd + GPP \] (6.7)

that is,
\[ k_{DMSPt}[DMSPt]Y_{DMSPt} = k_{DMSPd}fd[DMSPd]Y_{DMSPd} + k_{DMSPp}fp[DMSPp]Y_{DMSPp} \]

which can be simplified to:

\[ k_{DMSPt}Y_{DMSPt} = k_{DMSPd}fdY_{DMSPd} + k_{DMSPp}fpY_{DMSPp} \]

From eq. 6.7 and 6.8 we can estimate the fraction of \( GP \) derived from each pool as a function of \( fd \), assuming that \( fd \) is the main factor causing uncertainty, and for each PFT:

\[ \frac{GPd}{GPt} = \frac{fd}{k_{DMSPd}Y_{DMSPd}}k_{DMSPp}Y_{DMSPp} \]

As shown in Fig. 6.4A, the slope of this expression \( (k_{DMSPp}Y_{DMSPp})/(k_{DMSPt}Y_{DMSPt}) \) can be interpreted as the potential of each community type for producing DMS from the dissolved pool, given the median \( k \)'s and yields.

From eq. 6.9, we can further try to estimate the DMS yield from consumed DMSPp \( (Y_{DMSPp}) \) as a function of \( fd \) (Fig 5B):

\[ Y_{DMSPp} = \frac{k_{DMSPp}Y_{DMSPp} - fdk_{DMSPd}Y_{DMSPd}}{(1-fd)k_{DMSPp}} \]

The above equation has a y-intercept equal to the maximum \( Y_{DMSPp} \) attainable by each PFT, once the values of the \( k \)'s and yields are fixed as specified in Table 6.2. Although we do not know the exact values of \( fd \), recent studies generally suggest that \( fd > 0.1 \) are not feasible in most oceanographic conditions. Thus, we can estimate the most probable values for \( GPd/GPt \) and \( Y_{DMSPp} \) in each of the PFTs.

The results of this mass-balance analysis provide a framework for systematizing oceanic DMS production regimes, based on the fact that different microbial communities have markedly different DMS production profiles. The differences are mainly governed by the significantly different \( k_{DMSPd} \) and \( Y_{DMSPt} \) (or \( Y_{DMSPp} \)) among PFTs, while \( k_{DMSPt} \) (or \( k_{DMSPp} \)) and \( Y_{DMSPd} \) are more homogeneous among PFTs. According to these results, diatom dominated communities have the lowest DMS yields from intracellular DMS and the highest potential for bacterial DMS production from DMSPd, due to the co-occurrence of low algal DMS cleavage capacity and high \( k_{DMSPd} \) (Table 6.2). The opposite is true for low-biomass picoplankton-dominated communities, where the highest \( Y_{DMSPp} \) occur in combination with low \( k_{DMSPp} \). Mixed phytoplankton and Phaeocystis-dominated communities are found in between, in congruence with
their intermediate position in the stress axis of the PCA (Fig. 6.2). Remarkably, the patterns encountered in the discrete PFT classification also show up as significant trends when analyzed with a binning approach: \( k_{DMSPd} \) increases with trophic status and decreases with SRD, while \( Y_{DMSPt} \) shows the opposed trends (Fig. 6.5). Therefore, we can conclude that community DMS yields (\( Y_{DMSPt} \)) are regulated by the interplay between algal DMSP cleavage capacity (likely modulated by radiative and nutrient stress), and bacterial DMSPd consumption capacity (likely a function of total bacterial activity). The significant correlation between bulk bacterial activity, as measured by LIR, and \( k_{DMSPd} \) (\( r = 0.48, p < 10^{-5} \)) supports the latter notion.

In agreement with our assessment of the potential of DMSPp and DMSPd as DMS sources, different studies indicate that DMSP cleavage capacity associated to particles is generally greater than that occurring in the dissolved phase (Cantin et al., 1999; Scarratt et al., 2000; Levine et al., 2012). Indeed, DMS cleavage in the algal phycosphere or in close vicinity to microzooplankton grazers might be operationally assigned to the DMSPp fraction. If this was the case, the fraction of the DMS flux occurring through bacteria would be greater than generally assumed and, hence, the fraction of algal DMSP available to bacteria. We can try to constrain these numbers by calculating the bacterial sulfur demand satisfied by DMSP as a function of \( f_d \) (Fig. 6.4C). In this calculation we need to assume a mean value for many variables: we set the leucine to carbon conversion factor to the widely used 1.55 kg C mol leu\(^{-1}\) (Simon and Azam, 1989; Alonso-Sáez et al., 2007); the bacterial growth efficiency to 0.13 (del Giorgio et al., 2011); the values of \( k_{DMSPd} \), \( Y_{DMSPd} \), and DMSPt, which also affect the calculation, are chosen according to the medians in Table 6.2; finally, we assume that 80% of the DMSPd
is consumed by bacteria, the remainder being taken up by phytoplankton (Vila-Costa et al., 2006a). The molar carbon:sulfur ratio in bacteria is identified as the main uncertainty, ranging between 86 (Fagerbakke et al., 1996) and 248 (del Valle et al., 2007). These calculations suggest that $f_d$ between 0 and 0.1 are sufficient for satisfying bacterial S needs in all PFTs except in picoplankton-dominated communities. In the framework of the S demand hypothesis, this is consistent with the slightly lower $Y_{DMSPd}$ generally found in such communities (Table 6.2). Testing this hypothesis requires, however, a better knowledge of the several variables involved that describe bacterial carbon metabolism.

Modulation of $Y_{DMSPd}$ by nutrient availability has been proposed as an alternative explanation of the summertime DMS peak in summer-paradox and non-summer-paradox regions. Steiner and Denman (2008) found that modulation of bacterial DMS yields by nutrient availability in the NE Pacific improved the performance of their model. However, both the microbial consumption rate constant of DMSPd (5.5 d$^{-1}$) and the $Y_{DMSPd}$ (0.2) used in that study are at the high end, thus overestimating the influence of DMSPd metabolism on DMS production. Conversely, the proportion of DMSP ‘consumed’ by grazing or cell lysis tat is released as DMS (0.05 to 0.08) lays at the low end of probable values (Fig. 6.4B). Similarly, Polimene et al. (2011) argued that enhancement of bacterial DMS yields by nutrient limitation was more important than phytoplankton stress in producing the seasonal DMSP/DMS decoupling in the Sargasso Sea. Again, their findings appear to rely on: (1) too high DMSPd concentrations (at least by one order of magnitude), and (b) a too low phytoplankton DMS exudation rate constant. Such exudation rate constants may occur in cells growing in culture (Laroche et al., 1999), but may be unrealistically low for stressed picophytoplankton in the Sargasso Sea summer (Fig. 6.4B). Finally, the temporal evolution of $Y_{DMSPd}$ in iron addition experiments also argues against the nutrient-regulated bacterial yield hypothesis. In those experiments, $Y_{DMSPd}$ decreased in parallel to nutrient exhaustion caused by iron-stimulated diatom growth (Merzouk et al., 2006; Lizotte et al., 2009). The arguments developed in this paragraph and the paragraphs above leave only a marginal role for bacterial DMSPd to DMS conversion yields as the explanation for broad scale patterns of DMS production.

There is a need to understand the evolutionary utility of bacterial DMSP-cleaving enzymes, and the relationship between bacterial lifestyles and their metabolic capabilities regarding the use of DMSP(PO), which will be inevitably linked to the cycles of organic carbon and organic/inorganic nutrients. Mutualistic and symbiotic relationships between bacteria and algae or grazers might play a relevant role (Johnston et al., 2008) and, perhaps, the decomposition of
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DMSP and its metabolites should rather be seen as a tightly coordinated microbial consortium rather than as separate functional boxes.

6.6.3 Indicators of ecosystem DMS yield

Several variables would have to be measured in process studies to appropriately describe DMS(P) cycling. However, this task may not be affordable on many occasions. The meta-analysis provides a unique opportunity to define easy-to-measure diagnostics of DMS(P) cycling. These diagnostics can also be applied to constrain model outputs in those regions where process measurements are scarce. Our dataset indicates that DMS:DMSPt ratio appears as a robust diagnostic of community DMS yield ($Y_{DMSPt}$). In Table 6.1 it can be seen that the quantiles of both variables are rather coincident between the 5% quantile and the median, meaning that they have similar statistical distributions. Moreover, both variables exhibit similar trends when they are binned according to trophic status (yields decrease with increasing Chl $a$ or nitrate+nitrite) or mixing-irradiance regime (yields increase with MLD shoaling and increasing SRD; Fig. 6.5). The somewhat smoother trends of DMS:DMSPt are probably due to the larger amount of data available in each bin. Similarly consistent but even broader trends are found when GP is normalized to Chl $a$, as a result of phytoplankton photoacclimation (as discussed for the DMSPt:Chl $a$ ratio). The GP:DMSPt ratio has also been proposed as a useful indicator of DMS(P) cycling. Diagnostic modeling studies done in the Sargasso Sea and in the coastal Antarctic peninsula found rather similar GP:DMSPt (Bailey et al., 2008; Herrmann et al., 2012), which lead the authors to the conclusion that this ratio is quite invariant across oceanic biomes, allowing them to infer global DMS production rates. Supporting their view, we observe that GP:DMSPt is not significantly different among the PFTs (Table 6.2). Yet, now we can say that this apparent uniformity results from the combination of diverging tendencies in the rate constants and yields of total DMSP consumption (Fig 6). On the other hand, our global median for gross DMS production is 50% higher than the $0.06 \pm 0.01$ d$^{-1}$ suggested by Herrmann et al. (2012), and GP:DMSPt displays significant trends when plotted against MLD or SRD bins (Fig. 6.5).
Figure 6.5: Binned data scatterplots of DMSP metabolism rate constants (and process indicators) against environmental variables - Red dots: bin medians; gray circles: bin means. The intervals are the 25 and 75% quantiles, and the blue numbers indicate the n of each bin; Pearson correlation ρ’s and p’s are shown.
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In this section we will evaluate how the interplay between DMS sources and sinks, as modulated by environmental factors, determines DMS turnover. Although in the previous section we have been able to identify distinct DMS production regimes, we know that the \( GP \) rates and associated bacterial DMS consumption (BC) rates were obtained from dark incubations and with different methods. Moreover, as demonstrated in Chapter 5, once-a-day sampling can cause underestimation or overestimation of daily \( GP \) and \( BC \) if diel variability patterns are ignored. We will first try to address these methodological issues and their impact on the observed patterns, and will conclude with a general model of oceanic DMS(P) cycling.

6.7.1 Are there methodological differences between methods used to measure gross DMS production and bacterial DMS consumption?

As discussed by Saló et al. (2010), choosing the inhibitor or the radiotracer (Kiene and Linn, 2000) method may depend on whether the focus is on DMS production or consumption. In the inhibitor approach, a seawater sample is amended with a compound that inhibits bacterial DMS consumption and incubated for several hours, usually 8 – 24, so that the rate of DMS accumulation over time renders \( GP \). Net biological DMS production is obtained from parallel unamended incubations, and the difference between both rates renders bacterial DMS consumption (\( BC \)).

In the seminal paper by (Kiene and Bates, 1990) chloroform was the inhibitor used. However, chloroform was shown to cause release of DMSP and thus overestimation of \( GP \) and \( BC \) (Wolfe and Kiene, 1993a; Simó et al., 2000). Subsequent studies suggested that methyl-butyl ether (MBE; Visscher and Taylor (1993)), dimethyldisulfide (DMDS), or dimethylselenide (DMSe; Simó et al. (2000)) provided more realistic estimates, and MBE (at 30 \( \mu \)mol L\(^{-1}\)) and DMDS (at 200 nmol L\(^{-1}\)) have since become the inhibitors of choice. Another concern raised by the inhibitor technique relates to the inhibition efficiency. Although total inhibition is not achievable on theoretical grounds, the underestimation of \( GP \) might well lay within the measurement error interval if the inhibitor:DMS molar ratio is high enough. Decrease of the inhibition efficiency with time has been reported in a few occasions (van Duyl, 1998; Simó et al., 2000). However, there is a larger number of incubations, done in extremely different environments, where inhibition was shown to hold for longer than 24 h (Wolfe et al., 1999; Galí and Simó, 2010; Galí et al., 2011).
To answer the question posed at the beginning of this section we performed a three-way ANOVA, where the factors *method*, *PFT* and *domain* were hypothesized to affect $k_{GP}$ and $k_{BC}$. Models with two-factor interactions could not be evaluated, since some terms were not full-rank. The four methods considered were *inhibitor-DMDS*, *inhibitor-chloroform*, *inhibitor-MBE* and *budgeting* (for $k_{GP}$) or *radiotracer* (for $k_{BC}$); the four PFTs were those explained in previous sections; and the *coastal/shelf* and *oceanic* areas were considered as the two domains. It has to be noted that this ANOVA might suffer from heteroscedasticity (non-homogeneity of the variance) and by the unbalanced number of observations in each group. In addition, the fact the measurements were done with different methods in different regions and times of the year may confound the interpretation. We performed the ANOVA on different subsets, the *samples* and the *means*, and on untransformed and log-transformed data. Among the different combinations, the log-transformed means subset was the only where the variances of the different groups were homogeneous enough, as indicated by Bartlett’s test $p > 0.05$.

The ANOVA results did not allow us to conclude whether different methods rendered significantly different $k_{GP}$’s (Table 6.5, SI). None of the three factors had significant effects ($p > 0.3$), although a larger fraction of the variance, as indicated by the sum of squares, was associated with both method and PFT factors. Nevertheless, mean DMS turnover ($k_{GP}$) was on average 30% smaller when determined by budgeting compared to the global average of the three inhibitors. Note that most budgeting studies were based on $^{35}$S-DMS radiotracer loss rates. The ANOVA of $k_{BC}$’s indicated that both method ($p = 0.0008$) and domain ($p = 0.014$) had significant effects (Table 6.6, SI). Mean $k_{BC}$’s were 35% smaller in radiotracer studies compared to inhibitor studies, and 40% slower DMS consumption was found in oceanic areas compared to shelf areas.

Thus, a tendency seems to exist towards measuring slightly faster DMS production and consumption with the inhibitor methods. This tendency can be directly examined in a couple of studies where DMDS inhibition and radiotracer-based budgeting were used simultaneously, both done in the Sargasso Sea. In the first case (R/V Oceanus, April 2002), $k_{GP}$ was on average $30 \pm 17\%$ smaller when determined with radiotracer. In the second study (R/V Seward Johnson, July-August 2004), $k_{GP}$ was 66% smaller when determined with radiotracer on the same samples (pre-dawn, 04:00 local time). In the latter study, however, $GP$ and $BC$ rates exhibited a marked variability when measured with DMDS inhibition over a diel cycle (SARGsum diel cycle in Chapter 4). We can also examine how well compared the DMDS $GP$ measurements done on the pre-dawn samples to those done over a diel cycle in the (RV/ Seward Johnson
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In this case, we observed no obvious difference between the average of 8 incubations over a diel cycle (0.83 d$^{-1}$) and the $GP$ measured daily during the previous 6 days (0.75 ± 0.10 d$^{-1}$). The diel cycle DMDS incubations lasted ca. 6 h, whereas the daily incubations lasted about 12-15 h. These comparisons lead us to the conclusion that longer incubation times may be integrating a portion of the diel variability which is intrinsic to the samples (as they were incubated in the dark). On the other hand, radiotracer incubations are arguably more precise and, due to the shorter incubation time, may suffer less from bottle effects. However, if not performed with sufficient temporal resolution over the diel cycle, may cause significant bias in the estimation of daily $BC$ and budget-derived daily $GP$.

6.7.2 Factors regulating gross DMS production ($GP$)

So far, we have discussed about DMS production patterns deduced from dark incubations. However, in Chapters 3 and 4 we have demonstrated that $GP$ is irradiance dose-dependent when measured in static incubations. In Chapter 4 we have shown that this dependence can be modified by vertical motion, presumably because the cells spend sufficient time in conditions that allow recovery and photorepair from UV-inflicted damage, and/or not enough time in subsurface waters to accumulate irreversible damage. These findings indicate that in summer stratified waters stress mechanisms may prevail (Chapter 5). Moreover, the results from Chapter 5 reconcile the order-of-magnitude difference found between short-term (hours, Chapter 3 and 4) and long-term (one day, Chapter 2) sunlight-induced $GP$ stimulation. We place our highest estimate of daily radiation-driven stimulation of $GP$ at 30 – 40%, while the lowest estimate may approach 0 in deep actively-mixing layers. It is important to note that reproducing a realistic light exposure in incubations, which requires taking into account the radiation exposure history of the sample (Chapter 3), is crucial to obtain realistic $GP$ rates. In many occasions, stimulation may lay within the error intervals of $GP$ measurements. However, the stimulation effect may be seasonally and regionally large, which underlines the need for improving current methodologies. We would like to note that stress-driven $GP$ likely occurs in summer paradox regions but also at higher latitudes, where stratification is promoted by mesoscale structures (e.g. eddies; Mahadevan et al. (2012) or by ice melt (Chapter 1). However, in high planktonic biomass conditions typical of higher latitudes, the stratification effect caused by phytoplankton heat dissipation (Manizza et al., 2005) may be offset by the diminished water transparency due to phytoplankton themselves.
Figure 6.6: Statistically-deduced DMS budgets in different microbial communities (defined by the Phytoplankton Functional Types) - (A) proposed diel patterns of gross DMS production, according to mixing regime and the dominant effect of grazing, radiative stress, or ‘background’ DMS production. (B – F), DMS budgets in different PFTs. The ranges are the 25 – 75% quantiles.
Microzooplankton grazing appears as another key factor controlling \( GP \) (Archer et al., 2001; Saló et al., 2010). Since DMSP cleavage enzymes are isolated from their substrate in some phytoplankton species (Wolfe and Steinke, 1996), cell disruption may sometimes be a prerequisite for DMS production. The other food-web process causing cell disruption, viral lysis, is thought to contribute relatively less than grazing to DMS production (Evans et al., 2007). According to the observations made in Chapter 5, grazing may be particularly important under conditions of moderate to low radiative stress. Protist microzooplankton grazers are characterized by sharing similar sizes and growth rates with their prey, which allows them to readily exploit blooming pico- and nanophytoplankton. It is believed that most primary production is consumed by micrograzers due to this tight coupling (Calbet and Landry, 2004), which would also explain why blooms are generally formed by large phytoplankton populations superimposed on a background of small phytoplankton (Li, 2002). Colonial *Phaeocystis* blooms are probably the most relevant exception, as micrograzers do not seem to feed efficiently on large colonies (Schoemann et al., 2005). It has been hypothesized that mixing can disrupt the coupling between phytoplankton prey and micrograzers by diluting the community thereby decreasing encounter rates. This mechanism can be important only if mixing entrains waters with smaller predator and prey abundance into the UML (Behrenfeld, 2010).

In Figure 6A, we propose a conceptual scheme relating vertical mixing and the occurrence of stress- and grazing-dominated \( GP \). Unfortunately, too little is known yet on the interaction between radiative stress and grazing to predict even its sign. This interaction is related to a controversial question in plankton ecology: could UVR-induced damage be the main cause of phytoplankton mortality in highly irradiated waters, as suggested by some studies (Llabrés et al., 2010)? Or even: could UVR promote grazing on phytoplankton cells that have damaged (and leaky) cell membranes, by enhancing chemotactic behavior of microzooplankton? In any case, there is a need for a better knowledge of how UVR modulates microbial interactions (Sommaruga, 2003).

### 6.7.3 Factors regulating bacterial DMS consumption (\( BC \))

Bacterial DMS consumption is generally found to be tightly coupled to \( GP \) (Simó, 2004). Indeed, \( GP \) and DMS, in this order, are the best predictors of \( BC \), although there is considerable scatter in these relationships (Fig. 6.7). With the inhibitor method, \( BC \) rates and \( GP \) rates are methodologically correlated, since \( BC \) is calculated as the difference between \( GP \) and net biological DMS production. However, there are indications that the strong correlation generally
found between GP and BC is not an artifact. For example, in Chapter 1 we showed that GP and BC became uncoupled in the Arctic summer only in the shallowest mixed layers, and attributed this observation to bacterial photoinhibition. Strong photoinhibition of BC has been measured in samples exposed to subsurface irradiance (Toole et al., 2006; Kieber et al., 2007). In the binned data scatterplots, lowest $k_{BC}$ occur at high SRDs (Fig. 6.8). It should be noted that these relationships arise from dark incubations, which implies that bacterial DMS consumers do not recover completely from photoinhibition in incubations that last several hours. Possibly, even clearer trends would be observed if the BC rates were representative of the average daily photoinhibition. The dynamic response of BC photoinhibition to light deserves further exploration.

![Figure 6.7: Coupling between biological DMS consumption and production](image_url)

Figure 6.7: **Coupling between biological DMS consumption and production** - (A) relationship between gross DMS production and DMS concentration, and (B) bacterial DMS consumption and gross DMS production. Straight gray lines on the background represent equal turnover lines ($d^{-1}$). Regression lines and the slope error intervals correspond to the gray dots (samples subset).

It has been suggested that enzyme kinetics may limit bacterial DMS consumption (Wolfe and Kiene, 1993b), thereby explaining DMS build-up in blooms of strong DMS producers. For instance, del Valle et al. (2009) found saturation to occur at around 25 nmol DMS L$^{-1}$ in the Ross Sea *Phaeocystis* bloom, and other studies in warmer waters also report saturations at 10 to 30 nmol DMS L$^{-1}$ (Kiene and Service, 1991; Wolfe and Kiene, 1993b; Ledyard and Dacey, 1996; Wolfe et al., 1999). These were determined by DMS additions to incubations, and therefore represent assessments of the rapid response of DMS consumers to DMS pulses. We evaluated whether these kinetic observations are reflected in general patterns of BC, by regressing BC
rates against \( GP \) rates. In a log-log regression of the form \( \log(BC) = a + b(\log(BC)) \), a slope smaller than 1 would indicate that, as \( GP \) increases, \( BC \) increases proportionally less. In the samples subset, with DMS concentrations up to 50 nmol L\(^{-1}\), we found a slope of 0.80 ± 0.11 (95% confidence interval, CI). Using a robust regression algorithm instead of ordinary least squares yielded a slope of 0.92 (standard error = 0.04). However, when the same analysis was performed on the means subset, we did not find a significant trend, with slopes of 0.84 (CI of ± 0.19) and 0.98 (standard error = 0.09) using ordinary least squares and robust regression, respectively. Therefore, there is subtle yet inconclusive evidence that bacterial DMS consumers contribute proportionally less to DMS removal at very high DMS concentrations, which seldom occur in open ocean environments.

Further insight into biological DMS removal dynamics can be obtained by looking at the temporal evolution of \( k_{BC} \) during the development and decline of blooms. Microcosm experiments indicate that bacterial DMS consumers respond with a time lag of few days or even longer to a sudden increase in DMS production (Zubkov et al., 2004; Pinhassi et al., 2005). In the Ross Sea, del Valle et al. (2009) found that \( k_{BC} \) lagged by a few weeks the rise in DMS production. A less clear increase of \( k_{BC} \), lagging the pulse of DMS production by almost two weeks, was observed in an iron fertilization experiment (Merzouk et al., 2006). In the latter example, highest \( k_{BC} \) occurred simultaneously with the replacement of nanophytoplankton by diatoms as dominant phytoplankton. Studies conducted in recent years suggest that bacterial DMS oxidation is carried out by diverse bacteria with different metabolic capabilities. While only very specialized methylotrophs are able to grow on DMS as the sole substrate (Vila-Costa et al., 2006a; Schäfer, 2007), a wider array of taxa might be able to derive energy from DMS oxidation provided they have an alternative carbon source (Vila-Costa et al., 2006a; Green et al., 2011; Hatton et al., 2012). Labile carbon in the open ocean is thought to derive mostly from phytoplankton and grazer activity. If co-metabolic DMS oxidation prevails in the upper ocean, we can speculate that changes in phytoplankton community structure, phytoplankton exudation, grazing activity, and other factors causing cell lysis like viral attack and UVR-induced cell death, will entail temporal and spatial variations in bacterial DMS consumption. The diel cycles of bacterial DMS consumption observed in Chapter 5 point to this direction.
Figure 6.8: Binned data scatterplots of DMS cycling against environmental variables - As Fig. 6.5, but for DMS' s.
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6.7.4 Factors regulating DMS photolysis

DMS photolysis is a photosensitized process, which means that DMS cannot absorb actinic radiation itself, but reacts with the oxidants produced by other photoreactive compounds known as photosensitizers (chiefly, CDOM and nitrate). Due to its spectral dependence, which is well approximated by a negative exponential (Toole et al., 2003; Bouillon, 2004; Deal et al., 2005), the decrease of photolysis with depth is driven by the attenuation of UVR (Toole et al., 2003). The spectral peak of DMS photolysis will occur at longer wavelengths as we move deeper in the water column, because shortwave UV wavelengths are attenuated faster than longwave UV. Since UVR attenuates within the few meters to tens of meters of the water column, the weight of photolysis on DMS budgets will decrease with increasing mixing depths. These general patterns are reflected in the binned data scatterplot as a positive correlation between SRD and $k_{\text{photo}}$ (Fig. 6.8).

When it comes to predict the spatio-temporal variability of DMS photolysis, the time-based $k_{\text{photo}}$ allows only a very crude understanding of the chemical processes that drive it. Some studies have shown that nitrate can promote DMS photolysis in a concentration dependent manner (Bouillon, 2004; Toole and Siegel, 2004). However, DMS photolysis quantum yields appear to be highly variable, even at the same nitrate concentration (Toole and Siegel, 2004), which indicates that differences in the chemical composition and photoreactivity of the CDOM pool probably have a bigger effect on DMS photolysis efficiency. To evaluate this variability, we collected all the DMS photolysis rate constants (time$^{-1}$) we were able to find in the literature and normalized them to the corresponding total shortwave irradiance (W m$^{-2}$) at the water subsurface (which was deduced as outlined in section 6.4 when necessary). In this approach, we assumed that total shortwave irradiance (typically measured by pyranometers, 300-3000 nm) was linearly related, across latitudes, to the spectral irradiance in the UV range at the water subsurface. This assumption carries an acceptable error, although the relationship between broadband irradiance and specific bands is affected by changes in atmospheric radiative transfer, which mainly depends on atmospheric pathlength and total ozone column. Due to spectral variations in UV attenuation, such relationship would not hold deeper in the water column, or when comparing different radiation bands vertically integrated in the UML. A further assumption was that different measurement techniques (i.e. $^{35}$S-DMS radiotracer or bulk DMS), filtration procedures (0.7 µm nominal cutoff glass fiber filters and 0.2 µm pore filters), and incubation vessels (quartz or teflon) yielded comparable results. Previous tests indicate that these assumptions carry an error < 30% (Kieber et al., 1996; Toole and Siegel, 2004, Galí,
unpublished). Finally, we also assumed that photolysis was dose dependent, i.e., that $k_{\text{photo}}$ did not decrease as the irradiation progressed (the so-called reciprocity assumption). Reciprocity was confirmed in irradiations spanning a time period relevant to our analysis (e.g. the central 8 h of the day) in highly irradiated Mediterranean waters (Chapter 4), although it might not hold when irradiating less photobleached CDOM. A temperature correction factor was applied, assuming the temperature dependence found by (Toole et al., 2003), so that all photolysis rate constants were normalized to 20°C. After the appropriate unit conversions, we obtained what we will call the ‘apparent broadband quantum yields’, $\phi_{AB,20}$, in units of m$^2$ MJ$^{-1}$.

$\phi_{AB,20}$ varied over two orders of magnitude and displayed a clear latitudinal gradient, with an exponential increase found between 30 and 80 degrees ($R^2 = 0.77; p < 0.001; n = 11$) (Fig. 6.8A). As expected, the latitudinal trend seemed to break between tropical and equatorial latitudes, likely due to equatorial upwelling. We also evaluated the effect of other sources of
variability in \( \phi_{AB,20} \): seasonality, coastal-open ocean gradients, and nitrate concentration. The effect of seasonality could be evaluated only at two locations: the Sargasso Sea and the coastal NW Mediterranean. In the Sargasso, \( \phi_{AB,20} \) increased by approximately 3-fold from summer to winter. In the coastal NW Mediterranean, a 7-fold increase was found between summer (May to September) and winter (October to April) (Fig. 6.8B). However, this wider seasonality was partly due to a higher degree of continental influence in winter (Vila-reixach et al., 2012). These differences remained significant when no temperature normalization was applied. When we split the dataset between shelf and oceanic locations (excluding polar seas), we found 1.5-fold higher median \( \phi_{AB,20} \) on continental shelves (although not significantly; Fig. 6.8C). The gradients we observed are consistent with latitudinal trends in CDOM optical properties (Siegel, 2002; Nelson et al., 2007), as well as coastal-open ocean gradients, which are exacerbated at the cores of the subtropical gyres. We attribute the gradients in \( \phi_{AB,20} \) to changes in CDOM photoreactivity caused by photobleaching of autochthonous and terrigenous CDOM (Vahatalo, 2004), shaped by solar irradiance, water transparency and stratification (Del Vecchio, 2002).

The median \( \phi_{AB,20} \) of the subset of samples containing \( > 2 \mu\text{mol NO}_3^- \text{L}^{-1} \) was 5-fold that of the samples with nitrate \( < 2 \) (Fig. 6.8D), clearly supporting the role of nitrate as photosensitizer. However, nitrate could not explain the latitudinal gradient, since samples containing very different nitrate concentrations exhibited similar \( \phi_{AB,20} \). The clearest example of this was found by examining the differences between \( \phi_{AB,20} \) in Antarctic waters (15-29 \( \mu\text{mol NO}_3^- \text{L}^{-1} \)), which are not affected by continental runoff, and Arctic waters (\( < 1 \mu\text{mol NO}_3^- \text{extsuperscript-L}^{-1} \)), which are characterized by a strong influence of Arctic river outflow carrying highly colored and photoreactive CDOM (Bélanger et al., 2006). As expected, \( \phi_{AB,20} \) was higher in the Fram Strait area (Arctic), with 0.28 \( \pm 0.18 \) \( \text{m}^2 \text{MJ}^{-1} \), than in the Ross Sea (Antarctica), with 0.13 \( \pm 0.04 \) \( \text{m}^2 \text{MJ}^{-1} \). Furthermore, Arctic stations classified as Polar Surface Water had higher \( \phi_{AB,20} \) (0.29-0.54 \( \text{m}^2 \text{MJ}^{-1} \)) than those classified as Atlantic Water (0.11-0.19 \( \text{m}^2 \text{MJ}^{-1} \)) (Gál and Simó, 2010), the latter having potentially less continental influence (Hansell et al., 2004). A similar example was found at lower latitudes (50-60\(^\circ\)): similar \( \phi_{AB,20} \) were found on the Kerguelen Plateau (21.5 \( \mu\text{mol NO}_3^- \text{L}^{-1} \)), in the NE Pacific (3-10 \( \mu\text{mol NO}_3^- \text{L}^{-1} \)), Bering Sea (1-4.5 \( \mu\text{mol NO}_3^- \text{L}^{-1} \)) and the North Sea (\( < 1 \mu\text{mol NO}_3^- \text{extsuperscript-L}^{-1} \)). This strongly suggests that CDOM quality is the primary factor determining DMS photolysis efficiency (as noted by Toole and Siegel (2004)), and leaves nitrate with a secondary role.
6.7.5 Factors regulating DMS transport and sea-air flux

The UML may export or import DMS from/to the waters underneath depending on the DMS gradient through the pycnocline and the vertical turbulent diffusivity. When a sub- pycnocline DMS peak exists, like in summertime Sargasso Sea profiles (Dacey et al., 1998), the UML will receive a net input. This situation may occur in other regions with shallow stratification and a much deeper euphotic layers. On the contrary, the sub- pycnocline layer will probably act as a DMS sink in more deeply mixed waters, where the highest DMS concentrations occur in the UML (e.g., del Valle et al. (2009); Archer et al. (2010a). Estimates of vertical DMS transport generally agree in that vertical DMS transport is negligible compared to the other budget terms. Still, we underline the need of better constraining vertical DMS fluxes by means of actual measurements of turbulent diffusivity and fine-scale DMS gradients in distinct ocean settings. This task could be facilitated by high resolution DMS analytical systems (Tortell, 2005; Saltzman et al., 2009) used in profiling mode, for instance, by pumping seawater from different depths.

Similarly, subsurface DMS gradients appear as a potential factor biasing estimates of the sea-air DMS flux. Although it is common practice to calculate sea-air flux using parameterizations based on wind speed and DMS concentration at ‘surface’ depths ranging from 3 m down to 10 m, some studies have shown that pronounced gradients develop in the first centimeters of the water subsurface during calm conditions (Chapter 1; Zemmelink et al. (2005)). Such gradients may add uncertainty to the inherently uncertain sea-air flux parameterizations, and may bias direct gas transfer measurements (Marandino et al., 2008).

Finally, it is crucial to define the right mixed or mixing layer or, in other words, to identify the processes and timescales that are relevant to each depth horizon. The impact of DMS transport on UML budgets will change significantly depending on the thickness of the layer where these fluxes are shared. For example, Bailey et al. (2008) found that diurnal cycles of stratification and convection periodically entrained DMS from the pycnocline to the UML. This flux was one order of magnitude higher than turbulent diffusion, and therefore able to cause a significant bias to the budgets if the sampling scheme had missed it. High resolution DMS measurements should help detect DMS transport pulses and quantify their importance.

6.7.6 Upper mixed layer DMS budgets: the DMS buffer

Fig. 6.6C-F provides a clear example that very similar DMS budgets can be found in contrasting oceanic ecosystems. As suggested by previous studies and reviews (Simó, 2004), BC is the main
DMS sink in the UML and, as a consequence, has more potential to influence DMS budgets than photolysis, ventilation, and vertical transport. The meta-analysis supports the hypothesis that solar radiation is the major factor producing uncoupling between GP and BC. Bacterial photoinhibition combined with UVR-driven stimulation of GP enhances net biological DMS production (Chapter 3). However, as solar exposure increases, photolysis can compete with BC as the main DMS sink (Fig. 6.8), at the same time that atmospheric ventilation increases due to shallower stratification. As pointed out in Chapters 1 and 5, the alternation between dominant DMS sinks dampens DMS oscillations at the timescale associated with meteorological variability (hours to several days). In fact, DMS undergoes larger fluctuations in 12 h periods than on a daily time frame (Fig. 6.10).

Figure 6.10: Fluctuations of DMS at different temporal scales - (A) net DMS production rate constant, (B) % net DMS change. Color coding indicates different studies. Dashed lines indicate the 25 - 75% quantiles, which help to appreciate the real variability.

Besides the short-term buffering effects, other buffer mechanisms (also due to solar radiation and the associated stratification) operate seasonally or across latitudes. For example,
the highest photolysis yields per radiation unit occur in the coldest and less irradiated waters, whereas in the cores of subtropical gyres low photochemical yields counteract the strong irradiation (Fig. 6.9). It is worth noting that nitrate, rather than buffering DMS dynamics, tends to exacerbate seasonal and spatial DMS gradients by promoting DMS photolysis and the growth of weak DMS(P) producers (diatoms). However, the high biomass attained in diatom blooms may counteract the low DMS yields and high DMS photolysis rates. Besides, high nitrate in stratified waters may promote *Phaeocystis* blooms, in which case nitrate acts as buffer too. The overall result of the several feedbacks and buffer mechanisms is that DMS turnover occurs in a narrow time frame (Tables 6.1 and 6.3), with a mean turnover time of 1.1 d and 95% confidence bounds at 0.25 and 4.5 d (deduced from fitting ln(\(k_{GP}\)) with a logistic distribution).

Figure 6.11: *Hydrodynamic analogy to explain how DMS concentrations are regulated. Short-term steady states result from forcing factors acting at the seasonal to diel time scale* - See text for a detailed description and interpretation.

So, if DMS concentrations do not undergo dramatic changes in the short term, why DMS generally increases into summer and overall shows such a marked seasonal pattern (Dacey et al., 1998; Simó and Pedrós-Alió, 1999a; Vila-Costa et al., 2008; Lana et al., 2012)? Since the \(k\) of total DMS loss (\(k_{LOSS}\)) has limited capacity of regulating DMS concentrations, we argue that the response is to be found in gross DMS production, as illustrated with the hydrodynamics analogy in Fig. 6.11. DMS concentrations (the fluid level in the bucket) depend on the dynamic balance between sources (\(GP\)) and losses (sum of the sinks). The discharge at the outlet (\(LOSS = k_{LOSS}[DMS]\)) depends on the diameter of the outlet tube (\(k_{LOSS}\)) and the pressure produced by the height of the fluid (‘DMS level’). If the outlet tube has a fixed diameter, the discharge will depend entirely on the height of the fluid. If an increase in the inlet discharge
Table 6.4: Example of how the short-term steady state DMS is modulated by an increase in solar radiation dose (SRD). Realistic values of the factors contributing to DMS production and DMS consumption have been used. Chl $a$ in $\mu$g L$^{-1}$; DMS and DMSPt in nmol L$^{-1}$; $k$’s in d$^{-1}$.

<table>
<thead>
<tr>
<th>Variable</th>
<th>$\varnothing$ SRD = 100 W$^{-2}$</th>
<th>Fraction (%)</th>
<th>Factor</th>
<th>$\varnothing$ SRD = 200 W$^{-2}$</th>
<th>Fraction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chl $a$ (µg L$^{-1}$)</td>
<td>0.5</td>
<td>0.2</td>
<td>0.1</td>
<td>0.5</td>
<td>0.2</td>
</tr>
<tr>
<td>DMSPt:Chl $a$</td>
<td>30</td>
<td>3</td>
<td>150</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$k_{DMSPt}$</td>
<td>0.8</td>
<td>1</td>
<td>0.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$Y_{DMSPt}$</td>
<td>0.08</td>
<td>3</td>
<td>0.24</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GP</td>
<td><strong>0.9</strong></td>
<td><strong>2.8</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$k_{BC}$</td>
<td>0.55</td>
<td>69</td>
<td>0.65</td>
<td>0.36</td>
<td>49</td>
</tr>
<tr>
<td>$k_{photo}$</td>
<td>0.19</td>
<td>24</td>
<td>1.5</td>
<td>0.29</td>
<td>39</td>
</tr>
<tr>
<td>$k_{vent}$</td>
<td>0.06</td>
<td>8</td>
<td>1.5</td>
<td>0.09</td>
<td>12</td>
</tr>
<tr>
<td>$k_{LOSS}$</td>
<td>0.80</td>
<td>100</td>
<td>0.73</td>
<td>100</td>
<td></td>
</tr>
</tbody>
</table>

Steady state DMS 1.2 3.8

($GP$) forces the steady state, the height of the fluid will increase until it exerts sufficient pressure to cause a discharge through the outlet equivalent to the new $GP$. The opposite response will occur when the inlet discharge ($GP$) decreases. An what regulates $GP$? We can represent it as the product of phytoplankton biomass, their average DMSP quota, the $k$ of DMSPt consumption ($k_{DMSPt}$) and the DMS yield from consumed DMSPt ($Y_{DMSPt}$). Each of these factors exhibits a different response to solar radiation and its indirect effects caused by stratification. But, if the overall response of $GP$ to an increase in solar exposure is stronger than that of the $k_{LOSS}$, $GP$ will be the main factor controlling the ‘DMS level’, as illustrated by the calculations in Table 6.4.

In other words, as the seasons progress from winter to summer with an increase in sunlight exposure: (a) $GP$ rates (bucket inflow rates) increase by the concurrence of succession to stronger DMSP-producers and physiological stress, while (b) the constant rate of total DMS loss (bucket outlet section) remains relatively steady by the buffering interplay among BC, photolysis and, to a lesser extent, ventilation. As a result, DMS concentration (fluid level in the bucket) increases. The opposite occurs as the seasons progress back into winter.
6.8 Recommendations for future oceanic DMS(P,O) cycling studies

Based on the results of this meta-analysis and on recent advances in marine biogeochemistry we can identify a few research questions for the years (or decades) to come:

- Will the changes in upper ocean stratification, warming, and acidification, affect plankton biogeography, and thus productivity regimes and dimethylated sulfur cycling?

- Will the changes in (C)DOM inputs (terrestrial and autochthonous), combined with changes in ocean stratification and circulation, entail changes in their microbial and photochemical processing? Will this translate into altered UV transparency of surface waters, thereby modifying UV-mediated processes, and change the photoreactivity of CDOM?

- Will the changes in sea-ice extent and thickness in polar oceans turn them into stronger or weaker DMS producers?

Answering these questions may be facilitated by improving the design and spatio-temporal coverage of observational studies that will inform the next generation of models.

6.8.1 Observational studies

The burst of ‘omics’ approaches is shedding light into the evolutionary and biochemical complexities of DMS(P) cycling. However, in what concerns quantitative assessment of biogeochemical processes, it is currently no more than promising. In our view, the simultaneous assessment of the functional diversity of the microbial community and the bulk rates of DMS(P,O) cycling in different oceanic settings would enhance our predictive capacity. The combination of developing isotope tracer methods (Asher et al., 2011; Oduro et al., 2012) with molecular and ‘omics’ approaches will surely yield new insights in the near future.

Although bulk methods are not well suited for resolving the microscale intricacies of DMS production, they provide robust estimates of ecosystem-level processes, which are badly needed for parameterizing or fine-tuning the models. Based on the meta-analysis and the findings reported in previous chapters we can make the following recommendations:

- **Constraining DMSP synthesis.** There is limited knowledge of the response of DMSP synthesis to environmental stress, particularly UVR. Direct measurements of gross DMSP production (Stefels et al., 2009) will help constrain it.
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- **Understanding particulate DMSP cycling.** A better understanding of what regulates the turnover of the whole DMSP pool is needed. Dilution experiments, though time and water consuming, appear as a reliable method for the simultaneous assessment of the turnover of phytoplankton biomass and the DMSP-producing populations due to grazing (Archer et al., 2001; Saló et al., 2010). Measuring total DMSPt consumption by the net loss-curve method (Simó et al., 2000) appears both as a complement and as a simple substitute when grazing experiments cannot be performed.

- **Disentangling dissolved vs. particulate DMS production.** There is an astonishing scarcity of studies where the turnover k’s of dissolved and total DMSP and the corresponding DMS yields are simultaneously assessed. Though operational, the distinction between the dissolved vs. particulate (or dissolved vs. total) pathways for DMS production seems to have an ecological meaning which needs to be disentangled.

- **Constraining DMS cycling.** To better characterize DMS cycling and its response to sunlight, GP, BC, and DMS photolysis should be measured in different mixing regimes. The new generation of automated systems for DMS analysis opens up a new world of high spatio-temporal resolution description of DMS dynamics.

- **Resolving diel variability.** Diel variability in DMS and DMSP cycling must be taken into account, since it may often be as large as month-to-month variability.

- **Monitoring long-term trends.** More time-series studies are needed to understand the seasonal beat that generates most of the DMS(P,O) variability. Multi-year and multi-decadal time-series will be invaluable in the near future, even more if they are accompanied by an accurate description of meteorological forcing, underwater radiation climate, and the overall biogeochemical functioning.

- **Combining multiple approaches.** It is desirable that DMS(P,O) cycling rates are measured with more than one approach in each study. For example, GP can be simultaneously estimated with the inhibitor technique and by budgeting or diagnostic modeling.

- **Understanding DMSO cycling.** The possible dual role of DMSO in the dimethylated sulfur cycling, acting both as the product and the precursor of DMS, requires further research. While DMSO production by bacterial and photochemical DMS oxidation (Vila-Costa et al., 2006a; del Valle et al., 2007; Delvalle et al., 2009; Hatton et al., 2012) and algal
DMSP catabolism (Simó et al., 1998; Simó and Vila-Costa, 2006; Hatton and Wilson, 2007) is beginning to be understood, the same cannot be said about the fate of dissolved DMSO.

• **The very basics.** When describing DMS variability is the only goal, adding easy and inexpensive measurements of DMSPt and extracted Chl a will multiply the value of the DMS data and provide robust indicators of the actual cycling processes.

In the last decade the annual production of DMS(P,O) cycling process studies has oscillated between 3-8 studies per year (mean of ca. 5), with a worrying decline in the last few years compared to 2007-2008. Moreover, most of the papers have been produced by a few research groups. Meanwhile, modeling studies have maintained a stream of about 2.3 papers per year. Since models are no better than the data they rely upon, more comprehensive process studies are needed, particularly in areas like the equatorial belt, the southern ocean, and the rapidly changing polar ecosystems.

### 6.8.2 Model studies

Diagnostic DMS models already benefit from up-to-date climatologies of surface DMS, vertical mixing, nutrients, and meteorological forcing. Thus, our recommendations focus on prognostic models, aiming at improving current model representations of DMS(P) cycling but, equally important, at testing hypotheses.

- **Parameterize radiative (or oxidative) stress.** Reproducing the summer paradox requires decoupling DMS(P) dynamics from ‘phytoplankton dynamics’ (Le Clainche et al., 2010). We argue that this has to be achieved at two distinct levels: seasonal phytoplankton succession and daily radiative stress. The seasonal component can be simulated by means of the PFT approach (Vogt et al., 2010) and/or by modulating the average community DMSP quota (Vallina et al., 2008). Either approach is valid as far as it captures the natural variability. The daily stress component allows modulating DMS yields as a function of vertical mixing and irradiance, which may require resolving the diel variability or at least accounting for it.

- **Explicitly represent (heterotrophic) bacterial activity.** Our meta-analysis shows that bacterial DMSP consumption rates are more critical than bacterial yields in shaping the DMS production regimes. An explicit representation of the heterotrophic use of DMSP
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and organic carbon, their physiological ties, and their modulation by sunlight, may help understand how the actual ‘bacterial switch’ operates. Recognizedly, this suffers from limited knowledge of the controls acting on osmoheterotrophic organisms (e.g. bottom-up vs. top-down control, amount of active vs. inactive bacteria, or bacterial growth efficiency).

- **Refine the parameterization of DMS photolysis.** In the sensitivity analysis carried out by Vogt et al. (2010), uncertainty in photolysis rates was the most critical factor affecting DMS budgets among the DMS sinks (production processes appeared to be even more important). The trends encountered in this meta-analysis, together with a more accurate representation of underwater irradiance fields, can be readily implemented in prognostic DMS models.

- **Optimize model outputs with known emerging properties.** Compounded state variables (DMS:Chl a, DMSPt:Chl a, DMS:DMSPt), process indicators (GP:DMSPt, GP:Chl a), and community yields show robust trends across ocean regimes. Likewise, the modes of variability identified by the PCA are ecologically meaningful. The models’ ability to reproduce these patterns could show at a glance how well the model captures the complex network of underlying interactions.
6.9 Supplementary information

Figure 6.12: Distribution of the data among predefined categories (SI) - S stands for the samples and M for the means subset.
6.9 Supplementary information

Figure 6.13: **Overlap between the variables included in the meta-analysis (SI)** - White areas indicate missing data (means subset).

Figure 6.14: **Variance explained by the principal components (SI)** - Log-eigenvalue (left) and scree plot (right) of the PCA.
Figure 6.15: PCA analysis of DMS(P) cycling and picoplankton communities in the Blanes Bay Microbial Observatory - GAM: Gammaproteobacteria, which includes the sub-clade NOR5; ROS (Roseobacter), and SAR11 are Alphaproteobacteria; BCDT: Bacteroidetes; PRO: Prochlorococcus; SYN: Synechococcus; PPEUK: phototrophic picoeukaryotes; PNEUK: phototrophic nanoeukaryotes; GDMSP: gross DMS production; BDMSC: bacterial DMS consumption; other abbreviations defined in the text.
### Table 6.5: Three-factor ANOVA of bacterial DMS consumption rate constants

<table>
<thead>
<tr>
<th>Source</th>
<th>Sum Sq.</th>
<th>d.f.</th>
<th>Mean Sq.</th>
<th>F</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method</td>
<td>1.13</td>
<td>3</td>
<td>0.38</td>
<td>0.91</td>
<td>0.4478</td>
</tr>
<tr>
<td>PFT</td>
<td>1.09</td>
<td>3</td>
<td>0.36</td>
<td>0.88</td>
<td>0.4643</td>
</tr>
<tr>
<td>Domain</td>
<td>0.3</td>
<td>1</td>
<td>0.3</td>
<td>0.73</td>
<td>0.3995</td>
</tr>
<tr>
<td>Error</td>
<td>12.86</td>
<td>31</td>
<td>0.41</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>16.62</td>
<td>38</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 6.6: Three-factor ANOVA of bacterial DMS consumption rate constants

<table>
<thead>
<tr>
<th>Source</th>
<th>Sum Sq.</th>
<th>d.f.</th>
<th>Mean Sq.</th>
<th>F</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method</td>
<td>6.87</td>
<td>3</td>
<td>2.29</td>
<td>7.39</td>
<td>0.0008</td>
</tr>
<tr>
<td>PFT</td>
<td>0.88</td>
<td>3</td>
<td>0.29</td>
<td>0.94</td>
<td>0.4331</td>
</tr>
<tr>
<td>Domain</td>
<td>2.12</td>
<td>1</td>
<td>2.12</td>
<td>6.84</td>
<td>0.0138</td>
</tr>
<tr>
<td>Error</td>
<td>9.3</td>
<td>30</td>
<td>0.31</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>19.69</td>
<td>37</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Chapter 7

Conclusions

• The changes in radiation fields, regulated by vertical mixing and by the differential attenuation of solar wavelengths in seawater, have a strong impact on oceanic DMS budgets (Chapters 1-6).

• Gross DMS production (GP) is stimulated by solar radiation in a dose- and spectrum-dependent manner. However, sunlight-stimulated GP is mirrored by DMS photolysis on the short term, which prevents net DMS accumulation. The response of GP to shifts in spectral irradiance is frequently one order of magnitude larger than the photoinhibition of autotrophic and heterotrophic production. The relationship between the light (UV) exposure history of the microbial community and their subsequent response to further UV exposure might be critical. (Chapters 2-5).

• Oceanic DMS cycling shows pronounced day-night (diel) variability. In stratified waters, with deep UV penetration and nutrient scarcity, GP, bacterial DMS consumption, and DMS photolysis are all modulated by the light exposure regimes. Failing to take into account the diel variability can cause significant deviations in DMS budgets (Chapter 5).

• The depth of the upper mixed layer regulates the relative importance of bacterial or photochemical oxidation as the main DMS sinks, as well as the impact of sea-air DMS flux and vertical transport in the water column. Across oceanic biomes, the rate constants of total DMS loss exhibit little variability. This leaves to gross DMS production the key regulatory role of oceanic DMS concentrations (Chapters 1, 5 and 6).
In turn, gross DMS production depends on DMSP concentrations and the yield of DMSP to DMS conversion. While the first depends on plankton biogeography and seasonal succession, the second is mainly modulated by short-term radiative (or oxidative) stress. Assessing the turnover of the whole DMSP pool (dissolved and particulate) is critical to understand what drives DMS production (Chapters 5 and 6).

Open questions

- The physiological meaning of UV-stress induced DMS production by phytoplankton is still enigmatic. The fact that large amounts of DMS are released without having been oxidized intracellularly calls into question its antioxidant function. The role of UV-induced cell disruption, causing DMSP release and subsequent cleavage to DMS, requires further assessment.

- The role of bacteria, (micro)zooplankton grazers and viruses in UV-stimulated DMS production remains to be elucidated. The interaction between grazing-promoted DMS production and UV radiation needs more attention.

- The relative importance of algal and bacterial DMSP cleavage enzymes is not yet understood. This requires a better knowledge of microscale interactions and the trophic coupling of phyto- and bacterioplankton, probably linked to the phylogenetic identity of the microorganisms.

- At larger scales, the abundance and photoreactivity of CDOM seem to play a critical role: on one hand, CDOM attenuates UV radiation; on the other hand, it promotes DMS photolysis. The photoreactivity of CDOM, related to the degree of photobleaching it has suffered, causes order-of-magnitude variations in DMS photolysis quantum yields. Changes in CDOM due to modifications of oceanic circulation and plankton biogeography might impact DMS cycling.
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