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1 Abstract

Energy disaggregation is the problem of separating an aggregate energy signal into the consumption of individual appliances in a household. This is useful because having a breakdown of the consumption of all the devices encourages users to consume less energy and gives them indications on how to do so. We focus on the problem of non-intrusive load monitoring, which attempts to perform energy disaggregation without using individual meters for every device.

In this project we compare three different solutions to the energy disaggregation problem: one based on sparse coding, another based on particle filters, and another based on quadratic programming. We test all three algorithms on a reference dataset, and finally we present Endivia, a program designed to easily visualize the disaggregate information.

We hope that this project will help us understand better the problem of energy disaggregation, giving us insights on the hardware and software requirements for potential commercial solutions.
2 Introduction

2.1 Energy disaggregation

Energy saving has been a concern for years and is now more important than ever. It is highly desirable for reasons such as saving money or being environmentally friendly, but no matter the reason, it has a big impact on our lives, from a personal to a national level.

While energy saving concerns us more and more as time goes by, we have reached a point in which energy consumption data is widely available, and machine learning has advanced up to a point in which we can build robust models of energy consumption.

Between these two ideas lays energy disaggregation. Energy disaggregation is, in essence, a signal processing and machine learning problem. It consists in taking the “aggregate” energy consumption signal (the power consumed by all the devices in a household) and extracting finer-grained readings, ideally corresponding to individual appliances in a single home. Figure 1 shows how different devices may contribute to an aggregate power signal.

![Figure 1: Disaggregation attempts to identify the individual contribution of appliances in the overall energy signal. Original figure from Hart, 1992.](image)

This process is also known as Non-intrusive Load Monitoring (NILM) or Non-intrusive Appliance Load Monitoring (NIALM, also NALM). It was first proposed by George W. Hart, Ed Kern and Fred Schweppe of MIT in the 80s and further developed by Hart in the 90s[1]. The idea behind NILM is to measure only the voltage and current that go inside a household, and to use only that data to deduce the individual states of the appliances. In our case we use the power consumption of the household, which is commonly used to measure device usage and it is measured in watts (W). However, disaggregation can be done using various other features like the voltage waveform and its harmonics.
2.1.1 A concrete example

Let us go through a small disaggregation example. Training data comes to us as a list of power readings for every device in a household. In a hypothetical house with four devices, this would look as follows:

<table>
<thead>
<tr>
<th></th>
<th>Oven</th>
<th>TV</th>
<th>Dishwasher</th>
<th>Laptop</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t_0$</td>
<td>0</td>
<td>120</td>
<td>300</td>
<td>20</td>
</tr>
<tr>
<td>$t_1$</td>
<td>0</td>
<td>120</td>
<td>300</td>
<td>60</td>
</tr>
<tr>
<td>$t_2$</td>
<td>0</td>
<td>120</td>
<td>300</td>
<td>50</td>
</tr>
<tr>
<td>$t_3$</td>
<td>0</td>
<td>80</td>
<td>300</td>
<td>50</td>
</tr>
<tr>
<td>$t_4$</td>
<td>450</td>
<td>80</td>
<td>300</td>
<td>20</td>
</tr>
<tr>
<td>$t_5$</td>
<td>450</td>
<td>120</td>
<td>300</td>
<td>20</td>
</tr>
</tbody>
</table>

...     ...     ...     ...     ...

Table 1: Example of training data for an energy disaggregation problem. For each device, its power consumption in watts (W) is given at every time sample.

For the sake of the example, timesteps in the table are around 10 minute intervals. Now, once the system is trained, a disaggregation problem is presented as the following:

$$P = (440, 440, 400, 450, 750, 750, 830, 850, 750, 750, 750, 750, 830, 750, 570, 750, 570, 750, 590)$$

The vector $P$ represents a sequence of power readings (in W) which have to be disaggregated. A possible solution is the following:

<table>
<thead>
<tr>
<th></th>
<th>Total consumption</th>
<th>Oven</th>
<th>TV</th>
<th>Dishwasher</th>
<th>Laptop</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t_0$</td>
<td>440</td>
<td>0</td>
<td>120</td>
<td>300</td>
<td>20</td>
<td>0</td>
</tr>
<tr>
<td>$t_1$</td>
<td>440</td>
<td>0</td>
<td>120</td>
<td>300</td>
<td>20</td>
<td>0</td>
</tr>
<tr>
<td>$t_2$</td>
<td>400</td>
<td>0</td>
<td>0</td>
<td>300</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>$t_3$</td>
<td>450</td>
<td>80</td>
<td>120</td>
<td>300</td>
<td>50</td>
<td>0</td>
</tr>
<tr>
<td>$t_4$</td>
<td>750</td>
<td>450</td>
<td>0</td>
<td>300</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$t_5$</td>
<td>750</td>
<td>450</td>
<td>0</td>
<td>300</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$t_6$</td>
<td>750</td>
<td>450</td>
<td>0</td>
<td>300</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$t_7$</td>
<td>830</td>
<td>450</td>
<td>80</td>
<td>300</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$t_8$</td>
<td>850</td>
<td>450</td>
<td>80</td>
<td>300</td>
<td>20</td>
<td>0</td>
</tr>
<tr>
<td>$t_9$</td>
<td>750</td>
<td>450</td>
<td>0</td>
<td>300</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

...     ...     ...     ...     ...

Table 2: A possible solution for the disaggregation example problem.

There are a few interesting things to note here. First, the fact that solutions are not unique: one can have two different solutions that minimize the disaggregation error: to discriminate between the solutions, domain knowledge or other methods must be used to select the best one. Another interesting problem is the occasional “lost power” which is not explained by the system, corresponding to either devices working in unexpected ways, or to unseen devices in the household.
2.2 Benefits of appliance monitoring

There have been several studies on the behaviour of consumers once they are presented with a detailed view of their energy consumption habits\textsuperscript{2, 3}. Overall, the conclusion is that having feedback affects the users, and it can lead to energy saving behavior. In fact, according to these reports, detailed energy consumption information in households is almost invisible to the end user: energy companies tend to show the user a basic overview of the power consumed during a certain period of time.

The main idea behind appliance monitoring is that as users gain information on how their habits affect the energy consumption from any form of feedback, they have a “starting point” from which they can change their behaviour. This change is measured and provides the users with more knowledge on how the energy system works and how they can affect it. After a period of learning and adapting, users finally adopt new patterns of use resulting in a net saving of energy.

There are several types of feedback to consider, but the most important ones are direct and indirect feedback. Direct feedback consists in having direct displays, or reading the energy meters themselves. It is basically energy feedback on demand. Contrary to direct feedback, indirect feedback consists on data that is being processed by the energy company and later sent to the users. Indirect feedback can come in form of more frequent bills, or bills with disaggregated values.

While the effectiveness of feedback is known, recent studies have focused on what is the best kind of feedback and what is the best way of putting it in a user-friendly context. Direct feedback is instantaneous, but might be hard to understand for some people. On the other hand, indirect feedback may be presented in a more user-friendly way, but since it is less frequent it makes positive changes harder to notice and act upon.

A synthesis of common themes in past researches is provided in\textsuperscript{2}; according to it, feedback is more useful if it is provided frequently, over an extended period of time, and presented in a simple, meaningful way (among other requirements). These are all achievable using energy disaggregation algorithms, even if they do not reach perfect accuracy. According to\textsuperscript{3}, direct feedback results in savings in the 5%-15% region, and similarly, indirect feedback results in savings in the 0%-10% region.

In a time where saving energy and money is one of the most important aspects in our daily life, achieving savings of only 5% in every household at a low price can have a huge impact at a global scale.

2.3 Goals of this thesis

The goal of this project is to overview recent advances in energy disaggregation, and to provide a starting point from which further research can be done. We will first survey the literature for candidate algorithms that can perform non-intrusive load monitoring, possibly in different sampling environments. We will implement them, trying to verify the original results.

More importantly, we want to compare all the algorithms on the same data, experimenting with them to figure out which algorithms perform better in which situations: we want to extract practical knowledge about their requirements, accuracy, or scalability. In the future, this practical knowledge can translate to a commercial application.


3 State of the art

As we have seen, energy disaggregation was first introduced by Hart in 1992[1]. His proposal was to look at the power changes and cluster together the ones that appeared to be caused by the same device (or set of devices).

His work, and following disaggregation efforts, all worked on a set of assumptions that are common across literature. Before reviewing current work on this field we will first list these assumptions.

One of these assumptions is the **one-at-a-time assumption**, which assumes that appliances switch on and off one at a time. In other words, there are no events in which two appliances change state at the same time. It is easy to see that the strength of the assumption is related to the sampling rate: data sampled at, for example, 100 Hz has very low probability of having multiple state changes at the same time. However, data sampled at 1 per minute may have two devices turning on at the same data point.

In our case, this assumption is needed for AFAMAP.

The second assumption is the **steady state load** assumption. It states that most appliances consume a constant amount of power while they stay in the same state. In practice the amount of power is not exactly constant, but with denoising techniques we can approximate the signal to a piecewise constant one.

The combination of these two assumptions is present in the first algorithms for energy disaggregation: changes in power are caused by some device changing state; the same change of state of the same device will always produce a similar change in the power demand, and this can be identified and used to disaggregate the whole signal.

In 1998, Cole and Albicki proposed their solution that took into account power spikes[4], which typically occur when a device is switched on or off. These spikes and slopes happen at the instant a device is turned on due to reactions in the electrical grid, an can be used as a “signature” to identify devices. These events are also known as **transients**.

In the early 2000s, algorithms went beyond just consumed power and added other features. As the technology behind the meters and recorders improved, new features became available such as the signal waveform and its harmonics. Signal processing solutions, such as Fourier’s transform, were used to further detect “power signatures” of devices based on the transients and harmonics of the signal.[5] [6].

In the recent years we have seen a boom in machine learning approaches due to advances in both algorithms and networking, and also due to the sheer volume of data these algorithms can work with. Because of this, the last generation of energy disaggregation algorithms take advantage of big training sets and high performance computing.

One of these algorithms was introduced by Kolter, Batra and Ng in 2010[7]. Their algorithm, called DDSC, will be tested in this project along two other algorithms. DDSC poses the disaggregation problem as a machine learning sparse coding problem. It does not take into account power spikes or transients, but it assumes that the learned model will capture these behaviours well. Another very recent paper treating energy disaggregation as a purely machine learning problem is[8], which tries to disaggregate a signal using neural networks.

Finally, some recent solutions move away from pure machine learning tasks and try to apply more complex inference techniques on the data, without necessarily taking transients or power spikes into account. Among these algorithms we can find particle filtering solutions such as PALDi[9], or optimization approaches such as AFAMAP[10].

Energy disaggregation has become a hot topic in the last years. Initiatives such as the NILM workshop[1] and a focus from big companies such as IBM[2] show a growing field with potential effects on our daily lives and wallets. One interesting initiative is

---

1http://nilmworkshop.org/
2http://researcher.watson.ibm.com/researcher/view_group_pubs.php?grp=4989
the NILM Toolkit (NILMTK) \cite{11}, which is an attempt to standardize the various NILM algorithms and datasets. NILMTK is interesting to us because it is open for extension: it allows us the integration of dataset converters, or disaggregation algorithms. In the experiments section we will adapt our algorithms to work with the NILMTK data format, in order to be able to compare them against other existing algorithms.

3.1 Hardware requirements for energy disaggregation

In this work we have mostly focused on the algorithmic side of energy disaggregation. However, for these solutions to be implemented we need some basic hardware infrastructure to provide us with data on which to train and run our algorithms.

The easiest way to obtain appliance-specific data for training is to use special plugs to which the appliances connect \cite{12}. These plugs can be inconvenient to operate, and they present an additional cost for the consumers. Even more so, if consumers buy a special plug to read energy data from a device, they can obtain that data without the need for a disaggregation algorithm.

Some whole-house monitoring solutions already perform energy disaggregation for some devices, but the installation can cost up to hundreds of dollars, and once installed, the performance may not be as good as desired \cite{12}.

Finally, smart meters may present us with the solution to the data acquisition problem. These smart meters are currently replacing the old, analog power meters which we used to measure the power drawn by a house. Smart meters seem to be the first step towards a useful disaggregation infrastructure, as they are installed by the electrical companies. However, they currently send readings at very low sampling rates (between 15 minutes and 1 hour), which seems incompatible with most disaggregation algorithms.

As smart meters increase in complexity, we will start to see off-the-shelf solutions based on higher-frequency data, without the need to buy special plugs to gather training data for the algorithm. Until then, we can use algorithms designed for low sampling frequencies.
4 Definitions

In this section we will lay out the terms used in the following sections.

4.1 Markov chains

Markov chains are stochastic, memory-less processes that have a finite number of states. A process is a system whose state is represented by a set of variables. These variables are indexed, usually by time, and together form a series that represents the overall evolution of the process. A stochastic process is a process in which the state changes are random. The memory-less property (known as Markov property) states that the state of a system at any time \( t \) is only dependant on the state of the system at the previous timestep \( t - 1 \). From now on we will assume that the Markov chains work at discrete timesteps.

Markov chains can be represented as a directed graph, in which each node corresponds to one of the \( n \) possible states, which form a state space that we call \( S = \{1, 2, \ldots, n\} \). At each timestep, the model has one state in \( S \), and then it changes through what we call a transition. As we mentioned earlier, Markov chains are stochastic processes, and thus, given the state of the model, the possible transitions follow a certain probability distribution. Each transition \( P_{ij} \) corresponds to one of the edges in the graph and it is defined as the probability of having a transition from state \( i \) to state \( j \) given that the model is found at state \( i \). Note that transitions to the same state (self-loops in the directed graph) are possible. Since transitions are probabilities, it must hold true that, for all \( i \):

\[
\sum_j P_{ij} = 1
\]

Transition probabilities are usually grouped in a transition matrix \( P \), which is an \( n \times n \) matrix that holds each transition probability \( P_{ij} \). Finally, the Markov chain definition also includes an initial state distribution, which is the prior belief over the state of the system at initial time \( t = 1 \), and we will denote \( p(X_1) \). This is usually represented as a vector of probabilities. With this, we can formally represent a Markov chain as the tuple \( \langle S, P, p(X_1) \rangle \).

Given the initial state \( x_1 \) and \( P \), we can compute a distribution of states at time \( t = 2 \) by just multiplying \( x_1 P \), and in fact we can compute the distribution of states at time \( t = k \) by multiplying \( x_1 P^k \). With this, we can now formalize the memory-less property of the Markov chain at any time \( t \):

\[
P(X_{t+1} = x \mid X_t = x_t) = P(X_{t+1} = x \mid X_0 = x_0, X_1 = x_1, \ldots, X_t = x_t)
\]

A graphical representation of a Markov chain as a directed graph with \( S = \{1, 2, 3\} \) and transitions represented as edge labels can be seen in Figure 2.
In this case, the transition matrix is the following:

$$
P = \begin{pmatrix}
0.25 & 0.25 & 0.5 \\
0 & 0 & 1 \\
0.4 & 0.25 & 0.35
\end{pmatrix}
$$

Now, if we imagine that the initial state is $x_1 = (0.5, 0.5, 0)$, we can see that the distribution over the states at time $t = 1$ is $x_1 P = (0.125, 0.125, 0.75)$. We can also compute the probability distribution over the states of the system at any time $t$, as we said before.

Markov chains are a specific case of Markov processes, which are defined as any process that satisfies the memory-less property. Markov chains satisfy it, but they also have additional constraints like a finite state space and a discrete timestep. Markov chains are very useful to model time series, and they have been used for many different applications such as ranking websites in a popular search engine\textsuperscript{13}, defining the entropy of a language via modelling it as a Markov process\textsuperscript{14}, or generating sequences of numbers that follow a desired distribution\textsuperscript{15}. However, in many situations, the true state of the model cannot be measured, and Markov chains fall short - in those cases we need a more powerful model which is the hidden Markov model.
### 4.2 Hidden Markov models

A hidden Markov model (HMM) is a specific case of a Markov process, in which the system that follows the Markov property is hidden from the observer. Instead, we can only measure output values whose probability distribution depends on the state the hidden Markov process is in.

Formally, we represent the hidden Markov process as we did with the Markov chain: they can be represented as a directed graph, where each node corresponds to one state from $S = \{1, 2, \ldots, n\}$, and where each edge corresponds to one transition. The HMM also has a random variable $X$ that takes values from $S$, using $X_t$ to denote the value of $X$ at time $t$. However, remember that this variable is hidden; what we, as observers, can measure, is a random variable $Y$, the output or emission of the HMM, with $Y_t$ representing the value of $Y$ at time $t$. In the general case, we say that $Y_t = f(X_t)$; $f$ can be any function: a simple probability distribution, a constant value, a more complex function... A graphical example of the evolution of a hidden Markov model can be found in Figure 3.

Figure 3: Evolution of a hidden Markov model. In the top row, the states of the system at every time. In the bottom row, the emissions of each one of these states.

In the picture, the states $x_{t-1}, x_t, x_{t+1}, \ldots$ are generated from a Markov chain, but observers only have access to the values $y_{t-1}, y_t, y_{t+1}, \ldots$. It is worth to note that the outputs also follow the Markov property with respect to the states in the hidden process: if we know $X_1, X_2, \ldots, X_t$, then it is true that:

$$P(Y_t = y_t \mid X_t = x_t) = P(Y_t = y_t \mid X_1 = x_1, X_2 = x_2, \ldots, X_t = x_t)$$

Hidden Markov models are also a generalization of Markov chains: a HMM with identity as the emission function is essentially a Markov chain. However, hidden Markov models are much more powerful, and in fact they involve many inference problems. For example, computing the most probable sequence of states given the sequence of emissions, learning the parameters (transition probabilities and emission functions) of a HMM given a sequence of observations, or computing the most probable sequence of emissions given a HMM.
Because of the high expressive power of hidden Markov models, many problems can be modelled as HMM inference problems. For example, speech recognition\cite{16}, part-of-speech tagging\cite{17}, or even predicting protein topology\cite{18}. Even so, there are still some problems that cannot be easily modelled as an inference problem on a single HMM. For those kinds of problems we need to combine multiple HMMs in what is known as a factorial hidden Markov model.

4.3 Factorial hidden Markov models

Even though HMMs are very useful for solving a whole family of inference problems, they lack in terms of representational capacity. For example, if we want to model a time series with 20 bits of information (as we would do to model the evolution of a household composed by 20 on/of devices), a HMM can only represent that state space with $2^{20}$ states, which is an scaling that makes many instances of problems unfeasible to be solved with HMM.

Factorial hidden Markov models (FHMMs) are a general type of HMM that has more than one variable to encode the state. This means, that while a HMM before had only $X$, a FHMM has $k$ different state variables $X^{(0)}$, $X^{(1)}$, \ldots $X^{(k)}$. Now, the same time series with 20 bits of information can be modelled with a FHMM that has only 20 binary variables. In fact, a FHMM with $k$ models with $n$ states each is equivalent to a HMM with $n^k$ states. However, this higher expressive power comes with an increased computing cost, especially for inference algorithms.

Formally, we can represent a FHMM as a set of $k$ HMMs that evolve simultaneously and independently over time, where we use $X^{(i)}$ as the variable that represents the state of the $i$th HMM. Then, at each timestep, there is a sequence of variables for each HMM in the FHMM: $X^{(0)}_t$, $X^{(1)}_t$, \ldots $X^{(k)}_t$ for any time $t$. Each HMM in the model has its own number of states, and we let $n_i$ be the number of states of the $i$th HMM. Each HMM has its own emission functions, as well, which we will denote as $f^{(i)}_j$ to refer to the emission function of HMM $i$ for state $j$.

Each HMM in the factorial model has its own output, but this output is not visible to the observer. Now, the visible output at time $t$, $Y_t$, is a combination of the outputs of each one of the HMMs in the model, $X^{(0)}_t$, \ldots $X^{(k)}_t$. For example, a FHMM equivalent of Figure 3 (a representation of the evolution of a HMM) is given in Figure 4.
Figure 4: A representation of a FHMM. The top three rows correspond to three independent Markov chains, whose states condition the output at every point in time.

In this case, we have \( k \) HMMs that change state independently. Each one of them satisfies the Markov property. Their outputs at every time \( t \) \( Y_t^{(i)} \) are combined to form the output of the FHMM, which is found in the bottom row as \( Y_t \).

FHMMs were first introduced in the 90s, with Ghahramani and Jordan proposing a tractable algorithm to learn the parameters of a FHMM\(^{[19]}\). Since then, FHMMs have been used to solve various problems which were not easily tractable with HMMs, including again more robust speech recognition\(^{[20]}\), bioinformatics\(^{[21]}\), or source separation of audio signals\(^{[22]}\), which is closely related to energy disaggregation.

### 4.3.1 Additive factorial hidden Markov models

In the following sections we will refer to a special type of FHMM which we will call *additive factorial hidden Markov model*, following Kolter and Jaakola’s terminology\(^{[10]}\). These FHMMs output a value that is the sum of all the values outputted by the individual HMMs, hence the name *additive*. In other words, the output of an additive FHMM at time \( t \) is

\[
Y_t = \sum_{i=0}^{k} Y_t^{(i)}
\]

where \( Y_t^{(i)} \) is the output of the \( i \)th HMM.
Additive FHMMs are of special interest to us, because they offer a very intuitive way of modelling a household. As we will see later, we can model each device as a single HMM in which the different states correspond to the different states of the device (which might be just ‘on’ and ‘off’, but also maybe a low-power state, or an ‘on’ with several power levels). Each state has an emission corresponding to a power consumption, and the transitions depend on the device usage pattern.

If we are modelling a household, we can group several devices, each modelled with a HMM, into a single FHMM that models the entire house. This has to be an additive FHMM, since the ”aggregate” signal that we see is just the sum of all the power consumptions of all the devices in the house. For this reason, in the rest of this document, we will refer to additive FHMMs just as FHMMs, making a clear distinction only if necessary.
5 Disaggregation algorithms

In this section we will explain the three disaggregation algorithms, mentioning any necessary implementation details.

5.1 Technology overview

All three algorithms have been implemented mainly in Python\(^3\) using the necessary libraries for linear algebra and plotting (mainly NumPy\(^4\) and SciPy\(^5\)). In the case of AFAMAP, the quadratic program is solved using Gurobi\(^6\). The first two algorithms, which only require Python (and NumPy and SciPy) have been adapted to work under NILMTK\(^7\).

One of the most important differences between the algorithms is that DDSC and EDPF are both supervised learning algorithms, while AFAMAP is unsupervised. This is a key difference, and in the realm of practical energy disaggregation it is very important because supervised learning requires training data, and to obtain power consumption data for training we need special meters attached to every device that we want monitored in a household. Because of this, a good disaggregation algorithm may fail to reach out to consumers if they find the data acquisition step to be tedious or expensive. In contrast, AFAMAP works as a “plug and play” algorithm, which does not require extra hardware or cost.

5.2 DDSC: Discriminative Disaggregation Sparse Coding

The first algorithm we will consider is called DDSC. It was introduced by Kolter, Batra, and Ng in 2010\(^{[7]}\). It is based on sparse coding, which is a class of unsupervised learning methods that try to learn succinct representations of data\(^{[25]}\). It is an algorithm that is designed to work with data measured at a low sample rate (around one lecture per hour).

The low-sampling rate feature of DDSC makes it hard to compare to the other algorithms meaningfully, but we will compare them anyway to see if DDSC is also good in environments with a high sampling rate. If it is not, we can now that we have an alternative to the rest of algorithms when data comes in hourly measurements.

Sparse coding (also known as sparse dictionary learning\(^{[36]}\)) consists in given a vector \(x\), trying to learn a set of \(k\) over-complete bases \(\theta\) such that:

\[
x = \sum_{i=1}^{k} a_i \theta_i
\]

where \(a_i\) is the \(i\)th coefficient for the base \(\theta_i\). This is similar to Principal Component Analysis (PCA)\(^{[26]}\), which tries to learn a mutually linearly independent, complete set of bases that represent the data. Essentially, it transforms the data to a new system of coordinates, so that the bases of this system (called principal components) are aligned with the directions in which the dataset projects more variability.

In other words, the first principal component “explains” the highest percentage of the data, the second one explains the second highest, etc. If the first few principal components explain a high enough percentage of the data, the rest of them can be dropped to have a compact representation of the input.

Unlike PCA, which learns a complete set of bases, sparse coding tries to learn an over-complete set of bases. If PCA can represent an \(n\)-dimensional vector with \(k\)

\(^3http://www.python.org/\)
\(^4http://www.numpy.org/\)
\(^5http://www.scipy.org/\)
\(^6http://www.gurobi.com/\)
\(^7http://github.com/nilmtk/nilmtk\)
bases, with \( n > k \), sparse coding tries to represent it with \( k > n \). The reason for this is that an over-complete set of bases allows it to better capture patterns that are found in the input data (in the case of energy disaggregation, these patterns are the device use patterns).

However, learning an over-complete set of bases leads to the problem that the set of coefficients \( a_1, a_2, \ldots, a_k \) is no longer uniquely determined by the input and the bases. In order to solve this, sparse coding enforces a criterion of sparsity over the coefficients, penalizing those that are far from zero. The problem of sparse coding a set of \( m \) vectors, then, is fully defined as:

\[
\min_{a_1, \ldots, a_m} \sum_{i=1}^{m} \left\| x^{(j)} - \sum_{i=1}^{k} a_i^{(j)} \theta_i \right\| + \lambda \sum_{i=1}^{k} S(a_i^{(j)})
\]

where \( x^{(j)} \) is the \( j \)-th vector in the set, \( a_i^{(j)} \) is the vector of coefficients that represent the \( j \)-th vector in the set, \( \theta_i \) is the \( i \)-th basis, and \( a_i^{(j)} \) is the \( i \)-th coefficient that is used to represent the \( j \)-th vector. \( S(a) \) is a function that returns a cost based on the sparsity of \( a \), and \( \lambda \) is a parameter used to vary the degree in which the sparsity criterion is enforced. This is an optimization problem which needs to optimize in two dimensions at the same time. One of them is finding the appropriate coefficients for every vector of the input set, and the second one is finding the appropriate set of basis, common for all the vectors in the input set.

### 5.2.1 Basic algorithm

DDSC is a supervised learning method. Let \( m \) be the number of houses (1 in our tests, since we test each house separately), and let \( T \) be the number of data points we have for each house, which should be sampled with a low sampling rate, according to the source paper. Finally, let \( k \) be the number of different classes of devices we want to disaggregate.

The input to DDSC is a \( T \times m \) matrix of power readings, where each column contains the power readings for each house. The input also contains \( X_1, X_2, \ldots, X_k \), which are also \( T \times m \) matrices representing the separate signals for each class of device. Now, DDSC applies sparse coding on all the training matrices \( X_i \) to be able to approximate \( X_i = B_i A_i \), where \( B_i \) are the bases and \( A_i \) are the coefficients (also called activations).

Once the base \( B_i \) and the activations \( A_i \) have been learned for each class, disaggregating an input signal \( \bar{X} \) becomes a matter of solving the optimization problem

\[
\bar{A}_i \_k = \arg\min_{A_{i,k} \geq 0} \left\| \bar{X} - B_i \_k A_{i,k} \right\|^2 + \lambda \sum_{p,q} (A_{i})_{pq} \equiv F(\bar{X}, B_i \_k, A_{i,k})
\]

where \( A_{i,k} \) is used to denote \( A_1, A_2, \ldots, A_k \), and \( A_{pq} \) is the element in the \( p \)-th row and \( q \)-th column of \( A \). Note how we abbreviate this optimization function in the right side, since we will use this notation later. This is again an optimization problem that assumes that the bases \( B_i \) have learned to capture device use patterns. These bases are now used to find suitable activations that are sparse, enforced with the second term in the formula with the \( \lambda \) parameter. These activations \( A_1, A_2, \ldots, A_k \) are then used to disaggregate the signal \( \bar{X} \) the following way:

\[
\hat{X}_i = B_i \hat{A}_i,
\]

where \( \hat{X}_i \) is the signal corresponding to the \( i \)-th class of devices.

The intuition behind this method is that the bases \( B_i \) are trained to learn the use patterns of every device, so they are better suited to represent the \( i \)-th portion of the signal than any other basis. This is the desired behaviour, but unfortunately in practice
this first part does not produce good results, because the bases are trained to learn the
device use patterns with the hope that they will produce a small disaggregation error,
but they are not built explicitly to minimize this error. To fix this, DDSC introduces
a method to improve the bases, which is based in structured prediction[27].

The second step is based in the intuition that the best optimal activations of \( \hat{A} \),
called \( A^* \), are the ones obtained from the sparse coding step. The idea, then, is to
optimize the bases \( B_{1..k} \) so that when performing the optimization over \( A_{1..k} \), the
value of \( \hat{A} \) is as close as \( A^* \) as possible. However, changing the bases \( B_{1..k} \) also affects
the optimal \( A^* \), so the bases that are being optimized, now called \( \tilde{B} \) (referred to as the
disaggregation bases) need to be different to the ones obtained in the sparse coding
step (referred to as the reconstruction bases). The problem is formulated as finding
bases \( \tilde{B}_{1..k} \) such that:

\[
A^*_{1..k} = \arg \min_{A_{1..k} \geq 0} \left\| \bar{X} - \tilde{B}_{1..k} A_{1..k} \right\|^2 + \lambda \sum_{i,p,q} (A_i)_{pq}
\]

To find this optimal bases, the authors of DDSC use a method based on the
structured perceptron[28]. The process is done iteratively, first computing the value of
\( A_{1..k} \), and then doing an update on the bases \( \tilde{B}_{1..k} \), repeating this until convergence.

The training phase of the DDSC algorithm ends here. Now, with the reconstruction
bases \( B_{1..k} \), given an aggregated test example \( \bar{X}' \), we can compute \( \hat{A}'_{1..k} \), and predict \( \bar{X}'_i = B_i \hat{A}'_i \). The complete DDSC method is shown in Figure 5.

Figure 5: Detailed DDSC algorithm. Figure taken from[7].

The algorithm has been implemented in Python following the original paper’s
methods. However, we have not succeeded in implementing the extensions that are
presented in the original paper (total energy priors, group lasso, etc.).
5.3 EDPF: Energy Disaggregation via Particle Filtering

EDPF is a supervised algorithm that is based on particle filters, which are a common name for Sequential Monte Carlo methods\textsuperscript{[29]}. The name comes from the fact that they are used to solve the filtering problem. Contrary to DDSC, EDPF needs data that is sampled at a high rate (around 1 Hz). The reason for this, as we will see later, is that EDPF needs lots of data in order to build a model that represents each device accurately. With a granularity of hours it is not possible to know certainly how often does a device turn on and off.

The filtering problem is, in essence, a problem of inference on hidden Markov models: it consists in finding the current state of a hidden Markov model (or the whole series of states since time $t = 0$) based on only the observations of the model up to the present\textsuperscript{[30]}. Several algorithms try to solve the filtering problem, given the nature of the model. The most basic on is the Bayesian filter\textsuperscript{[31]}.

Formally, we have a Markov process with states $S = \{1, 2, \ldots, n\}$, with a random variable $X_t \in S$ that is the state of the process at time $t$. The process follows the Markov property, and we denote the output at time $t$ as $Y_t$. The filtering problem consists in estimating $X_1, X_2, \ldots, X_{t-1}$ given $Y_1, Y_2, \ldots, Y_t$. In order to do this, we need to know the posterior distribution $p(X_t | Y_1 = y_1, Y_2 = y_2, \ldots, Y_t = y_t)$ to know which state is the most likely at time $t$.

From now on we will use $X_{1:t}$ as shorthand for $X_1, X_2, \ldots, X_t$. If we apply Bayes’ rule, we have:

$$p(X_t | Y_{1:t}) = \frac{p(Y_{1:t} | X_t)p(X_t)}{p(Y_{1:t})}.$$  

If we know the parameters of the model (transition probabilities, emission functions, initial state distribution), then we can compute this distribution recursively in two steps. First, the prediction step:

$$p(X_t | Y_{1:t-1}) = \sum p(X_t | X_{t-1})p(X_{t-1} | Y_{1:t-1})$$

This corresponds to calculating the prior probability of the next state, having seen all the observations until time $t$. After this comes the update step, in which after we make a new measurement, we refine our beliefs by computing the estimate a posteriori using Bayes’ rule:

$$p(X_t | Y_{1:t}) = p(X_t | Y_{1:t-1}, Y_t) = \frac{p(Y_t | X_t, Y_{1:t-1})p(X_t | Y_{1:t-1})}{p(Y_t | Y_{1:t-1})}$$

In the fraction, the first factor is a parameter of the model (probability of an observation given a state), the second factor is the prior, and the denominator acts as a normalization constant. For this reason, we can omit the denominator and normalize the probabilities at a later step.

This is the general layout of a recursive Bayesian filter. At each step, it makes a new prediction a priori, and then updates its beliefs after seeing the evidence. The advantage of this approach is that it can be done online, without need to store all the learned distributions at every timestep.

There are other methods to solve the filtering problem, and other kinds of filters such as the Kalman filter, that can analytically compute the distributions if the shape of the posterior is Gaussian\textsuperscript{[32]} \textsuperscript{[33]}. However, these methods are based on assumptions over the shape of the distribution, or the linearity of the emission functions.

In our case, energy disaggregation is not necessarily gaussian nor linear, given the power signature of some devices - these are not on/off devices with very clear power consumptions, but they may be devices such as a drill, that have a continuous range of power activity. However, as the model increases in complexity, inference becomes
computationally expensive. For these cases we use approximate methods to solve the filtering problem, and particle filters are one of them.

5.3.1 Particle filters

Particle filters try to implement a recursive Bayesian filter by successive Monte Carlo simulations. They use a number of particles to represent the posterior distribution of the state given the observations. These particles have weights which intuitively correspond to the likelihood of the state they represent in the target distribution. As the number of particles increases, we can better approximate the posterior distribution.

The particle filter works as follows: suppose we have a probability distribution $\pi$ that we want to approximate. The Sequential Monte Carlo method approach consists in sampling this distribution independently $N$ times, giving us $N$ independent variables $(\text{particles}) X^i$ for $i \in [1, 2, \ldots, N]$. Then, we can approximate the original distribution by doing:

$$\hat{\pi}(x) = \frac{1}{N} \sum_{i=1}^{N} \delta(X^i, x)$$

where $\delta(x, y)$ is a function that is defined as 1 if $x = y$, and 0 otherwise. In literature this is done using the dirac delta function. In the end, the empirical approximation of the density of $x$ is obtained by sampling the original distribution $N$ times, and counting how many times we sampled $x$.

This can also be done if the distribution is over a state space with $t$ multiple values; in other words, the distribution is over states of the form $x_{1:t} = (x_1, x_2, \ldots, x_t)$. The previous formula can be applied:

$$\hat{\pi}(x_{1:t}) = \frac{1}{N} \sum_{i=1}^{N} \delta(X^i_{1:t}, x_{1:t})$$

This is usually a problem when the original distribution cannot be sampled from because it is too complex, or it is unknown. In these cases importance sampling is commonly used, which consists in sampling from a separate distribution $q(x)$ which shares some properties with the target distribution, and samples are weighted according to the ratio between the two distributions:

$$\hat{\pi}(x_{1:t}) = \sum_{i=1}^{N} w_i \delta(X^i_{1:t}, x_{1:t})$$

where $X_{1:t} \sim q(x)$ and $w_i$ is calculated from the ratio $\frac{\pi(x)}{q(x)}$.

5.3.2 Basic algorithm

EDPF works by modelling every device as a HMM, fitting each HMM to the training data for that device, and then using this information to run a particle filter on the aggregate signal. We can treat the whole household as a FHMM with $k$ discrete state variables (one for every device), or as a single HMM with $n^k$ states (assuming each device has $n$ states). In order to learn these HMMs, EDPF needs disaggregated training data corresponding to the power values of every device during a period of time. EDPF uses this data to fit HMMs to every device, and in the disaggregation phase it uses these HMMs to sample states and weights for a particle filter.

In any case, if we have the parameters of each HMM, we can compute the initial state distribution $p(X_1)$, the transition probabilities $p(X_t|X_{t-1})$, and the emission probabilities $p(Y_t|X_t)$ of the whole system. For this last term, we assign probability very close to 1 to a power value $Y_t$ that is close to the sum of the individual power consumptions of every device, and 0 otherwise. Now, we have a good approximation
of the distribution $p(X_t|Y_{1:t})$ (using Bayes’ rule), and since it follows the Markov property, we can easily sample values from it.

Specifically, EDPF runs a bootstrap filter\[37\]. Particles are represented as a tuple $\{x_{1:t}, w_t\}$, where $x_{1:t}$ is the sequence of states from the beginning of the algorithm, and $w_t$ is the weight of each particle at time $t$. The algorithm is the following:

**Algorithm 1 Bootstrap filter**

1. $\mathcal{P} = \{x_1^{(i)} \sim p(X_1), w_1^{(i)} = \frac{1}{N}, i \in [1..N]\}$
2. for every $t > 1$ do
3.   for every particle $p_i$ do
4.     Sample next state: $x_t^{(i)} \sim p(X_t|X_{t-1})$
5.     Compute particle weight: $w_t^{(i)} = p(X_t = x_t^{(i)}|Y_t)$
6.     Normalize all weights: $w_t^{(i)} = w_t^{(i)} / \sum w_t^{(j)}$
7.   for every particle $p_i$ do
8.     $p_i = \text{resample}(\mathcal{P})$
9. return $\text{predict}(\mathcal{P})$

The algorithm works intuitively by having many simulations of the model, each one corresponding to one particle, with the weights corresponding to the likelihood of this simulation. At every step in time, we generate our prior belief over the state of the system, and weight that prediction based on the probability of it happening once we have made the observation. After having done this for all particles, we do a resampling step.

Resampling is done to discard very unlikely hypotheses and replace them for more likely ones. The function $\text{resample}(\mathcal{P})$ selects one particle $p_i \in \mathcal{P}$ with probability $w_i$, since those are normalized weights, and they define a probability distribution. This results in more likely particles being resampled more times, increasing the chances of approximating the desired distribution of the model.

At the end, we select a winner explanation which corresponds to the most likely sequence of states given the observations on the model. The function $\text{predict}(\mathcal{P})$ selects, in the case of EDPF, the particle with the highest weight, but this prediction can be made in many different forms: we could combine several of the particles with the highest weights into a single explanation, or even further process the winner particle given some other information.

The whole bootstrap filtering process is shown in Figure 6.
5.3.3 Learning device HMMs from data

In order for EDPF to work, we need to know each device’s HMM parameters to compute the joint probability distributions. As we said before, we need training data for every device, which corresponds to sequences of values $Y^{(k)}_1, Y^{(k)}_2, \ldots, Y^{(k)}_t$ for every device $k$. EDPF greatly benefits of high sampling rates, as HMMs are fitted by counting methods, and we need transitions to happen in a very fine way.

Once we have data for every device, we are faced with the problem of fitting a HMM to that data. There are several ways of doing so, for example using the expectation-maximization algorithm (EM) or the Baum-Welch algorithm; in our case, we will take a simpler approach. First, we preprocess the signal and approximate it to a piecewise constant signal, and then we build a HMM with as many states as different power levels we have observed, with transition probabilities computed by counting how many timesteps the device was found in each state, and emissions of each state being that same power value. We have tried two ways of approximating the signal to a piecewise constant signal: the clustering approach, and the signal denoising approach.

The clustering approach uses k-means to identify $k$ important “power levels” for the device. The most basic clustering is a one-dimensional clustering and corresponds to an on/off device, but often devices have several power levels (for example, TVs have a stand-by mode, or microwave ovens work at different powers). In this case, it is required to fine-tune the $k$ parameter.

A possible option is to include some heuristics during this process to make the clustering automatic: if with a certain $k$ there are clusters that have very few observations (for example, less than 2%), then the whole process is repeated with a smaller $k$ until groups are representative enough. Once all observations are clustered, each point in the signal is replaced by the representative of its group (computed as the mean or median).
5.3.4 Signal denoising approach

The signal denoising approach uses total variation denoising (TV-denoising)\cite{42} to achieve a piecewise constant signal. This method tries to minimize the total variation of a signal \( y \), which is defined as:

\[
TV(y) = \sum_{n>0} |y_n - y_{n-1}|
\]

Informally, it corresponds to the sum of the changes in the signal’s magnitude. This function is interesting because signals with higher noise tend to have higher total variation, so if we reduce the total variation while still being close to the original signal, we will have removed some undesired noise. This idea is very useful for image processing, and in fact TV-denoising can be used to enhance and remove noise in images\cite{43}.

Total variation denoising is basically an optimization problem. The TV-denoised signal \( x \) for a given signal \( y \) is defined as:

\[
x = \arg\min_x \left( \sum_n (y_n - x_n)^2 + \lambda \, TV(x) \right)
\]

The \( \lambda \) parameter controls the degree of smoothing. The bigger \( \lambda \) is, the less fluctuation will be in the resulting signal. It is easy to see that for every signal there exists a value \( \lambda_{\text{max}} \) in which performing TV-denoising with \( \lambda \geq \lambda_{\text{max}} \) results in the trivial solution \( x = \text{mean}(y) \) (a solution with no fluctuation that minimizes the square error).

Figure 7: Total variation denoising allows us to reduce the total variation of a signal while keeping close to the original signal. Top: original signal. Middle: noisy signal. Bottom: denoised signal using TV denoising.

Once the signal has been denoised, a second pass over the signal transforms it to a true piecewise constant signal by greedily assigning the non-constant values to the closest constant power level.
5.4 AFAMAP: Additive Factorial Approximate Maximum A Posteriori

AFAMAP is an algorithm introduced by Kolter and Jaakkola that performs Maximum A Posteriori inference in additive FHMMs [10]. A key advantage of AFAMAP over the rest of algorithms in this report is that AFAMAP is an unsupervised algorithm: it works over the aggregated signal without the need of a priori knowledge of the devices of the house. However, it also benefits from having a detailed model of the house appliances. In this project we will work with a priori information on the house appliances.

For this reason (and the one-at-a-time assumption, which states that at every data point, at most one device is changing state), AFAMAP needs a high sampling rate (of around 1 Hz) to ensure optimal results.

AFAMAP works with two simultaneous models: the additive model and the difference model. The additive model corresponds to the individual contribution of each device to the aggregate signal. On the other hand, the difference model corresponds to changes in the overall power consumption at each timestep: under some assumptions, changes in the aggregate signal value can be explained by a single device turning on/off.

5.4.1 Basic algorithm

In this section we will formalize both the additive and the inference factorial models which are the base of AFAMAP. Then we will develop the MAP inference problem as a quadratic programming problem.

The additive factorial model is modelled as follows:

\[ x_1^{(i)} \sim \text{Mult}(\phi^{(i)}) \]
\[ x_t^{(i)} | x_{t-1}^{(i)} \sim \text{Mult}(P_t^{(i)} x_{t-1}^{(i)}) \]
\[ \bar{y}_t | x_t^{(1:N)} \sim N \left( \sum_{i=1}^{N} \mu_t^{(i)} x_t^{(i)}, \sigma \right) \]

where \( N \) is the number of devices (and thus, the number of HMMs in the model), and \( m_t \) is the number of states in the \( i \)th HMM, which corresponds to the different number of states a device can be in. Also, \( T \) is the number of timesteps; \( x_t^{(i)} \) is the state of the \( i \)th HMM at time \( t \); \( \bar{y}_t \) is the observed output at time \( t \), and \( \mu_t^{(i)} \) is the mean of the \( i \)th HMM for state \( j \). Finally, \( \phi^{(i)} \) is the initial state distribution for the \( i \)th HMM, \( \sigma \) is the observation variance, and \( P^{(i)} \) is the transition matrix for the \( i \)th HMM.

As one can see, this model follows the Markov property: the first formula represents the state of the model at the first timestep. Then, the state at successive timesteps only depends on the previous one, and the probabilities are derived from the transition matrix. Finally, the output at any time \( t \) only depends on the state of the system at that time, and it corresponds to the sum of individual outputs.

The difference factorial model is modelled similarly. It is still a FHMM, and thus the HMMs inside it follow the Markov property, and we use the same parameters to describe it. However, the output at time \( t \), which is denoted \( \Delta \bar{y}_t \) is defined as:

\[ \Delta \bar{y}_t | x_t^{(1:N)} \sim N \left( \sum_{i=1}^{N} \left( \mu_t^{(i)} x_t^{(i)} - \mu_t^{(i)} x_{t-1}^{(i)} \right) \right) \]
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This means that the output of the difference factorial model at every time \( t \) is the total increase in power with respect to the previous timestep. A comparison between the two models is shown in Figure 8.

Figure 8: On the left, the additive factorial model. On the right, the difference factorial model. Original figures from Kolter and Jaakkola’s paper[10].

Now, both systems are used together, because the additive model captures the total aggregate output very well, and at the same time the difference model encodes the changes in the power signal at every timestep. Apart from this, a separate third component is added to both additive and difference models to make the model more robust against outliers. It is a component than can take any value but that is regularized via total variation. In the additive model, it is denoted by \( z_t \), while in the difference model it is denoted by \( \Delta z_t \). This extra signal will be used to represent the “unexplained” power which is not assigned to any device, and the total variation regularizer encourages it to take piecewise constant values, which will represent the unexplained power coming from other devices.

Now, let us model the disaggregation problem as a MAP inference problem. We will first model the exact MAP inference problem, but afterwards we will relax it using some key observations in order to develop the final AFAMAP algorithm. The exact MAP inference is an optimization problem over the variables

\[ Q = \{ Q(x^{(i)}_t) \in \mathbb{R}^{m_i}, Q(x^{(i)}_{t-1}, x^{(i)}_t) \in \mathbb{R}^{m_i \times m_i} \} \]

which are indicator variables that satisfy that \( Q(x^{(i)}_t)_j = 1 \iff x^{(i)}_t = j \), and \( Q(x^{(i)}_{t-1}, x^{(i)}_t)_{j,k} = 1 \iff x^{(i)}_{t-1} = j, x^{(i)}_t = k \). These variables are subject to the following set of constraints \( \mathcal{L} \):

\[
\begin{align*}
\sum_{j=1}^{m_i} Q(x^{(i)}_t)_j &= 1 \\
\sum_{k=1}^{m_i} Q(x^{(i)}_{t-1}, x^{(i)}_t)_{j,k} &= Q(x^{(i)}_{t-1})_j \\
\sum_{j=1}^{m_i} Q(x^{(i)}_{t-1}, x^{(i)}_t)_{j,k} &= Q(x^{(i)}_t)_j \\
Q(x^{(i)}_t)_j, Q(x^{(i)}_{t-1}, x^{(i)}_t)_{j,k} &\geq 0
\end{align*}
\]

The first constraint imposes that every device must be in exactly one state at all times. The second and third constraints enforce the relationship between the two types of indicator variables: if \( Q(x^{(i)}_{t-1}, x^{(i)}_t)_{j,k} \) is true, then both \( Q(x^{(i)}_{t-1})_j \) and \( Q(x^{(i)}_t)_k \) must also be true.

Now, exact MAP inference can be expressed as optimizing the likelihood of the models subject to the constraints in \( \mathcal{L} \), using binary variables (enforcing \( Q \in \{0,1\} \)).
This results in a mixed-integer quadratic program, which is hard to solve\cite{44}, so the authors of AFAMAP have relaxed it using some key observations.

The first observation is the one-at-a-time condition, which is reasonable to accept under high sampling rates (e.g. 1 Hz). The one-at-a-time condition is used to further limit the set of distributions that could explain the observation. Formally, this can be represented with this additional constraint:

$$O = \sum_{i,j,k \neq j} Q(x_{i-1}^{(i)}, x_i^{(i)})_{j,k} \leq 1$$

This constraint simplifies the math, allowing the quadratic component in the problem to be replaced by a linear component.

The second observation is that we can drop the integer constraint on the variables, since the nature of the problem encourages integer solutions anyway. Dropping this constraint turns the problem into a convex linear program which can be solved much more easily.

The final AFAMAP algorithm is shown in Figure 9:

```
Input: $\tilde{y}_{1:T} \in \mathbb{R}^n$, aggregate output signal; $\mu^{(1:N)}_{1:m} \in \mathbb{R}^n$, state means for $N$ HMMs; $\Sigma_1, \Sigma_2 \in \mathbb{R}^{n \times n}$, $\lambda_1, \lambda_2 \in \mathbb{R}_+$, covariance and regularization parameters

minimize over $\{Q \in \mathcal{L} \cap \mathcal{O}, z_{1:T}\}$

$$\frac{1}{2} \sum_t \left\| \tilde{y}_t - z_t^{1/2} z_t - \sum_{i,j} \mu_j^{(i)} Q(x_i^{(i)}, x_t^{(i)})_j \right\|_{\Sigma_1^{-1}}^2 + \frac{1}{2} \sum_{t,i,j,k \neq j} \left\| \Delta \tilde{y}_t - \Delta \mu_k^{(i)} \right\|_{\Sigma_2^{-1}}^2 Q(x_{i-1}^{(i)}, x_t^{(i)})_{j,k} + \frac{1}{2} \sum_t D(\Sigma_2^{-1/2} \Delta \tilde{y}_t, \lambda_2) \left(1 - \sum_{i,j} Q(x_{i-1}^{(i)}, x_t^{(i)})_{j,j}\right)
+ \sum_{t,i,j,k} Q(x_{i-1}^{(i)}, x_t^{(i)})_{j,k} (-\log \mu_k^{(i)})
+ \lambda_1 \sum_t \|z_t - z_{t-1}\|_1$$

Output: $\tilde{y}^{(1:N)}_{1:T}$, predicted individual HMM output

$$\tilde{y}_t^{(i)} = \sum_j \mu_j^{(i)} Q(x_t^{(i)})_j$$
```

Figure 9: The AFAMAP algorithm. Original figure from Kolter and Jaakkola\cite{10}.

The first term is optimizing the likelihood of the additive factorial model; the second term corresponds to the difference model. The third component includes the
Huber loss function\cite{45}, which corresponds to the error the signal $\Delta z$ in the difference FHMM model, and intuitively is the error of the signal $\Delta z$ if there has been no change in the devices, and 0 otherwise. The Huber loss function is the result of analytically optimising the error of $\Delta z$ using the one-at-a-time assumption. The fourth component is penalizing unlikely transitions, and finally the fifth component is the regularization term on the “unexplained” signal $z_t$, which encourages it to take on piece-wise constant values.

The problem can be solved with commercial solvers (such as Gurobi), but in practice, the total variation term (the fifth term in the AFAMAP problem) is not handled very well by the software. For this reason, AFAMAP first fixes $z$, solves the remaining problem with a commercial solver, and then fixes $Q$ and solves the remaining problem, which is a total variation regularization problem that can be solved efficiently\cite{46}. This process is repeated until convergence.

5.4.2 AFAMAP as an unsupervised energy disaggregation algorithm

We mentioned that AFAMAP is an unsupervised algorithm, which is a clear advantage compared to the other algorithms presented. However, it still needs information about the devices in a house: specifically, the state means for the devices (i.e. the mean power consumed in each state) and also the transition matrix for every device (i.e. the usage pattern of each device).

Kolter and Jaakola\cite{10} propose to use total variation regularization to approximate the signal as a piecewise constant series, which makes the data easier to work with. The next step consists on finding all the cases in which a device was turned on (making the power consumption go up by a certain amount) and eventually went back to the original value. If the sampling is fast enough some individual device power consumptions can be captured this way, and these are modelled as HMMs. The means of the states correspond to the observed power change, and the transition probabilities can be obtained by counting how much time each device spends in each state.

After this, AFAMAP runs spectral clustering to group some of the similar HMMs together, and the result is fed to the quadratic program that does the MAP inference. This results in a very powerful algorithm that does not need any training data.

This results in an algorithm that can run in an unsupervised fashion, while at the same time greatly benefiting of accurate training data and powerful modelling algorithms.
We also consider some of the algorithms in NILMTK in our tests, to have a better insight on how our implementations are working, and how do they compare to others. Specifically, we will run tests with two of the algorithms in NILMTK.

The first one (abbreviated as CO in the original paper, and COOP here) is based on combinatorial optimisation\cite{11}. At training time, it clusters each device’s power consumption values in order to have a set of power states. For example, if the power consumption of the \( k \)th device is \((0,0,0,0,30,35,35,28,35,0,0)\), COOP clusters the values and finds two power states: \((0,30)\).

It then builds a 2d matrix in which each column represents a device, and each row represents every possible combination of the power values of the devices (in other words, the Cartesian product of all the device power values). For example, the next matrix corresponds to a set of 3 on/off devices, with power consumptions 20W, 100W, and 50W respectively:

\[
\begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 50 \\
0 & 100 & 0 \\
0 & 100 & 50 \\
20 & 0 & 0 \\
20 & 0 & 50 \\
20 & 100 & 0 \\
20 & 100 & 50
\end{bmatrix} \Rightarrow \begin{bmatrix}
0 \\
50 \\
100 \\
150 \\
20 \\
70 \\
120 \\
170
\end{bmatrix}
\]

At disaggregation time, COOP just finds the row whose sum is nearest to the aggregated signal. For example, if the signal to be disaggregated is \( y = (55,115,120) \), then we can now that at time \( t = 1 \) we had only the 3rd device on; at time \( t = 2 \) and \( t = 3 \), we had the first one and the second, etc.

The second algorithm, abbreviated as FHMM\cite{11}, is very similar to EDPF. In the training phase, it fits a HMM to every device given the disaggregated training data; then combines all the HMMs into a single one. At runtime, it runs the Viterbi algorithm\cite{47} to find the most likely sequence of states given the observations. FHMM works with the \textit{hmmlearn} Python library\footnote{https://github.com/hmmlearn/hmmlearn}, which includes many methods to build and perform inference on HMMs.
5.6 Implementation

As we said in the beginning of this section, we have implemented all three algorithms DDSC, EDPF and AFAMAP in Python, using libraries such as NumPy and SciPy. However, our implementation differs from the source material in a few ways.

In the case of DDSC, we have implemented the basic algorithm using the same methods shown in the original paper [7]. However, I was not able to successfully implement and test the proposed extensions. One of particular interest is the Group Lasso [48] extension, which tries to group the activations of a device through the set of houses, but unfortunately this extension had to be dropped from the final algorithm due to it performing poorly, and also because of the testing environment using only one house.

In the case of EDPF, the implementation of the bootstrap filter is straightforward. To compute the updated weights given an observation, I assumed that every state of the HMM outputs a constant value (the steady state load assumption), but for practical purposes I modelled them as a normal distribution $N \sim (\mu, \sigma^2)$ with $\mu$ equal to the state’s power value, and $\sigma$ set to a small constant. Then, the weight can be computed as the probability of the observation being sampled from a normal distribution $N_t$ which is a sum of normal distributions:

$$N_t \sim \left( \sum_{i=1}^{k} \mu_i, \sum_{i=1}^{k} \sigma_i^2 \right)$$

In the case of AFAMAP, I implemented the quadratic program as seen in the original paper [10]. However, I used [49] to solve the TV regularization problem to compute the new $z$ for a fixed $Q$.

Also, I departed from the proposed approach by running a supervised version of AFAMAP, applying the same method we used in EDPF to build the HMMs. Once we have the HMMs for the devices, we pass them to the MAP inference quadratic program. The main reasons behind this choice are simplicity and ease of comparison with the other algorithms, as now they are all trained and tested using the same data.
6 Datasets

The initial scope for this project considered working on different datasets, but due to time constraints I have reduced the testing to only one of them, REDD. This is so because it is the most commonly used dataset for energy disaggregation: both the AFAMAP authors and the NILMTK developers use it for benchmarks. However, for reference, I will also include in this section GREEND, which is another potential dataset for testing our algorithms.

6.1 REDD

REDD (Reference Energy Disaggregation Dataset) is a dataset built for the purpose of energy disaggregation, using readings from 6 different houses\cite{50}. The frequency of the readings is around 1 Hz, but in some cases the readings are done every 3 seconds.

The dataset includes power readings as well as high frequency voltage data that can be also used for disaggregation. However, since our algorithms only deal with power consumption, we will ignore the high frequency data.

REDD is the dataset on which tests are run on the original AFAMAP paper. However, as we mentioned earlier, they do not use the training data; they only take the aggregate signal and try to disaggregate from there. In our case we will use the original disaggregate data to build the device HMMs and from there we will run AFAMAP.

We will access the dataset through NILMTK, as it provides a converter to its file format. In the experiments, we will run the disaggregation with $k = 5$ devices, which are selected as the top 5 consuming devices in each household.

6.2 GREEND

GREEND (GREEND Electrical ENergy Dataset) is a dataset built with energy readings from houses in Italy and Austria\cite{51}. It features readings from 8 different houses. Readings are done with a frequency of 1 per second.

To gather the data, a small computer and storage device was introduced in each house, along with a series of sensing outlets that would read the appliance energy consumption at fixed intervals. For more information, the introductory paper to the dataset contains more details on the setup and case studies.\cite{51}

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure10.png}
\caption{Aggregate energy consumption of GREEND’s building0 over the course of a 24-hour period. Different chunks with very different behaviours can be identified looking at the aggregate signal.}
\end{figure}
Apart from energy disaggregation (which is tested by the authors with a particle-filter-based disaggregator), the GREEND paper introduces more problems such as occupancy detection or appliance usage modelling. The first problem, although interesting, is of less use to us as the second one. Appliance usage modelling consists on mining the patterns in which devices are used by residents, which can be later used as extra information for the disaggregation process.

Since GREEND contains fairly consistent 1 Hz readings, there is little preprocessing concerning this issue. However, there are some instances in which the devices failed to report any power consumption, producing lots of NA values. NILMTK allows to easily parse the GREEND dataset and read the data while applying a desired function on the NA values (for example, drop them, but also copy the last non-NA value seen, for example).
7 Methodology

In this section we outline the main experimentation procedure. We have designed these experiments with the following goals in mind:

- Find out if disaggregation is possible, and if it can be done producing useful results. We also want the experiments to give us insights on the requirements of energy disaggregation algorithms and their feasibility.
- Compare the algorithms with respect to three criteria: accuracy, running time, and scalability.

To do this, we will train and test the algorithms with different power series from REDD. First, we will train and test the algorithms with the same data. We will compare runtime and accuracy. This serves as a baseline, to see how good the algorithms are at just running on learned data.

Second, we will train the algorithms on a dataset representing a household’s consumption over a day or a week, and we will test the models the same house, but during a different period of time.

Third, we will run different tests on very short amounts of time in order to test AFAMAP against other algorithms.

The specific metrics we will use to compare the algorithms are:

- **Run time.** Measured in seconds to train, and seconds to disaggregate.
- **F-score** ($F_1$). Introduced by NILMTK, it is defined as the harmonic mean of precision and recall of properly classifying devices as on/off (higher $F_1$-scores are better):
  \[ F_1 = 2 \frac{P \cdot R}{P + R} \]
- **Average RMSE (per device).** The average of the mean square errors between the prediction and the real value of each device. This is a continuous value, and is defined as follows, where $\hat{y}$ denotes the prediction and $y$ denotes the ground truth value (lower errors are better):
  \[ RMSE = \sqrt{\frac{1}{T} \sum_{t} (y_t - \hat{y}_t)^2} \]

The majority of the experiments have run on a machine with 16 GB of memory and a i7-6700k CPU running at 4.00 GHz. The AFAMAP experiments have been run on a machine with 8 GB of memory and a i5-3230M CPU running at 2.60 GHz, due to AFAMAP requiring 3rd party software that I was unable to get working on the first machine.
8 Results and discussion

8.1 Exploratory tests: REDD

We will run an exploratory test on the first building of REDD in order to have an idea of how the disaggregators perform. To do this, we will first train and test the algorithms on a day worth of data of the first building of REDD, sampling at 1 Hz. Then we will redo the test with 8 days worth of data, sampling once every 30 seconds, to see how they scale. The disaggregation here attempts to predict the power consumption of the top 5 devices in the building.

As we mentioned in section 5, these algorithms are designed to work in environments with different sampling rates: DDSC works with hourly readings, while the rest of the algorithms work with a sampling frequency of 1 Hz. For this reason, we expect DDSC to perform poorly in the following experiments, as they are ran on datasets with high sampling rate.

The data looks like this:

![Figure 11: Data for REDD’s building 1. Data for the top 5 appliances is shown between 19th and 30th of April, 2011.](image)

<table>
<thead>
<tr>
<th></th>
<th>Training time</th>
<th>Prediction time</th>
<th>Average F1-score</th>
<th>Average RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>FHMM</td>
<td>43.2</td>
<td>9.53</td>
<td>0.84</td>
<td>66.79</td>
</tr>
<tr>
<td>COOP</td>
<td>1.45</td>
<td>0.811</td>
<td>0.37</td>
<td>72.34</td>
</tr>
<tr>
<td>EDPF</td>
<td>47.96</td>
<td>121.95</td>
<td>0.67</td>
<td>102.48</td>
</tr>
<tr>
<td>DDSC</td>
<td>62.25</td>
<td>2.3</td>
<td>0.54</td>
<td>78.78</td>
</tr>
</tbody>
</table>

Table 3: Results on training and testing on one same day (sampling at 1 s).

<table>
<thead>
<tr>
<th></th>
<th>Training time</th>
<th>Prediction time</th>
<th>Average F1-score</th>
<th>Average RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>FHMM</td>
<td>16.06</td>
<td>5.21</td>
<td>0.58</td>
<td>136.40</td>
</tr>
<tr>
<td>COOP</td>
<td>1.46</td>
<td>2.56</td>
<td>0.45</td>
<td>121.00</td>
</tr>
<tr>
<td>EDPF</td>
<td>15.95</td>
<td>33.73</td>
<td>0.45</td>
<td>176.50</td>
</tr>
<tr>
<td>DDSC</td>
<td>13.37</td>
<td>1.44</td>
<td>0.33</td>
<td>134.76</td>
</tr>
</tbody>
</table>

Table 4: Results on training and testing on 8 days (sampling at 30 s)
We can get an idea of how the disaggregators behave from this short summary. First, we can see that both FHMM and EDPF take roughly the same amount of time to train, because they both fit HMMs to the data. Combinatorial optimization seems to train pretty quickly, and this is so because it just does some clustering on the input chunks. DDSC is the algorithm that takes most time to train, probably due to the size of the matrices it deals with.

In case of disaggregating, all the algorithms run fairly quickly except EDPF, which for every data point needs to iterate over all the particles. It takes roughly 10x the time of FHMM, since it is using 10 particles. On the results, we can see how FHMM performs best, with the least error and the highest average F1-score. EDPF and DDSC do okay in F1-score, but EDPF gets the highest error. In following experiments it may be useful to reduce the sample period for EDPF and increase the number of particles, to be able to explore more state space.

8.2 Testing all disaggregators

In this section we will expand the testing to other buildings in REDD. The training has been done on 60% of the data, and disaggregators will be tested on the remaining 40%. Here are the results for each house:

<table>
<thead>
<tr>
<th></th>
<th>FHMM</th>
<th>COOP</th>
<th>EDPF</th>
<th>DDSC</th>
</tr>
</thead>
<tbody>
<tr>
<td>House 1</td>
<td>167.54</td>
<td>2.82</td>
<td>182.31</td>
<td>297.62</td>
</tr>
<tr>
<td></td>
<td>5.69</td>
<td>1.48</td>
<td>61.14</td>
<td>10.05</td>
</tr>
<tr>
<td></td>
<td>0.45</td>
<td>0.36</td>
<td>0.5</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td>176.66</td>
<td>197.81</td>
<td>240.39</td>
<td>147.57</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>House 2</th>
<th>FHMM</th>
<th>COOP</th>
<th>EDPF</th>
<th>DDSC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>86.40</td>
<td>2.62</td>
<td>93.49</td>
<td>144.00</td>
</tr>
<tr>
<td></td>
<td>13.87</td>
<td>3.16</td>
<td>158.57</td>
<td>5.4</td>
</tr>
<tr>
<td></td>
<td>0.59</td>
<td>0.45</td>
<td>0.6</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td>124.89</td>
<td>132.72</td>
<td>266.44</td>
<td>198.98</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>House 3</th>
<th>FHMM</th>
<th>COOP</th>
<th>EDPF</th>
<th>DDSC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>111.06</td>
<td>2.1</td>
<td>117.72</td>
<td>173.53</td>
</tr>
<tr>
<td></td>
<td>15.38</td>
<td>3.71</td>
<td>169.65</td>
<td>6.14</td>
</tr>
<tr>
<td></td>
<td>0.43</td>
<td>0.31</td>
<td>0.38</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td>72.37</td>
<td>71.49</td>
<td>91.53</td>
<td>48.86</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>House 4</th>
<th>FHMM</th>
<th>COOP</th>
<th>EDPF</th>
<th>DDSC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>20.51</td>
<td>1.82</td>
<td>22.72</td>
<td>24.46</td>
</tr>
<tr>
<td></td>
<td>2.59</td>
<td>1.42</td>
<td>16.53</td>
<td>1.52</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>0.26</td>
<td>0.42</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td>91.15</td>
<td>114.32</td>
<td>291.46</td>
<td>83.61</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>House 5</th>
<th>FHMM</th>
<th>COOP</th>
<th>EDPF</th>
<th>DDSC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>77.55</td>
<td>2.51</td>
<td>83.95</td>
<td>120.94</td>
</tr>
<tr>
<td></td>
<td>13.95</td>
<td>3.83</td>
<td>149.13</td>
<td>5.10</td>
</tr>
<tr>
<td></td>
<td>0.44</td>
<td>0.44</td>
<td>0.46</td>
<td>0.33</td>
</tr>
<tr>
<td></td>
<td>100.68</td>
<td>104.00</td>
<td>211.94</td>
<td>158.98</td>
</tr>
</tbody>
</table>

Table 5: Results on all the REDD houses with sampling time 5 seconds.
Table 6: Performance summary of the four algorithms: values are computed by averaging each house’s results from Table 5.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Average F1-score</th>
<th>Average RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>FHMM</td>
<td>0.48</td>
<td>113.15</td>
</tr>
<tr>
<td>COOP</td>
<td>0.36</td>
<td>124.07</td>
</tr>
<tr>
<td>EDPF</td>
<td>0.47</td>
<td>220.352</td>
</tr>
<tr>
<td>DDSC</td>
<td>0.23</td>
<td>127.6</td>
</tr>
</tbody>
</table>

In these results we can see that even though results tend to be quite different from house to house, FHMM consistently reports better scores than the other algorithms in terms of F1-score and RMSE. The performance of the whole set of algorithms is quite variable across houses, probably due to the density of the data we have for each one.

An interesting result we can notice here is that EDPF usually achieves an average F1-score which is higher than the others, but on the other hand its average RMSE error is the worst of the whole set. In practice, this means that EDPF identifies better than the others when is a device on, but it fails to assign it a proper power value. This is probably due to how EDPF models the power states of each device: a normal distribution centered at all the potential power state centers, with a constant standard deviation.

Conversely, DDSC reports consistently bad F1 scores, but surprisingly, the average RMSE error is better than other algorithms. This means that DDSC has many false positives/negatives (probably due to the fact that it does not know about each device’s power), but DDSC on average catches the power value of the devices more effectively. F1 scores of DDSC could be improved by providing it with more information about the devices, or simply by cutting off low power values returned by the algorithm. It may be that there may be many instances in which devices are assigned a very low value (maybe just a few watts) due to the nature of the matrix computations, so in this next experiment we will re-run the same tests, but now only with DDSC with a slight modification so it cuts off power values lesser than 30W.

Table 7: Results for DDSC when we cut off the appliance power whenever it’s less than 30W.

<table>
<thead>
<tr>
<th>House</th>
<th>Average F1-score</th>
<th>Average RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>House 1</td>
<td>0.2</td>
<td>147.72</td>
</tr>
<tr>
<td>House 3</td>
<td>0.2</td>
<td>199.16</td>
</tr>
<tr>
<td>House 4</td>
<td>0.2</td>
<td>48.78</td>
</tr>
<tr>
<td>House 5</td>
<td>0.2</td>
<td>83.26</td>
</tr>
<tr>
<td>House 6</td>
<td>0.33</td>
<td>160.98</td>
</tr>
</tbody>
</table>

Results for the 30W cutoff can be found in Table 7. Unfortunately, the very-low power values are not the cause of the low F1 scores. After looking into the results more in detail, these F1 scores correspond to results in which one or two devices are not disaggregated properly, while the rest are. These 1 or 2 failing devices have a very low F1-score that drives the average result down.

8.3 Testing EDPF with more particles

Now, let’s see how EDPF scales with the number of particles. The hypotheses is that runtime will scale linearly with the number of particles, but the results may not even improve: we need to have enough particles to be “lucky” and explore the right part of
the solution space. We will re-run EDPF with the same data as before, now with 20, 30, 50, and 100 particles. Here are the results:

<table>
<thead>
<tr>
<th>House</th>
<th>Training time</th>
<th>Prediction time</th>
<th>Average F1-score</th>
<th>Average RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>182.63</td>
<td>112.08</td>
<td>0.49</td>
<td>242.56</td>
</tr>
<tr>
<td>3</td>
<td>96.50</td>
<td>291.44</td>
<td>0.63</td>
<td>265.11</td>
</tr>
<tr>
<td>4</td>
<td>116.92</td>
<td>313.41</td>
<td>0.39</td>
<td>85.66</td>
</tr>
<tr>
<td>5</td>
<td>21.11</td>
<td>29.11</td>
<td>0.42</td>
<td>291.31</td>
</tr>
<tr>
<td>6</td>
<td>82.48</td>
<td>276.93</td>
<td>0.47</td>
<td>214.72</td>
</tr>
</tbody>
</table>

Table 8: Results of running EDPF with 20 particles.

<table>
<thead>
<tr>
<th>House</th>
<th>Training time</th>
<th>Prediction time</th>
<th>Average F1-score</th>
<th>Average RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>180.14</td>
<td>166.80</td>
<td>0.49</td>
<td>231.84</td>
</tr>
<tr>
<td>3</td>
<td>93.74</td>
<td>443.60</td>
<td>0.63</td>
<td>276.78</td>
</tr>
<tr>
<td>4</td>
<td>117.47</td>
<td>472.79</td>
<td>0.40</td>
<td>79.11</td>
</tr>
<tr>
<td>5</td>
<td>22.93</td>
<td>44.39</td>
<td>0.42</td>
<td>286.05</td>
</tr>
<tr>
<td>6</td>
<td>86.65</td>
<td>427.35</td>
<td>0.47</td>
<td>208.24</td>
</tr>
</tbody>
</table>

Table 9: Results of running EDPF with 30 particles.

<table>
<thead>
<tr>
<th>House</th>
<th>Training time</th>
<th>Prediction time</th>
<th>Average F1-score</th>
<th>Average RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>186.85</td>
<td>282.15</td>
<td>0.50</td>
<td>230.38</td>
</tr>
<tr>
<td>3</td>
<td>102.65</td>
<td>743.15</td>
<td>0.60</td>
<td>265.50</td>
</tr>
<tr>
<td>4</td>
<td>125.51</td>
<td>786.23</td>
<td>0.40</td>
<td>79.10</td>
</tr>
<tr>
<td>5</td>
<td>20.98</td>
<td>72.39</td>
<td>0.44</td>
<td>285.81</td>
</tr>
<tr>
<td>6</td>
<td>83.04</td>
<td>694.43</td>
<td>0.49</td>
<td>205.68</td>
</tr>
</tbody>
</table>

Table 10: Results of running EDPF with 50 particles.

<table>
<thead>
<tr>
<th>House</th>
<th>Training time</th>
<th>Prediction time</th>
<th>Average F1-score</th>
<th>Average RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>189.63</td>
<td>545.35</td>
<td>0.51</td>
<td>227.95</td>
</tr>
<tr>
<td>3</td>
<td>98.31</td>
<td>1437.31</td>
<td>0.61</td>
<td>247.1</td>
</tr>
<tr>
<td>4</td>
<td>121.56</td>
<td>1540.51</td>
<td>0.40</td>
<td>75.95</td>
</tr>
<tr>
<td>5</td>
<td>21.79</td>
<td>142.05</td>
<td>0.39</td>
<td>291.70</td>
</tr>
<tr>
<td>6</td>
<td>88.19</td>
<td>1375.17</td>
<td>0.50</td>
<td>205.33</td>
</tr>
</tbody>
</table>

Table 11: Results of running EDPF with 100 particles.
We can see that increasing the number of particles offers marginal improvements in both the F1-score and RMSE, and that in some times we get worse results (due to the random nature of the algorithm). This means that the particles are not the cause for the low scores, and that the cause is probably the training phase: EDPF needs to fit better the devices at training time, and no matter how many particles we use, we cannot explore the true state space if the models we have are wrong. The positive point about EDPF is that it is very parallelizable, since the scaling in time is linear with respect to the number of particles, and the sequential Monte Carlo method can run many of them in parallel.

8.4 Testing DDSC with lower sampling rates

We mentioned that DDSC is designed to work in environments with low sampling rate, but all the previous tests were performed with sampling rates of less than a minute. We will now compare how DDSC works with different sampling periods. Due to missing data, we have only been able to get results from houses 1 and 6 with hourly sampling rates during a week. This is the performance of DDSC with different sampling rates:

<table>
<thead>
<tr>
<th>Sampling Rate</th>
<th>House 1</th>
<th></th>
<th>House 6</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>10 minutes</td>
<td>124.84</td>
<td>0.28</td>
<td>164.45</td>
<td>0.32</td>
</tr>
<tr>
<td>30 minutes</td>
<td>78.11</td>
<td>0.20</td>
<td>167.11</td>
<td>0.31</td>
</tr>
<tr>
<td>60 minutes</td>
<td>57.95</td>
<td>0.20</td>
<td>147.62</td>
<td>0.29</td>
</tr>
</tbody>
</table>

Table 12: DDSC results with lower sampling rates in houses 1 and 6 from REDD dataset.

As expected, DDSC tends to perform better the lower the sampling rate is; with the same data, lower sampling rates give lower RMSE, but also lower F1 score. This means that while DDSC gets worse at classifying what devices are on/off, it gets better at assigning powers to each one of them. This may be so due to the amount of bases
that were used (5 in this test), which may be too few to disaggregate data at a higher sampling rate, but they work just fine with 1-hour readings.

8.5 Testing AFAMAP: reduced datasets

Unfortunately, managing the amounts of data that the other disaggregators were using proved to be too much for my implementation of AFAMAP, making Gurobi run out of memory pretty early in the execution. For this reason, I have reduced the REDD dataset to multiple shorter-length periods - which AFAMAP can properly handle. Also, since AFAMAP was implemented under Windows, and the NILMTK installation failed in that OS, the only algorithms being used in the comparison will be EDPF and DDSC; the metrics are the same as computed by NILMTK, but manually implemented using the scikit-learn Python library. Here are the results for House 1 with a sampling rate of 60 seconds:

<table>
<thead>
<tr>
<th></th>
<th>AFAMAP</th>
<th>DDSC</th>
<th>EDPF</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSE</td>
<td>F1</td>
<td>RMSE</td>
</tr>
<tr>
<td>House 1</td>
<td>51687.50</td>
<td>0.85</td>
<td>177.17</td>
</tr>
</tbody>
</table>

Table 13: AFAMAP, DDSC and EDPF on 1 day worth of data, with a sample period of 60 seconds.

This quick test gives us a bit of insight on how AFAMAP works. The run time of AFAMAP is not included in this table, as experiments were done in a different machine but it is very large compared to the other algorithms - AFAMAP takes around 5 minutes to disaggregate one day worth of data.

Second, it is interesting to see such high RMSE reported by AFAMAP (and also by EDPF). Upon further inspection, this corresponds to some periods of failing to disaggregate high-profile devices that consume hundreds of watts, which produces such a very high number. EDPF suffers from this as well, and the reason is the low sampling rate. This fits exactly with the assumption explained in the AFAMAP section earlier: it works based on the “one-at-a-time” assumption, which says that at every data point, only one device at most should be switched on or off. In order to test AFAMAP better, we need to increase the sampling rate without running out of memory, which means that we need to take shorter periods of time:

<table>
<thead>
<tr>
<th></th>
<th>AFAMAP</th>
<th>DDSC</th>
<th>EDPF</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSE</td>
<td>F1</td>
<td>RMSE</td>
</tr>
<tr>
<td>House 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hour 1</td>
<td>3.00</td>
<td>1.0</td>
<td>14.04</td>
</tr>
<tr>
<td>2</td>
<td>10.65</td>
<td>1.0</td>
<td>18.06</td>
</tr>
<tr>
<td>3</td>
<td>268.43</td>
<td>1.0</td>
<td>6.1</td>
</tr>
<tr>
<td>4</td>
<td>10.58</td>
<td>1.0</td>
<td>15.20</td>
</tr>
<tr>
<td>House 3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hour 1</td>
<td>4.94</td>
<td>0.96</td>
<td>9.18</td>
</tr>
<tr>
<td>2</td>
<td>7.40</td>
<td>0.78</td>
<td>2.19</td>
</tr>
<tr>
<td>3</td>
<td>1546.78</td>
<td>0.93</td>
<td>73.78</td>
</tr>
<tr>
<td>4</td>
<td>373.78</td>
<td>0.86</td>
<td>15.02</td>
</tr>
</tbody>
</table>

Table 14: AFAMAP, DDSC and EDPF on 1 hour intervals with a sample period of 10 seconds.
AFAMAP results are much more sensible now that the sampling rate is increased. Unfortunately, AFAMAP takes much longer to run (up to half an hour for some instances), and usually runs out of memory in the machine I used for testing it. For this reason, we are not able to provide results with bigger samples or offer meaningful run time comparisons.

It is interesting to see that AFAMAP and EDPF perform poorly on mostly the same instances. This is probably due to, again, the way we are fitting the HMMs to the real data. Since AFAMAP and EDPF use the same models, they struggle when the fitting is not good enough. However, AFAMAP always works better than EDPF, which provides us with an upper-bound on how good EDPF could be.

When comparing across each house and all the test instances, we can see that AFAMAP performs as well as the others, and in some cases outperforms them. However, it has a few disadvantages that make it less preferable than, for example, DDSC, in this set of experiments. The disadvantages here are the combination of the need for a high sampling rate and the computational requirements, making AFAMAP hard to test with in this machine. In a real-life scenario, however, AFAMAP can be deployed as an unsupervised algorithm, and as we said before, this alone can make all the difference for consumers.

8.6 Conclusions

Thanks to these experiments we have gained some insight into the workings of each one of the algorithms. It is clear that they have all strengths and weaknesses, and in some cases it may be preferable to use one before the others.

One of the key factors to decide on a suitable algorithm is the existence of training data. In a real-life application, it may be too hard to acquire training data for most of the devices in a house. This can be solved by only monitoring a subset of the devices (e.g. the top 5 appliances in a house), but in the end it is an extra cost that we need to take into account, and if we have access to this kind of data then we do not need a disaggregation algorithm. The solution to this problem is to train algorithms across multiple houses and use the results to test on new houses, but this requires further research.

Another key factor is the sampling rate: it is more expensive to monitor the power signal of a household at high sampling rates, and maybe it is just more practical to have a low sampling rate, lower accuracy algorithm.

For practical purposes, DDSC seems to be the algorithm that could be deployed right now, as current smart meters make energy readings at hourly ratings[12]. However, the algorithm needs training data on the home appliances, and for this reason, DDSC should be trained across multiple houses, offline, in order to learn common usage patterns for devices. This remains as future work, as we have not explored this possibility in this project.

The algorithms that require a high sampling rate first need infrastructure to measure power signal at higher frequencies. They would need high-end smart meters, or more specific solutions as discussed in[12]. If we ignore this issue, the most attractive algorithm is AFAMAP, because it does not require training data. However, it should be tuned to automatically label the learned device sets with easy to understand names, maybe with a database of common device behaviours - otherwise AFAMAP will provide non-actionable feedback, which is not very useful.

We could also apply the same strategy to any other algorithm, and have all algorithms go through a phase of offline training. If this is the case, and we assume that we have good enough training data, it seems that FHMM would be the best choice; it is slower than the others, but we have plenty of time to run it, as feedback does not need to be real-time (it can come with a few hours of delay, or even it can be presented as a daily report).
In conclusion, we have the algorithms to disaggregate our energy signals, but what we lack right now is infrastructure to deploy them. Unless we are willing to pay for custom meters and plugs, our best disaggregator candidate right now is DDSC - always assuming it has access to the smart meter readings.
9 Visualizing results

For desaggregation to be useful for a regular user, results have to be presented meaningfully and visually. To achieve this, we have created Endivia (Energie DIsaggregation VIualizing Application) to give users an easy-to-understand graph with a summary of the disaggregation info.

Endivia is a simple Python script that plots the disaggregated signal in a meaningful way. It works on HDFS files, which are produced by NILMTK and represent the disaggregated signals of every device, as well as more information. With this data Endivia allows the user to understand their energy consumption profile at a glance.

Endivia plots the disaggregated data as a line plot, an area chart, and a pie chart. The line plot is very useful to see the devices usage patterns and their relative consumptions to the others along the time. However, it is hard to combine multiple devices in this plot, so the area chart stacks them to show which are the most consuming at every point in time. Finally, the pie chart represents the percentage of power consumed of each device, so it is very easy to see what devices should the consumers prioritize on if they want to reduce their power consumption.

Here are some screenshots of Endivia’s plots, with the data of house 1 in the REDD dataset, disaggregating the top 10 appliances and doing it at a sample rate of 30 seconds:
In a real-life application, Endivia could be deployed on a smartphone or tablet, and it would show the disaggregated signal in real time. For now, the initial version of Endivia only works on batch mode, but it could be easily deployed as a real-time application. As we have seen in the different studies, a real-time feedback would be very beneficial to encourage energy saving habits.
10 Future work

Even though the presented algorithms manage to disaggregate a signal well, they can be improved a long way to get even better results. This line of research could be continued in several ways:

- **Explore other solutions.** As we have seen in section 3, energy disaggregation can be approached from many different angles. One interesting approach is the use of deep learning, as this has already been explored for source separation\cite{52}, but it can be worth to explore energy disaggregation as a problem for LSTM (long short-term memory) neural networks\cite{53}. We also have not used the high-frequency voltage data, which can be added into the models for more powerful disaggregation.

- **Training on multiple houses.** We may be able to disaggregate the power signal of a house with training data of that house, but if we want to make a viable disaggregation solution, we will need to train on a test of houses that is different from the consumer houses.

- **Algorithm extensions.** The algorithms presented here can all be extended. In particular, the original DDSC paper presents three separate extensions that affect the results in different ways; particle filters can be extended with plenty of heuristics, and the original AFAMAP paper presents a way of learning device HMMs from the aggregate signal - it would also benefit from being run in a more powerful machine, or also a cluster. EDPF can also benefit from using existing libraries to fit HMMs such as hmmlearn.

- **Further testing and tweaking.** Before deploying these algorithms in a real-life scenario, we need to further test as many cases as we want and tweak the algorithms so they can automatically adjust to each problem’s particular signature.

- **Endivia development and testing.** In the future the visualizer could be deployed on smartphones and tablets to provide users with a quick overview of their power consumption. As conveying information is hard, there needs to be some user experience research in order to design a usable visualizer.

- **Focus on unsupervised methods.** The methods we have presented all need training data to work. However, DDSC can be used to learn appropriate bases from a training set and then use those to disaggregate the signal of a different set of houses; also, EDPF and AFAMAP can be run in an unsupervised way. This would prove to be quite useful to the end user, avoiding the need for installing smart meters in their homes. Energy companies could use the solution to provide the users with real-time or almost real-time feedback.

- **Commercialization.** One possible outcome of this research is the creation and sale of a new product. To do this, a market study needs to be carried out and then a strategy must be designed around the study. Given the state of the energy industry and the introduction of smart meters, this could potentially be a commercially successful product.
11 Conclusion

In this project we have implemented and compared multiple algorithms for energy disaggregation. This process, also known as non-intrusive load monitoring, promises to be a great tool to estimate our power consumption and grow healthy habits, as multiple studies have shown. On the technical side, NILM can be performed in many different ways: from basic signal processing techniques, to more sophisticated probabilistic analysis, machine learning or optimization problems. On the consumer side, NILM is a tool that has shown to have a positive impact on users' habits, and can make consumers save money and protect the environment.

Specifically, we have explored three algorithms: DDSC, based on sparse coding; EDPF, based on particle filters; and AFAMAP, based on integer programming. We have integrated DDSC and EDPF in NILMTK, which is an open-source toolkit that aims to unify development and testing of NILM algorithms. We have tested the different algorithms on the REDD dataset, and the algorithms have shown acceptable results, sometimes outperforming NILMTK’s algorithms. Maybe more important than this, we have gained some insight into the disaggregation process and the algorithms’ behaviours and requirements.

Energy disaggregation remains an open problem, but many research groups are tackling the problem from different fronts, and our interest in this area grows every year. As more powerful techniques (for example, deep learning) start being a part of many commercial products, and as more data is available, we will start to see commercial disaggregators for the public to use. Only at that point we will be able to see whether energy disaggregation is a viable solution for us to acquire better habits.
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