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Abstract

Here we analyze the impact of four planetary boundary-layer (PBL) parametrization schemes from the Weather Research and Forecasting (WRF) numerical weather prediction model on simulations of meteorological variables and predicted pollutant concentrations from an air quality forecast system (AQFS). The current setup of the Spanish operational AQFS, CALIOPE, is composed of the WRF-ARW V3.5.1 meteorological model tied to the Yonsei University (YSU) PBL scheme, HERMES v2 emissions model, CMAQ V5.0.2 chemical transport model, and dust outputs from BSC-DREAM8bv2. We test the performance of the YSU scheme against the Assymetric Convective Model Version 2 (ACM2), Mellor-Yamada-Janic (MYJ), and Bougeault-Lacarrère (BouLac) schemes. The one-day diagnostic case study is selected to represent the most frequent synoptic condition in the northeast Iberian Peninsula during spring 2015; regional recirculations. It is shown that the ACM2 PBL scheme performs well with daytime PBL height, as validated against estimates retrieved using a micro-pulse lidar system (mean bias = −0.11 km). In turn, the BouLac scheme showed WRF-simulated air and dew point temperature closer to METAR surface meteorological observations. Results are more ambiguous when simulated pollutant concentrations from CMAQ are validated against network urban, suburban, and rural background stations. The ACM2 scheme showed the lowest mean bias (−0.96 μg m⁻³) with respect to surface ozone at urban stations, while...
1. Introduction

Air quality (AQ) is of major concern worldwide for various environmental and human health effects. According to the European Environmental Agency (EEA) (Guerreiro et al., 2012) air pollutant concentrations are still too high and harm our health and the ecosystems we depend on. The EEA went on to mention that a significant proportion of Europe’s population lives in areas, especially large cities, where air quality standards are routinely exceeded.

AQ forecast systems (AQFS) can be useful tools for simulating the coverage and transport of atmospheric pollutants over both global and regional unified domains. The link between emissions and ambient concentrations can only become evident and fully understood by means of air quality modelling since ground-based stations are single point. Zhang et al. (2012) reviewed the history, techniques, and state of the science of AQFS. They found that the biggest improvement in the field of AQFS is the addition of online coupling of meteorological models and chemistry models.

Numerous global and regional AQFS exist throughout Europe. Examples of global AQFS include the LMDzt-INCA (Hauglustaine et al., 2004; Folberth et al., 2006) operated by France and ECHAM5 ( Roeckner et al., 2006; Zhang et al., 2010) maintained in Germany. Regional AQFS include CHIMERE (Rouil et al., 2009) managed in France, and the CALIOPE AQFS (Baldasano et al., 2008), operated by the Barcelona Supercomputing Center (BSC-CNS) in Spain.

Boundary layer and land surface interactions have serious implications to AQFS simulations. It’s well known that treatment of planetary boundary layer (PBL) processes in meteorological models have direct impacts on predicting the dynamics of pollutants (Pérez et al., 2006; Cuchiara et al., 2014). In an AQFS a few of the most important PBL variables for reliable simulations are the PBL height, wind speed and direction, temperature, and moisture. Numerical weather prediction models rely on parameterization schemes to characterize processes in the PBL.

Past works have utilized PBL parameterization schemes in the legacy fifth generation mesoscale model (MMS) to evaluate sensitivity in AQ simulations (Mao et al., 2006; Pérez et al., 2006; Bossio et al., 2009; Kim et al., 2010). Mao et al. (2006) compared five PBL schemes from the MMS model over the Central and Eastern United States to evaluate the sensitivity to model simulations of primary pollutant concentrations from the Community Multiscale Air Quality (CMAQ) model. Two 37-day periods were simulated in summer and winter, including a seven day spin-up period. Outputs from the CMAQ model were compared with hourly observations from 2217 AQ sites and the meteorological variables from MMS were compared with surface and 850-hPa measurements from 50 surface sites and 21 upper-air sites. They discovered the largest sensitivity to various schemes was found with the PBL height. The Pleim-Xiu PBL scheme was on order of 800 m higher than other schemes in summer and 350 m higher in winter. This translated into AQ differences at the urban scale, with >5% differences in maximum concentration of surface ozone (O₃) and particulate matter ≤2.5 μm (PM₂.₅).

Similar results were found by Pérez et al. (2006), where they compared three PBL schemes from the MMS model over summertime in the Barcelona area. Meteorological outputs from the MMS model were compared with lidar and radiosoundings measurements, while outputs from the AQFS simulations were compared with hourly observations from AQ sites, however averaged over the entire domain. They discovered that 1-h daily maximum O₃ and carbon monoxide (CO) concentrations vary in magnitude and location depending on the PBL scheme chosen. In their comparisons the O₃ bias was negative for all schemes, with a negative bias ranging from −9.1% to −14.8%. The Gayno-Seaman scheme was determined to provide the least error and lowest bias among the three compared schemes.

More recent studies have focused on the evaluation of PBL schemes in the Weather Research and Forecasting (WRF) model (Misenis and Zhang, 2010; Gan et al., 2011; Cheng et al., 2012). In Misenis and Zhang (2010) two PBL schemes; Mellor-Yamada-Janjic (MYJ) and Yonsei University (YSU), in the WRF model were compared over the Houston, Texas area for a five-day summer episode. AQ outputs were compared with hourly measurements from AQ stations and aircraft. They found 20–40% lower PBL heights with the MYJ scheme than the YSU scheme, which resulted in higher levels of CO, O₃, and PM₂.₅. This was a similar finding to a study by Bossio et al. (2009) over Athens, Greece, where PBL height predictions had 13% differences during the afternoon hours.

Another study which investigated the effects of AQ simulations to the YSU and MYJ schemes was Cheng et al. (2012). Their efforts were focused on the Taiwan area during two very different atmospheric cases in springtime: long-range transport of pollutants from a cold frontal passage and a local land–seabreeze regime. In the case of the cold frontal passage they discovered differences up to 25 ppb in O₃ concentration near the front with the simulation using the YSU scheme higher than the MYJ scheme. They attributed this difference to higher PBL heights diagnosed by the YSU scheme. In the case of local land–seabreeze effects they found that during the daytime the YSU scheme predicts a stronger seabreeze than the MYJ scheme which is more capable of carrying aged species back to land (on the order >20 ppb).

The main objective of the present study is to evaluate four PBL schemes from the WRF model and the impacts to AQ outputs in the Spanish CALIOPE AQFS. Three PBL schemes are compared to the current PBL scheme used in the operational AQFS. The paper is organized as follows. In Section 2 we describe the selected case study and the models and instruments used for the evaluation. The results of the comparison between models and observations are presented in Section 3. Finally, main conclusions are summarized in Section 4.

2. Data and methodology

2.1. Description of case study

In this study, our primary domain of interest is the area of Catalonia, Spain, located in the northeast Iberian Peninsula (IP; Fig. 1). The climate of the IP is controlled in part by thermal differences between the Atlantic Ocean to the west and the Mediterranean Sea to the east. Typical synoptic flow patterns form as a result of these differences.

The validation and comparisons presented in this work are based on data from 7 May 2015, with the time period dominated by a regional recirculations synoptic flow regime. Regional recirculations are frequent over the IP, especially in the eastern Mediterranean coast. During the spring of 2015 the phenomenon occurred approximately 33% of the days. The flow type was objectively identified using previous results (Banks et al., 2015) from a cluster analysis of back-trajectories covering a 16-yr period over Barcelona. In that particular study the authors followed the methodology of Jorba et al. (2004) for the cluster analysis algorithm. In addition, the representative day is confirmed via satellite images, lidar observations, data from air quality stations, and nearby radiosoundings. Fig. 1a shows a two-day back-trajectory analysis from
the NOAA Hybrid Single Particle Lagrangian Integrated Trajectory (HYSPLIT) model (Draxler and Rolph, 2013). A pattern of regional recirculations is clearly evident for back-trajectories arriving at 0.5 (red) and 1.5 (blue) km altitudes, with endpoint of Barcelona. The back-trajectory arriving at 3 km altitude (green) shows wind flow from the south-west, indicative of the main synoptic flow in the free troposphere.

Regional recirculations (Baldasano et al., 1994; Gangoiti et al., 2001) of air pollutants are typical in the summertime over the IP, but also can occur any other time during the year. Regional recirculations are generally accompanied by an absence of large-scale forcing and the pattern is dominated by mesoscale circulations, which are controlled mainly by diurnal convective heating of the atmosphere. A surface analysis of mean sea-level pressure and geopotential height at 500-hPa (Fig. 1b) at 6:00 UTC on 7 May 2015 confirms the pattern. A high pressure ridge extends south-west over north-east Spain, with light winds observed at surface stations. With this pattern the interactions between strong compensatory subsidence over the western IP and sea-land breeze dynamics are attributed to the recirculation and accumulation of pollutants.

2.2. Modelling strategy

Two domains (Fig. 1c) were configured with varying horizontal grid spacing for the CMAQ and WRF modules of the AQFS, which include the parent European level (12 × 12 km; 481 × 401 grid points), and an one-way nested domain for the IP (4 × 4 km; 399 × 399 grid points). It is assumed that 4 × 4 km grid spacing is of fine enough detail to resolve most mesoscale features in the complex study area (Pay et al., 2014; Schaap et al., 2015). Pay et al. (2014) found the forecast skill between 4 km and 1 km grid spacing was not a large improvement.

2.2.1. CALIOPE air quality forecast system

The CALIOPE AQFS (Baldasano et al., 2008; www.bsc.es/caliop), is a state-of-the-art, high-resolution operational AQFS developed in the Earth Sciences Dept. at the Barcelona Supercomputing Center - Centro Nacional de Supercomputación (BSC-CNS). The original concept of CALIOPE AQFS for the Iberian Peninsula domain (4 km × 4 km grid spacing) was funded by the Spanish Ministry of the Environment to establish an AQ forecasting system to increase the knowledge on transport and dynamics of pollutants in Spain. Since 2008, the AQ group at
BSC-CNS has added and evaluated domains for Europe (12 km × 12 km grid spacing), and for multiple regional domains (1 km × 1 km grid spacing). The system provides operational forecasts out to 24-h and 48-h depending on the domain, with a temporal resolution of 1-h.

The system has been evaluated in several past studies for the European domain (Pay et al., 2010, 2012a; Basart et al., 2012), the Spanish domain (Baldasano et al., 2008, 2011; Pay et al., 2011, 2012b, 2014; Sicardi et al., 2012), and the Barcelona and Madrid domains (Gonçalves et al., 2009; Soret et al., 2011). However, the CALIOPE AQFS hasn’t been evaluated for sensitivities to the various PBL schemes available in the WRF meteorological model.

The WRF model (Skamarock et al., 2005). WRF v3.5.1 is the current version used in the operational CALIOPE AQFS. Initial and lateral boundary conditions are determined using gridded Global Forecasting System (GFS) analysis data from the National Centers for Environmental Prediction (NCEP), which are operational global analysis data available on 0.25° × 0.25° grids at six-hourly time steps. The analyses are available from the surface and at 26 mandatory pressure levels from 1000 hPa to 10 hPa.

WRF simulations were computed with a 36-h forecast cycle, including 12 h allotted for model spin-up time. Each day’s simulation was initialized from 12:00 UTC the previous day. The spin-up cycle is added to counter instability issues within the simulation and the first 12-h of each forecast cycle are not included in the evaluation process. An output temporal resolution of 1-h was chosen for comparison with observations. The model was run with 38 terrain-following (ETA) vertical levels, of which 13 are located in the lowest 3 km of the atmosphere, with a model top set at 50-hPa.

The HERMES emission model requires 48-h of previous meteorological fields from the date of interest. For our diagnostic case we have run the WRF model for 5–7 May 2015.

The physics options selected include WRF single-moment 3-class microphysics (Hong et al., 2004), Kain-Fritsch cumulus parameterization (Kain, 2004), Dudhia shortwave radiation (Dudhia, 1989), rapid radiative transfer model longwave radiation (Mlawer et al., 1997), and a second generation mineral dust transport model (BSC-DREAM8b v2). Aerosols are estimated from CMAQ and BSC-DREAM8b. More information about the individual components of the CALIOPE AQFS can be found online (www.bsc.es/caliop).

For the evaluation we use hourly model outputs of surface ozone (O₃), nitrogen dioxide (NO₂), and particulate matter <10 μm (PM₁₀) from the CALIOPE-CMAQ simulations.

2.2.2. WRF model configuration

In this study we use WRF version 3.5.1 with the Advanced Research WRF (ARW) dynamical solver (Skamarock et al., 2005). WRF v3.5.1 is the current version used in the operational CALIOPE AQFS. Initial and lateral boundary conditions are determined using gridded Global Forecasting System (GFS) analysis data from the National Centers for Environmental Prediction (NCEP), which are operational global analysis data available on 0.25° × 0.25° grids at six-hourly time steps. The analyses are available from the surface and at 26 mandatory pressure levels from 1000 hPa to 10 hPa.

WRF simulations were computed with a 36-h forecast cycle, including 12 h allotted for model spin-up time. Each day’s simulation was initialized from 12:00 UTC the previous day. The spin-up cycle is added to counter instability issues within the simulation and the first 12-h of each forecast cycle are not included in the evaluation process. An output temporal resolution of 1-h was chosen for comparison with observations. The model was run with 38 terrain-following (ETA) vertical levels, of which 13 are located in the lowest 3 km of the atmosphere, with a model top set at 50-hPa.

The HERMES emission model requires 48-h of previous meteorological fields from the date of interest. For our diagnostic case we have run the WRF model for 5–7 May 2015.

The physics options selected include WRF single-moment 3-class microphysics (Hong et al., 2004), Kain-Fritsch cumulus parameterization (Kain, 2004), Dudhia shortwave radiation (Dudhia, 1989), rapid radiative transfer model longwave radiation (Mlawer et al., 1997), and the Noah land-surface model (Tewari et al., 2004). An urban parameterization was tested, with similar results to those without an urban parameterization. More information about these physics options can be found in (Skamarock and Klemp, 2008).

The CALIOPE AQFS is constructed of four main model components. The components consist of a meteorological model (WRF-ARW v3.5.1), an emissions inventory model (HERMES v2), a chemical transport model (CMAQ v5.0.2), and a second generation mineral dust transport model (BSC-DREAM8b v2). Aerosols are estimated from CMAQ and BSC-DREAM8b. More information about the individual components of the CALIOPE AQFS can be found online (www.bsc.es/caliop).

For the evaluation we use hourly model outputs of surface ozone (O₃), nitrogen dioxide (NO₂), and particulate matter <10 μm (PM₁₀) from the CALIOPE-CMAQ simulations.

### Table 1

<table>
<thead>
<tr>
<th></th>
<th>YSU</th>
<th>ACM2</th>
<th>MYNN2</th>
<th>BouLac</th>
</tr>
</thead>
<tbody>
<tr>
<td>Long name</td>
<td>Yonsei University</td>
<td>Asymmetric Convective Model v2</td>
<td>Mellor-Yamada-Nakanishi-Niino Level 2.5</td>
<td>Bougeault-Lacarrère</td>
</tr>
<tr>
<td>Closure</td>
<td>1.0 non-local</td>
<td>1.0 non-local</td>
<td>MYNN</td>
<td>Bougeault-Lacarrère</td>
</tr>
<tr>
<td>Surface layer</td>
<td>Monin-Obukhov</td>
<td>Monin-Obukhov</td>
<td>TKE-prescribed threshold</td>
<td>Monin-Obukhov</td>
</tr>
<tr>
<td>PBL height method</td>
<td>R₀ calculated from surface</td>
<td>R₀ calculated above neutral buoyancy level</td>
<td>TKE-prescribed threshold</td>
<td>TKE-prescribed threshold</td>
</tr>
<tr>
<td>Threshold</td>
<td>Zero (unstable) 0.25 (stable)</td>
<td>0.25 (all)</td>
<td>1.0 × 10⁻⁶ m² s⁻²</td>
<td>5.0 × 10⁻³ m² s⁻²</td>
</tr>
</tbody>
</table>

WRF-ARW simulations were computed with a 36-h forecast cycle, including 12 h allotted for model spin-up time. Each day’s simulation was initialized from 12:00 UTC the previous day. The spin-up cycle is added to counter instability issues within the simulation and the first 12-h of each forecast cycle are not included in the evaluation process. An output temporal resolution of 1-h was chosen for comparison with observations. The model was run with 38 terrain-following (ETA) vertical levels, of which 13 are located in the lowest 3 km of the atmosphere, with a model top set at 50-hPa.

The HERMES emission model requires 48-h of previous meteorological fields from the date of interest. For our diagnostic case we have run the WRF model for 5–7 May 2015.

The physics options selected include WRF single-moment 3-class microphysics (Hong et al., 2004), Kain-Fritsch cumulus parameterization (Kain, 2004), Dudhia shortwave radiation (Dudhia, 1989), rapid radiative transfer model longwave radiation (Mlawer et al., 1997), and the Noah land-surface model (Tewari et al., 2004). An urban parameterization was tested, with similar results to those without an urban parameterization. More information about these physics options can be found in (Skamarock and Klemp, 2008).

In version 3.5.1 of WRF-ARW there is the option to choose from 11 PBL schemes. Each PBL scheme is associated with one or more surface-layer schemes which provide the surface fluxes of momentum, moisture, and heat to the PBL scheme. An overview of the four PBL schemes selected for this study is shown in Table 1.

The Yonsei University (YSU) PBL scheme is used in the current version of the operational CALIOPE AQFS, and will be used as the control run. The other three schemes selected showed good performance in a previous performance evaluation (Banks et al., 2015) over Barcelona. Also shown in the table are the associated surface-layer schemes, another important source of error in WRF model simulations. All four PBL schemes are associated with some variation of Monin-Obukhov similarity theory for the surface layer. Other surface layer schemes are not evaluated here.

The PBL parametrization schemes selected consist of two local and two non-local closure schemes. The operational definition of PBL height in the individual schemes falls into one of two general classes. The first class calculates the PBL height using the Richardson bulk number (Rᵢ) method from some predetermined starting level. The second class determines the PBL height at a level where the turbulent kinetic energy (TKE) profile decreases to some predefined threshold value. The first and most widely-used PBL scheme is the YSU scheme (Hong et al., 2006). The YSU scheme is a first order, non-local scheme with an explicit entrainment layer and a parabolic K-profile in an unstable mixed layer. It’s a modified version of the Medium Range Forecast (MRF) scheme (Hong and Pan, 1996) from the MM5 model (Dudhia, 1993). The largest improvement to the YSU scheme over the MRF scheme was the addition of an explicit term for the treatment of the entrainment zone. (Hong, 2010) implemented a modification to the scheme for the stable boundary layer. PBL height in the YSU scheme is determined from the Rᵢ₀ method, but calculated starting from the surface. A threshold value of zero is used for stable cases, while 0.25 is used for unstable flow.

The second scheme is the Asymmetrical Convective Model version 2 (ACM2) scheme (Pleim, 2007). The ACM2 scheme is a first order, non-local closure scheme and features non-local upward mixing and local downward mixing. It’s a modified version of the ACM1 scheme from the MM5 model, which was a derivative of the Blackadar scheme (Blackadar, 1978). The scheme has an eddy-diffusion component in addition to the explicit non-local transport of ACM1. PBL height is determined as the height where the Rᵢ₀ calculated above the level of neutral buoyancy exceeds a critical value (Rᵢ₀ = 0.25). For stable or neutral flows the scheme shuts off non-local transport and uses local closure.

The third scheme is the Mellor-Yamada-Nakanishi-Niino Level 2.5 (MYNN2) scheme (Nakanishi and Niino, 2006). The Mellor-Yamada-Nakanishi-Niino Level 3 (MYNN3) scheme shares similar characteristics to MYNN2 so it will not be evaluated here. The MYNN2 scheme is tuned to a database of large eddy simulations (LES) in order to overcome the typical biases associated with other MY-type schemes, such as insufficient growth of convective boundary layer and under-estimated TKE. The MYNN2 scheme is a one-and-a-half order, local closure scheme and predicts sub-grid TKE terms. PBL height is determined as the height at which the TKE falls below a critical value (1.0 × 10⁻⁶ m² s⁻²).

The fourth scheme is the Bougeault-Lacarrère (BouLac) scheme (Bougeault and Lacarrère, 1989). The BouLac scheme is a one-and-a-half order, local closure scheme and has a TKE prediction option designed for use with the BEP (Building Environment Parametrization) multi-layer, urban canopy model (Martilli et al., 2002). BouLac
diagnoses PBL height as the height where the prognostic TKE reaches a sufficiently small value (in the current version of WRF is 0.005 \( \text{m}^2 \text{s}^{-2} \)).

2.3. Evaluation data

In order to validate the simulations we use data from air quality and meteorological stations, micropulse lidar, and radiosoundings. The locations of the stations are shown in Fig. 1d.

2.3.1. Air quality stations

Previous works (Pay et al., 2014; Schaap et al., 2015) have found that 4 km grid spacing is sufficient resolution for the comparison to observations. We selected a mix of six background air quality stations; evenly distributed among urban, suburban, and rural categories (red circles, Fig. 1d) for the evaluation of CALIOPE AQFS simulations. Variables compared are hourly surface concentrations of \( \text{O}_3 \), \( \text{NO}_2 \), and \( \text{PM}_{10} \). The evaluation is taken from a statistical perspective, comparing model output to observations, and from a two-dimensional view, evaluating the spatial differences between the YSU scheme (control run) and the three other PBL schemes.

2.3.2. PBL height retrievals from lidar

Estimates of the hourly PBL height between 6:00 and 18:00 UTC are determined based on observations from a micropulse lidar (MPL) in Barcelona (orange diamond, Fig. 1d). Nighttime and early morning PBL height is not considered due to instrumental limitations (overlap range, etc.). The MPL in Barcelona is a new station in the NASA Micropulse Lidar Network (MPLNET) (Welton et al., 2001). The MPL instrument (Spinhirne et al., 1995) is operated continuously at 532-nm wavelength, using the same telescope construction to transmit an energy pulse and receive the returned backscattered signal. We exploit the lidar data at 15-m range and 1-min temporal resolutions.

The PBL height is estimated from the lidar normalized relative backscatter (NRB) using a time-adaptive extended Kalman filter technique (EKF). The EKF technique was developed and tested by the Remote Sensing Laboratory at the Technical University of Catalonia (Rocadenbosch et al., 1998, 1999). The EKF method has been evaluated by numerous studies, both with experimental and real datasets. Lange et al. (2014, 2015) tested the technique with experimental lidar simulations and real data over Barcelona. More recently the performance of the EKF method has been evaluated with observational data from Raman lidars at Barcelona (Banks et al., 2014, 2015) and Athens (Banks et al., 2016).

2.3.3. Surface and upper-air meteorology

Surface meteorological observations are collected from three area METAR stations (light blue squares, Fig. 1d) at Barcelona (41.29°N 2.07°E), Girona (41.91°N 2.76°E), and Reus (41.15°N 1.18°E). We use...
hourly measurements of 2-m air temperature (T2) and dew point temperature (TD2), along with 10-m zonal (U10) and meridional (V10) wind components to validate simulated values from the WRF model using the four PBL schemes.

For the comparisons of WRF model vertical profiles we use upper-air data from a 12:00 UTC radiosonde launch on 7 May 2015 in Barcelona, nearby to the MPL site. Upper-air variables evaluated include temperature, dew point temperature, and zonal and meridional wind components.

The collocated WRF model data are determined by finding the nearest model grid indices to each station location in longitude and latitude.

### 3. Results and discussion

In this section we present the results of the comparison for CALIOPE-CMAQ and WRF simulations on 7 May 2015. First, we investigate the WRF-simulated surface variables using the different WRF PBL schemes. Next, vertical profiles from WRF are compared with observations from the nearby radiosonde launch. In the last section we evaluate the photochemical and aerosol outputs from the CMAQ simulations.

#### 3.1. Evaluation of WRF meteorology

Meteorological simulations from WRF are an important driver for air quality simulations from the CALIOPE AQFS. We evaluate the simulated PBL height from WRF, along with surface meteorological and upper-air variables.

##### 3.1.1. PBL height

Typically, one of the largest sources of error in mesoscale model simulations is the diagnosis of the PBL height. Fig. 2a shows 1-min and hourly-averaged PBL heights estimated from the MPL using the EKF technique. The mean PBL height for the day is 0.77 km with a small (0.02 km) standard deviation. Additional aerosol layers are evident between the PBL top and 2.5 km, most likely due to the regional recirculation pattern. Based upon the relatively low standard deviation we subject 15-min mean lidar-EKF estimates centered on the synoptic hour to validate PBL heights from the WRF model.

Fig. 2b,c compare the PBL heights simulated with the WRF model against hourly-averaged estimates from the MPL. It is shown the WRF model systematically under-estimates PBL height, as large as 0.31 km with the YSU scheme. The YSU and MYNN2 schemes diagnosis daytime-maximum PBL heights nearly 50% lower than the lidar. Overall, the ACM2 scheme leads to the lowest absolute bias ($MB = -0.11$ km) and closest daytime-maximum PBL height (0.96 km) compared to the lidar estimate (1.2 km). It should also be noted the WRF model simulates slow growth of the PBL, with the maximum PBL height delayed around 1–2 h compared with the lidar.

Spatial differences of PBL height between the WRF PBL schemes are also evident at 12:00 UTC on 7 May 2015 (Fig. 3). PBL height simulated using the ACM2 scheme is around 0.3 km higher than the other three schemes to the west of Barcelona and just south of Lleida. In addition, the ACM2 scheme is higher along the pre-coastal and Pyrenees mountain ranges. These results are consistent with those presented with the time series in Fig. 2c.

##### 3.1.2. Surface meteorological variables

The 2-m air temperature (T2) and dew point temperature (TD2), and 10-m zonal (U10) and meridional (V10) wind components are also critical variables to simulate accurately to produce accurate air quality model simulations. Table 2 presents the mean bias ($MB$) and correlation coefficient ($r$) between WRF model-simulated surface meteorology and observations at the three METAR stations in Catalonia. T2 and TD2 are under-estimated by the WRF model with all PBL schemes at Barcelona and Reus, with the best performance from the BouLac scheme ($MB_{T2} = -1.68$ °C at Barcelona; $MB_{TD2} = -2.34$ °C at Reus). A small over-estimate of T2 is simulated by the WRF model at Girona, as low as 0.11 °C with the MYNN2 scheme. The correlation between model and observations is markedly better with T2 ($r = 0.93–0.98$) than TD2 ($r = 0.11–0.79$).

The diurnal cycle of WRF model-simulated T2 and TD2 against observations from the three METAR stations is shown in Fig. 4. It is concluded the daily-mean over-estimate of WRF model-simulated T2 at Girona is in large part due to a significant over-estimate in the morning hours, as high as 2.68 °C at 7:00 UTC with the ACM2 scheme. The MYNN2 scheme provides the lowest bias throughout these morning hours. At Barcelona and Reus, the WRF model under-estimates T2 throughout the diurnal cycle, showing the largest biases in the morning and late evening hours.

The results are more ambiguous with respect to mean bias and correlation between WRF model-simulated U10 and V10 against observations (Table 2). The correlation between model and observations is markedly different with U10 (0.1–0.75) versus V10 (0.87–0.98), indicating the WRF model can resolve the meridional component of 10 m winds more reliably. The WRF model under-estimates U10 and V10 at Barcelona and Reus, no matter what PBL scheme is selected. However, the ACM2 scheme provides WRF model-simulated values closest to the observations, especially with V10 ($MB = -0.64$ m s$^{-1}$ at Barcelona; $MB = -0.22$ m s$^{-1}$ at Reus). Both U10 and V10 are over-estimated at Girona, with the best performance from the WRF model with the YSU scheme ($MB_{U10} = 0.43$ m s$^{-1}$ and $MB_{V10} = 0.39$ m s$^{-1}$).

Finally, Fig. 5 shows the diurnal cycle of U10 and V10 simulated by the WRF model against observations from the three METAR stations.

The daily-mean over-estimate of WRF model-simulated winds at Girona is most attributable to the large deviation from the observations in the evening after 14:00 UTC, highest with model-simulated V10 with the BouLac scheme ($MB = 4.52$ m s$^{-1}$ at 18:00 UTC).

##### 3.1.3. Comparison of vertical profiles

We evaluate the model performance for the lower atmospheric column (up to 3 km altitude), comparing WRF model simulations to observations from a 12:00 UTC radiosonde launch (Fig. 6) for a) temperature, b) dew point temperature, and c) zonal and e) meridional winds. The WRF model systematically performs well with temperature and dew point temperature, while the largest bias between the WRF model and observations is shown with the winds.

WRF model-simulated temperature is under-estimated throughout the entire PBL, with the MYNN2 scheme showing the closest simulated values to the observations. Dew point temperature is under-estimated by the WRF model from the surface up to 1.75 km altitude, then the radiosonde observations indicate a dry layer between 2 and 2.5 km which the WRF model cannot resolve with any PBL scheme. Overall, WRF model-simulated dew point temperature with the BouLac PBL scheme has the lowest bias when compared to the observations.

The zonal wind simulated by the WRF model is under-estimated with all PBL schemes, by as much as 4 m s$^{-1}$ with local PBL schemes. Meanwhile, the meridional wind component is under-estimated by the WRF model in the boundary layer, but over-estimated above the PBL. Large differences are shown between the various PBL schemes in the PBL, with the lowest bias from the BouLac scheme.

##### 3.2. Air quality evaluation

First, we evaluate the spatial differences of surface O$_3$ concentration (Fig. 7) between the YSU scheme (control run) and the bias error (WRF scheme – control) from the three other PBL schemes at three static times during the day. The times are selected to represent the morning (6:00 UTC), afternoon (12:00 UTC), and evening (18:00 UTC) hours.

In the morning, the highest O$_3$ concentrations are located in the Pyrenees range near Berga and to the west. Concentrations range from 90 to 100 μg m$^{-3}$. Effects of the topography can be shown in the bias...
plots, most evident with the BouLac scheme. CMAQ model-simulated O₃ with the ACM2 scheme best represents the concentrations at 6:00 UTC, with a bias error $< 5 \mu g m^{-3}$. At 12:00 UTC, maximum O₃ concentrations form just north-east of Barcelona ($>110 \mu g m^{-3}$) and west of Mallorca ($>95 \mu g m^{-3}$). CMAQ model-simulated O₃ with the three other PBL schemes show mainly a negative bias error ($\approx -10$ to $-14 \mu g m^{-3}$) near Barcelona, with a slightly smaller bias with the BouLac scheme. In addition, the CMAQ model shows a negative bias error ($\approx -10$ to $-14 \mu g m^{-3}$) with the plume west of Mallorca. CMAQ model simulations with the ACM2, MYNN2, and BouLac schemes all show similar bias errors. Three areas of maximum surface O₃ concentrations have formed by the evening (18:00 UTC); over the Pyrenees range, over extreme south-west Catalonia, and off the coast just east of Amposta. Surface O₃ concentrations range from 80 to 100 $\mu g m^{-3}$ in these areas. Bias errors between the YSU scheme and the three other PBL schemes are similar with the Pyrenees and coastal maxima, with slightly better
areas of maximum NO2 concentrations have formed; one over extreme Catalonia and another along the coast east of the pre-coastal CMAQ simulations with all three PBL schemes is negative, with a slightly south-west. Catalonia and along the coast from Reus to Girona, and inland west of Barcelona. Between the YSU (control run) and the three tested PBL schemes. A (bias error with the ACM2 scheme. In the evening, an area of high PM10 schemes under-estimate the plume, however with a slightly lower near Palma. All three CMAQ model simulations using different PBL schemes between the YSU and BouLac schemes show the best performance. By 12:00 UTC, the maximum NO2 concentration has formed over the Barcelona metropolitan area, with values \(-60 \, \text{ug m}^{-3}\). The mean bias for CMAQ simulations with all three PBL schemes is negative, with a slightly better performance by the BouLac scheme. In the evening, the two main areas of maximum NO2 concentrations have formed; one over extreme south-west Catalonia and another along the coast east of the pre-coastal mountain range. Under-estimates are shown with all three PBL schemes, with no clear favourite at this time of the day.

Finally, we examine the spatial differences of surface PM10 (Fig. 9) between the YSU (control run) and the three tested PBL schemes. A large area of surface PM10 (\(\geq 15 \, \text{ug m}^{-3}\)) sits just offshore in the morning hours. CMAQ model-simulated PM10 with the MYNN2 scheme under-estimates the area by around 30%. The ACM2 and BouLac schemes mainly over-estimate the plume magnitude, with a slightly higher over-estimate from ACM2.

At 12:00 UTC the maximum area of PM10 is concentrated over the Sea between Amposta and Palma, with highest around 20 \(\mu g m^{-3}\) near Palma. All three CMAQ model simulations using different PBL schemes under-estimate the plume, however with a slightly lower bias error with the ACM2 scheme. In the evening, an area of high PM10 (\(>20 \, \text{ug m}^{-3}\)) forms along the coast just east of Girona. However, CMAQ simulations with all three PBL schemes strongly under-estimate (30–40%) the plume magnitude.

The differences between PBL schemes can be further highlighted by comparing daily grid-point values from the CMAQ model simulations to observations at six air quality stations for urban, suburban, and rural background station types. Mean bias (MB) and correlation (r) for each station is shown in Table 3. The statistics are calculated to represent the average performance of O3, NO2, and PM10 for each station type. Overall, the CMAQ model under-estimates all evaluated variables, no matter which PBL scheme is selected.

The CMAQ model performs the best with the comparisons of O3 to observations. CMAQ model simulations with the ACM2 scheme have the lowest bias error with all station types, as low as \(-0.96 \, \mu g m^{-3}\) at urban sites. The correlation between CMAQ model and observations is the closest with rural stations (0.75–0.82), along with the second lowest MB.

Performance statistics show mixed results with surface NO2 and PM10 concentrations against the observed values. At suburban and rural stations, CMAQ model simulations with the YSU and BouLac schemes perform well, with the YSU scheme slightly better (MB = \(-6.48 \, \mu g m^{-3}\) at suburban; MB = \(-7.42 \, \mu g m^{-3}\) at rural). Similar to surface O3, the closest correlation of model to observations is associated with rural sites (0.53–0.57), however lower than O3.

The performance of the CMAQ model in simulating PM10 was the worst of all variables analysed, both in terms of bias and correlation statistics. In addition, differences between CMAQ simulations with each PBL scheme are the closest of all variables. Low correlations between the CMAQ model and observations show a lack of confidence in the comparison. Similar to surface NO2, CMAQ model simulations with the YSU and BouLac schemes show the best performance.

### 4. Summary and conclusions

This study evaluated the impact of four planetary boundary layer (PBL) parametrization schemes (two local, two non-local) from the Weather Research and Forecasting (WRF) mesoscale model on simulations of meteorological variables and predicted pollutant concentrations from the CALIOPE air quality forecast system (AQFS), maintained and operated at the Barcelona Supercomputing Center. The CALIOPE AQFS is composed of the WRF-ARW V3.5.1 meteorological model, HERMES v2 emissions model, CMAQ V5.0.2 chemical transport model, and dust outputs from BSC-DREAM8bv2.

The area of interest was the Catalonia region located in the northeast Iberian Peninsula during 7 May 2015, a day dominated by regional recirculations flow. Performance of the non-local schemes, Yonsei University (YSU; control run) and Assymetric Convective Model Version 2 (ACM2), and the local schemes, Mellor-Yamada-Janjic (MYJ) and Bougeault-Lacarrère (BouLac) were evaluated. AQFS-simulated pollutant concentrations were evaluated against six network urban, suburban, and rural background stations. In addition, we used METAR surface meteorological observations and vertical profiles from a radiosounding for an evaluation of the WRF simulations. Daytime WRF model-simulated PBL heights were validated against estimates retrieved using a micro-pulse lidar system. Large differences were found with the WRF model simulations of PBL height. WRF model simulations with all four PBL schemes underestimated the height of the PBL when compared with estimates from

---

### Table 2

<table>
<thead>
<tr>
<th>PBL scheme</th>
<th>YSU</th>
<th>ACM2</th>
<th>MYNN2</th>
<th>BouLac</th>
</tr>
</thead>
<tbody>
<tr>
<td>METAR - Barcelona</td>
<td>MB</td>
<td>r</td>
<td>MB</td>
<td>r</td>
</tr>
<tr>
<td>T2</td>
<td>1.86</td>
<td>0.93</td>
<td>1.77</td>
<td>0.94</td>
</tr>
<tr>
<td>TD2</td>
<td>1.44</td>
<td>0.71</td>
<td>1.65</td>
<td>0.79</td>
</tr>
<tr>
<td>U10</td>
<td>1.16</td>
<td>0.58</td>
<td>1.07</td>
<td>0.57</td>
</tr>
<tr>
<td>V10</td>
<td>-0.79</td>
<td>0.96</td>
<td>-0.64</td>
<td>0.96</td>
</tr>
<tr>
<td>METAR - Girona</td>
<td>MB</td>
<td>r</td>
<td>MB</td>
<td>r</td>
</tr>
<tr>
<td>T2</td>
<td>0.15</td>
<td>0.98</td>
<td>0.34</td>
<td>0.97</td>
</tr>
<tr>
<td>TD2</td>
<td>1.59</td>
<td>0.29</td>
<td>1.78</td>
<td>0.11</td>
</tr>
<tr>
<td>U10</td>
<td>0.43</td>
<td>0.10</td>
<td>0.65</td>
<td>0.13</td>
</tr>
<tr>
<td>V10</td>
<td>0.39</td>
<td>0.87</td>
<td>0.62</td>
<td>0.88</td>
</tr>
<tr>
<td>METAR - Reus</td>
<td>MB</td>
<td>r</td>
<td>MB</td>
<td>r</td>
</tr>
<tr>
<td>T2</td>
<td>2.56</td>
<td>0.97</td>
<td>2.46</td>
<td>0.97</td>
</tr>
<tr>
<td>TD2</td>
<td>1.38</td>
<td>0.65</td>
<td>1.57</td>
<td>0.59</td>
</tr>
<tr>
<td>U10</td>
<td>0.53</td>
<td>0.56</td>
<td>0.05</td>
<td>0.7</td>
</tr>
<tr>
<td>V10</td>
<td>0.47</td>
<td>0.97</td>
<td>0.22</td>
<td>0.98</td>
</tr>
</tbody>
</table>
Fig. 4. Time series on 7 May 2015 of WRF model-simulated 2-m air temperature (T2; solid lines) and dew point temperature (TD2; dashed lines) against METAR observations at: a) Barcelona, b) Girona, and c) Reus.
Fig. 5. Same as in Fig. 4, except for zonal (U10; solid lines) and meridional (V10; dashed lines) components of 10-m winds.
the lidar. However, WRF model-simulated PBL height was best represented by a non-local scheme, such as ACM2 ($MB = 0.11 \text{ km}$).

Surface meteorological variables showed ambiguous results, especially for 10 m zonal ($U_{10}$) and meridional ($V_{10}$) wind speed components, with under-estimates by the WRF model at Barcelona and Reus, and an over-estimate at Girona. The non-local YSU and ACM2 schemes simulated the closest values to the observations. 2-m air temperature ($T_{2}$) and dew point temperature ($TD_{2}$) were most accurately represented by a local PBL scheme, with the best performance from the BouLac scheme.

The comparison of WRF model vertical profiles against a 12:00 UTC radiosounding showed the largest biases with zonal and meridional winds. Overall, non-local schemes provided the lowest biases in the boundary layer. Local PBL schemes, such as BouLac, showed the closest temperature and dew point temperature to the observed values. However, no PBL scheme could help to resolve an extreme dry layer in the lower atmosphere.

The best performances from the CMAQ simulations were with the surface ozone ($O_3$) and nitrogen dioxide ($NO_2$) concentrations. Local PBL schemes, BouLac and MYNN2, showed the lowest bias error against the control run when comparing spatially. Performance statistics of the CMAQ model against observations showed the BouLac scheme with a low mean bias for $NO_2$, while the non-local ACM2 performed well with $O_3$.

![Fig. 6. Comparison of WRF model-simulated vertical profiles (colored lines and symbols) against a radiosounding (black solid line) on 7 May 2015 at 12:00 UTC for a) temperature, b) dew point temperature, c) zonal wind speed, and d) meridional wind speed.](image-url)
Fig. 7. Spatial comparison of CALIOPE-simulated surface ozone concentration (O₃) from the control run (YSU; first column), and bias between tested WRF PBL schemes and the control run for the ACM2 (column 2), MYNN2 (column 3), and BouLac (column 4) schemes. Plots are shown for 6:00 UTC (first row), 12:00 UTC (second row), and 18:00 UTC (third row) on 7 May 2015.
Fig. 8. Same as in Fig. 7, except for surface concentration of nitrogen dioxide (NO₂).
Fig. 9. Same as in Fig. 7, except for surface concentration of particulate matter < 10 μm (PM$_{10}$).
Surface particulate matter <10 μm (PM_{10}) showed the worst performance of all the air quality variables evaluated, with low correlations between the CMAQ model and observations. The poor performance of CMAQ model-simulated PM_{10} is possibly attributed to poor simulations of the PBL height from the WRF model. However, other sources of the uncertainty could include emissions from the HERMES model and conversion factors from CMAQ.

In conclusion, we found that a non-local PBL scheme (ACM2) performs well for model simulations of the PBL height and surface and upper-air winds. In contrast, a local scheme (BouLac) is preferred for surface air and dew point temperature. In addition, the ACM2 and BouLac schemes performed better than the YSU (control run) scheme for air quality simulations. Further studies are needed to determine if the current PBL scheme in the CALIOPE AQFS should be changed.
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