In this paper we study some speech enhancement algorithms based on the iterative Wiener method due to Lim and Oppenheim [1], but where the AR spectral estimation of the speech is carried out using a third order cumulant analysis. This work extends some preceding papers due to the authors, providing a detailed analytical study of the convergence of the iterative algorithms. This analysis allows to understand the behaviour of the original [1] and the proposed cumulant algorithms, providing some insights and suggestions to develop new and improved algorithms. An exhaustive empirical analysis establishes that the hybrid algorithm presented in [3] by the authors outperforms the original correlation algorithm, specially at low SNR largely.

1. INTRODUCTION

The number of signal processing applications based on higher order statistics (HOS) is continuously stepping up in the last years. The principal and more esteemed properties of the so called higher order cumulants are their ability to estimate the phase of the non-Gaussian parametric signals and to distinguish between Gaussian and non-Gaussian processes [2].

A promising application field of the HOS is that of speech processing. Many applications of speech processing (e.g., speech recognition, source speech coding) that show very high performance in laboratory conditions degrade dramatically when working in real environments. It is due principally to the low robustness in front of the noise offered by the standard signal processing algorithms. A possible solution of this problem consists of a preprocessing front-end in order to enhance the speech quality by means a noise reduction or a speech parametric modelling insensitive to the noise. In this paper we analyse a family of preprocessing approaches based in HOS analysis.

A preliminary study of these algorithms was presented in [3]. They are derived from the iterative speech enhancement method based in a sequential MAP estimation of the speech originally formulated by Lim-Oppenheim [1]. The original method consists of an iterative Wiener filtering of the noisy speech based on spectral estimation of the noise (obtained in non-speech frames) and an AR modelling of the speech. This speech model is continuously improved by using the filtered speech obtained in the preceding iteration. The convergence of the algorithm is very impaired by the residual noise influence in the speech AR modelling. Also, this noise-speech coupling causes a spectral distortion and a subsequent loss of the speech intelligibility.
The use of the higher order cumulants for speech AR modelling provides the desirable uncoupling between the noise and the speech. Considering a Gaussian or a symmetric p.d.f. noise (a good approximation of very real environments) and the non-Gaussian characteristic of the speech (principally for the voiced frames) it would be possible to obtain an spectral AR modelling of the speech more independent of the noise by using, e.g., the third order cumulants of the noisy speech instead of the common second order cumulant or autocorrelation. In Figure 1 is illustrated this property for several noise levels.
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Figure 1. Noise influence in the AR spectral estimation of the speech using second and third order cumulants.

The problem arise from the higher spectral distortion presented by the AR modelling based on cumulant estimation when it is compared with the autocorrelation case. It is due to the higher variance of the cumulant estimation and the questionable "flatness" of the error sequence when the obtained AR inverse filter works as a predictor over the speech signal. These drawbacks advise to make no more of two iterations when using cumulant AR modelling. In [3] we proposed a hybrid method consisting in 1 up 3 iterations using autocorrelation AR modelling following to 1 (or 2) iteration based in a cumulant AR modelling. Thus, an AR modelling of the speech based on the third-order cumulants is used for the Wiener filter design in the first iteration of the Lim-Oppenheim algorithm. We hoped a twofold benefit: firstly, the convergence of the iterative algorithm is highly accelerated and the number of iterations and, therefore, the computational complexity can be greatly reduced (ideally, an iteration is sufficient; in practice, the noise is not exactly Gaussian and the speech is not exactly non-Gaussian, and, therefore, more than one iteration is necessary); secondly, a non-contaminated AR parameterization of the speech is directly obtained. This latter results very useful, e.g., in recognition system based on speech parameterization. Following, the 1 up 3 iterations using second order AR modelling are carried out in order to improve the overall algorithm performance. The benefits of these additional second order iterations are favoured by the strong noise reduction provided by the first cumulant iteration.

2. CONVERGENCE ANALYSIS OF THE ITERATIVE WIENER ALGORITHMS

In this paper we extended the previous works and we present a detailed analysis of the convergence characteristics of the iterative Wiener algorithms. In the Figure 2 a scheme of the iterative Wiener
algorithm is shown, where the enhanced speech of the preceding iteration, \( y_i \), is used for the speech spectral estimation in the current one.

\[
y(n) = s(n) + r(n)
\]

\[
W_i(\omega) = \frac{P_{y_i}(\omega)}{P_{\tilde{y}_i}(\omega) + P_{\tilde{y}_i}(\omega)}
\]

where \( P_{\tilde{y}_i}(\omega) = \frac{g^2}{1 + \sum_a e^{-\alpha \omega}} \)

Figure 2. Scheme of the iterative Wiener algorithm.

The AR spectral estimation of the speech obtained from \( y_i \) is:

\[
P_{y_i} = (P_S + \alpha P_d) \cdot |W_{i-1}|^2 
\]

where the parameter \( \alpha \) represents the uncoupling noise-speech effect due to the cumulant analysis. Thus, the parameter \( \alpha \) is 1 in the correlation case (null uncoupling) and 0 in the ideal third order cumulant case. The parameter \( \alpha \) is really frequency-dependent and the spectral estimation of the speech, \( P_S \), and the noise, \( P_d \), are not exact. Both facts are not considered in (1) for simplicity.

The estimation recursion of the consecutive Wiener filters results:

\[
W_1(\omega) = \frac{1}{1 + W_{\text{opt}}^{(1)}(\omega) \cdot [W_{i-1}(\omega)]^2}
\]

being

\[
W_{\text{opt}}^{(1)}(\omega) = \frac{P_r}{P_S + \alpha P_r}
\]

This recursion converges to:

\[
W_{\text{opt}}(\omega) \leq W_{\text{opt}}(\omega) \text{ i.f. } W_{\text{opt}}(\omega) \geq C ; \quad C = \frac{4 - \alpha}{5 - \alpha}
\]

\[
W_{\text{opt}}(\omega) = 0 \text{ i.f. } W_{\text{opt}}(\omega) \leq C ; \quad "'
\]

Thus, the value of the variable \( C \) ranges in the interval:

\[
0.75 \leq C \leq 0.8
\]

corresponding the limits of this interval to SNR of 4.77 dB and 6 dB, respectively.

This convergence behaviour of the algorithm causes a spectral distortion in both the cumulant and the correlation cases, such as is illustrated in Figure 3.

Figure 3. Spectral "peaking" distortion of the Iterative Algorithm.

As can be seen, the cumulant algorithm causes a slightly greater peaking distortion than the correlation one. But the convergence of the cumulant algorithm is faster due to the noise-speech uncoupling property, and it allows a reduction in the number of the iterations and, therefore, a smaller spectral distortion than the correlation case.

It is clear from the preceding results that a hybrid algorithm profiting the faster convergence speed of the cumulant algorithm and the more accurate spectral convergence of the correlation one is a good solution.
Table I. Distance measures using the algorithms based on a) second order statistic; b) third order cumulants; c) hybrid at SNR = 0 dB.

<table>
<thead>
<tr>
<th>SNR</th>
<th>SEGSN</th>
<th>ITAKU</th>
<th>COSH</th>
<th>CEPST</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 iter.</td>
<td>0.00</td>
<td>0.79</td>
<td>9.57</td>
<td>11.67</td>
</tr>
<tr>
<td>1 iter.</td>
<td>7.36</td>
<td>4.38</td>
<td>9.21</td>
<td>10.71</td>
</tr>
<tr>
<td>2 iter.</td>
<td>8.83</td>
<td>5.92</td>
<td>8.86</td>
<td>10.17</td>
</tr>
<tr>
<td>3 iter.</td>
<td>9.04</td>
<td>6.16</td>
<td>7.30</td>
<td>9.04</td>
</tr>
<tr>
<td>4 iter.</td>
<td>9.11</td>
<td>6.25</td>
<td>6.42</td>
<td>8.45</td>
</tr>
</tbody>
</table>

Table II. Distance measures using the algorithms based on a) second order statistic; b) third order cumulants; c) hybrid at SNR = 18 dB.

<table>
<thead>
<tr>
<th>SNR</th>
<th>SEGSN</th>
<th>ITAKU</th>
<th>COSH</th>
<th>CEPST</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 iter.</td>
<td>18.00</td>
<td>13.43</td>
<td>6.33</td>
<td>7.89</td>
</tr>
<tr>
<td>1 iter.</td>
<td>21.84</td>
<td>16.83</td>
<td>5.26</td>
<td>6.75</td>
</tr>
<tr>
<td>2 iter.</td>
<td>22.55</td>
<td>17.68</td>
<td>4.32</td>
<td>5.91</td>
</tr>
<tr>
<td>3 iter.</td>
<td>22.55</td>
<td>17.77</td>
<td>3.02</td>
<td>5.03</td>
</tr>
<tr>
<td>4 iter.</td>
<td>23.33</td>
<td>17.60</td>
<td>2.50</td>
<td>4.86</td>
</tr>
</tbody>
</table>

3. RESULTS

In this section we present an exhaustive evaluation of the correlation, cumulant (third order) and hybrid algorithms. We use as test signal the noise-free utterance provided by ESCA. It is disturbed by additive Gaussian white noise with different global signal-to-noise ratios ranging from 24 dB to 0 dB. The performances of the three algorithms are evaluated as in SNR and SEGSRN terms as with Itakura, Cosh and Cepstrum distances. Tables I, II shows the results for two noise levels, SNR=0 dB and SNR=18dB, respectively.

As can be seen, the correlation algorithm improves its performance continuously but slowly. On the contrary, the cumulant algorithm improves its performance quickly but it degrades from the second or third iteration, specially in terms of SNR distances and for high SNR. For low SNR, the cumulant algorithm is more robust, and it degrades from the fourth or fifth iteration. In both cases, the hybrid algorithm behaves very good, and it represents a good tradeoff between the correlation and the cumulant algorithms, specially when the iterations number is limited (2 or 3 iterations) and/or the noise level is variant or unknown.
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