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Abstract—Since the mid '80s, aperture synthesis interferometric radiometers have received increased attention to monitor the Earth at low microwave frequencies (L-band), where there is a maximum sensitivity to soil moisture and ocean salinity.

At L-band, classic radiometers require large steerable antennas to meet the spatial resolution requirements (30-50 km at most, 10-20 km wished for), from a low polar orbit platform.

During the '90s, technological studies were conducted by the European Space Agency (ESA) with an eye to design a 2-D synthetic aperture L-Band radiometer (the Microwave Imaging Radiometer by Aperture Synthesis project: MIRAS). In the fall of 1998, in answer to a call for Earth Explorer Opportunity Missions issued by ESA, the Soil Moisture and Ocean Salinity Mission proposal (SMOS), based upon a radiometer concept derived from the MIRAS studies, was submitted. In May 1999, following a selection procedure, ESA approved the SMOS mission for an extended phase A.

This paper is organized as follows:

TABLE OF CONTENTS
1. INTRODUCTION
2. THE SMOS BASIC CONCEPT
3. INSTRUMENT PERFORMANCE
4. MODELING INSTRUMENT IMPERFECTIONS
5. ERROR CORRECTION AND IMAGE RECONSTRUCTION
6. SMOS FIELD OF VIEW AT SURFACE LEVEL; MULTITANGULAR PARAMETER RETRIEVAL
7. PERFORMANCE CRITERIA AND OPTIMIZATION
8. CONCLUSIONS

1 0-7803-5846-5/00/$10.00 © 2000 IEEE

119
One of the most significant drawbacks of L-Band radiometer, however, is that it implies the use of very large antennas and a spaceborne L-band instrument thus creates a significant technological challenge. Even though the concept was proved by early L-band space experiments, such as the one on SKYLAB back in the 70s, no dedicated space mission followed, because achieving a suitable ground resolution (≤ 50–60 km) required a prohibitive antenna size (≥ 4 m). All the research work was consequently performed using either ground or airborne radiometers.

Recent development of the so-called interferometry design, inspired from the very large baseline antenna concept (radio astronomy), makes such a venture possible. The idea consists of deploying small receivers in space (located on a deployable structure), then reconstructing a brightness temperature \( T_B \) field with a resolution corresponding to the spacing between the outmost receivers. The idea was put forward by D. LeVine et al., in the 80’s (the Electrically Steered Thinned Array Radiometer project: ESTAR) and validated with an airborne system. In Europe, an improved concept was next proposed to ESA. While MIRAS capitalizes on the ESTAR design, it embodies major improvements. The two-dimensional MIRAS interferometer allows measuring \( T_B \) at large incidences, for two polarizations. Moreover, the instrument images a whole scene in just 0.3 s, which corresponds to an image blur of 2.2 km, less than 10% the smallest pixel size. As the satellite moves, a given point within the 2D field of view is observed from different view angles. A series of independent measurements is then obtained, which allows to retrieve surface parameters with much improved accuracy [1].

It is in this perspective that the SMOS mission was proposed [2], [3]. It is a mission with broad and ambitious scientific objectives. In addition, it can also be considered as a demonstrator, which should allow both to assess the potential of L-Band 2D interferometric radiometry for possible operational uses, and to pave the way for future, upgraded technical implementations.

It is also expected that the SMOS mission will provide significant information on vegetation water content, which will be very useful for regional estimates of crop production. Finally, significant research progress is expected over the cryosphere, through improving the assessment of the snow mantle, and of the multi-layered ice structure. These quantities are of significant importance to the global change issue. Research on sea ice will also be carried out.

SMOS aims at providing, over the open ocean, global salinity maps with an accuracy better than 0.1 PSU every few days, with a 200 km spatial resolution; over the land surfaces, global maps of soil moisture, with an accuracy better than 0.035 m³/m³ every 3 days, with a space resolution better than 60 km, as well as vegetation water content with an accuracy of 0.2 kg/m². The platform would be on a sun synchronous orbit (6 a.m.) at 757 km height. Table 1 summarizes its main parameters.

Such an ambitious and innovative concept implies significant work on the instrumental concept and mission design. This paper aims at depicting the current state of the art and showing methods developed to optimize the use of the 2-D radiometer with respect to the scientific objectives, and to suggest ways to optimize the instrument characteristics and mission elements.

### Table 1 Main parameters of the SMOS mission

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size</td>
<td>~4.5 m each arm</td>
</tr>
<tr>
<td>Weight</td>
<td>175 kg</td>
</tr>
<tr>
<td>Power consumption</td>
<td>220 W</td>
</tr>
<tr>
<td>Swath</td>
<td>620 km</td>
</tr>
<tr>
<td>Spatial resolution</td>
<td>30 – 90 km</td>
</tr>
<tr>
<td>Radiometric sensitivity</td>
<td>0.8 – 2.2 K</td>
</tr>
<tr>
<td>Absolute radiometric accuracy</td>
<td>&lt; 3 K</td>
</tr>
<tr>
<td>Foreseen launch date</td>
<td>2005</td>
</tr>
</tbody>
</table>

2. THE SMOS BASIC CONCEPT

Interferometric radiometers measure the complex cross-correlation between the signals \( b_1(t) \) and \( b_2(t) \) collected by the pairs of antennas than can be formed in a sparse array (Figure 1).

![Figure 1 Two antennas of an interferometric radiometer forming a baseline](image)

The antennas are assumed to be placed over the XY plane at \((x_{1,2}, y_{1,2})\), and each correlation is a sample of the so-called visibility function \( V(u,v) \) (Kelvin) [4,5]:

\[
V_{1,2}(u_{1,2}, v_{1,2}) = \frac{1}{k_B} \left| B_1 B_2 G_{1,2} \right|^2 \left( \frac{1}{2} F_0 \right) = \frac{1}{\sqrt{\Omega_1 \Omega_2}} \int_{\xi \in \Omega_1} \int_{\eta \in \Omega_2} T_B(\xi, \eta) \left| F_{1,2}(\xi, \eta) \right|^2 \exp \left( -\frac{u_{1,2}^2 + v_{1,2}^2}{f_0} \right) \, d\xi \, d\eta,
\]

where \((u_{1,2}, v_{1,2}) = (x_{1,2} - x_1, y_{1,2} - y_1)/\lambda\) is the normalized spacing between the antennas, \((\xi, \eta) = (\sin \theta \cos \phi, \sin \theta \sin \phi)\) are the directional cosines with respect X and Y, \( T_B(\xi, \eta) \) is the brightness temperature (Kelvin), \( F_{1,2}(\xi, \eta) \) is the normalized antenna voltage pattern (without units), \( k_B \) is the Boltzmann's constant, \( \Omega_{1,2} \) is the solid angle of the antenna radiation pattern, \( G_{1,2} \) is the gain of the receiving channel, and the fringe-wash function, that accounts for spatial decorrelation effects, is given by:

\[
\tilde{r}_{1,2}(f) = \frac{e^{-2\pi f \delta}}{\sqrt{B_1 B_2 \delta}} \int_{j \in \Omega_1} H_{1,2}(f, \delta) \exp(j 2 \pi f \delta) \, df,
\]

where \( H_{1,2}(f) \) is the normalized frequency response of receivers 1 and 2, \( f_0 \) is their center frequency, and \( B_{1,2} \) is the noise bandwidth.
For an ideal interferometer (identical receivers and antennas), and negligible decorrelation effects ($\gamma_r(t) = 1$), Equation (1) reduces to a Fourier transform between the visibility function and the brightness temperature weighted by the antenna radiation pattern. The brightness temperature is a two-dimensional function restricted to the unit circle $\xi^2 + \eta^2 \leq 1$. Consequently, its Fourier transform (visibility function) can be sampled in an optimal way over a hexagonal grid, leading to the largest alias free Field Of View (FOV), for a determined spacing between the antennas. The rectangular sampling provided by T-, U-, or L-shaped arrays requires an antenna spacing of $d=1/2$ wavelengths for alias-free operation, while the hexagonal sampling provided by a Y-, or triangular shaped arrays, requires only $d = \sqrt{3}/3$ wavelengths. It allows a reduction of 13.4% of the required visibility samples and the associated hardware [6,7]. If due to technological limitations (antenna size and antenna mutual coupling) the minimum baseline cannot be equal to $\sqrt{3}/3$ wavelengths, the alias free field of view (FOV) is then limited by the periodic repetition of the unit circle centered at $(1/3d, 0)$, $(1/3d, 1/d)$, $(-1/3d, 0)$, $(-1/3d, 1/d)$, $(2/3d, 0)$, and $(-2/3d, 1/d)$ [7]. However, a large part of the unit radius circle is occupied by the sky, and some pre-processing techniques can then be applied [8] to enlarge the alias-free FOV up to the Earth-sky border (Figure 2).

\[ \Delta u_{\text{max}} \approx \frac{\pi/2}{\Delta u_{\text{min}}} \]  

where $\Delta u_{\text{max}} = 2\sqrt{3}N_ELd$ is the maximum distance in wavelengths between $(u,v)$ points (Figure 4). When the visibility samples are tapered (apodization), the synthetic beamwidth is enlarged, the side lobes are reduced, and the main beam efficiency is improved. For $N_EL = 23$ antennas per arm, spaced $d=0.89$ wavelengths, the computed half-power beam widths are 1.43°, 1.80° and 2.11°, for the rectangular (no window), Hamming, and Blackmann windows (with rotational symmetry). At the points marked as 1, 2, 3 and 4 (Figure 2) these values lead to on-ground cross-track spatial resolutions ranging from ~30 km to ~37 km, and radial spatial resolutions from ~39 km to ~66 km.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure2.png}
\caption{Earth contour (continuous line) and Earth aliases (dashed lines) limiting the alias free field of view for an SMOS-type instrument at a height=639Km, tilted an angle $\beta=34^\circ$, and $d=0.89$ wavelengths. The indicated FOV of interest has a swath width of 725 Km and ranges from ground incidence angles from 40° to 55°. ($\xi_0, \eta_0$) and ($\xi_f, \eta_f$) indicate the initial and final positions of a pixel as it travels through the FOV of interest.}
\end{figure}

Among them, the optimum angular resolution is achieved by the Y-array, which is the configuration selected for SMOS (Figure 3) [9].

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure3.png}
\caption{Artist’s view of SMOS.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure4.png}
\caption{$(u,v)$ spatial frequency coverage associated with a 23 antennas per arm Y-array spaced $d=0.89$ wavelengths.}
\end{figure}

## 3. Instrument Performance

**Angular resolution**

The angular resolution is determined by the $(u,v)$ spatial frequency coverage, which is shown in Figure 4. For this star-shaped $(u,v)$ coverage, the half-power width of the synthesized beam in the directional cosines domain is approximately given by [10]
Radiometric sensitivity

Assuming identical receivers with a Gaussian frequency response, the radiometric sensitivity close to the antenna boresight is [5, 11]

$$\Delta T = \Omega \left( \frac{3}{2} \frac{d^*}{T_{\alpha r}} \right) \sqrt{\frac{N_r \alpha_r}{\alpha_r}}$$

(4)

where $$T_{\alpha r} = T_0 + T_R$$ is the system's temperature, $$T_R$$ is the antenna temperature, $$T_0$$ is the receivers' noise temperature, $$\tau_{\alpha r} = \tau Q$$ is the effective integration time, Q=2.46 for 1 bit/2 level digital correlators and samples taken at Nyquist rate [12], $$N_r = 6N_{fi}^2 + 6N_{i} + 1$$ is the number of different $$(u, v)$$ points, 0.45 $$\leq$$ $$\alpha_0$$ $$\leq$$ 1 is a parameter that depends on the window or apodization function used to taper the visibility samples, 1 $$\leq$$ $$\alpha_\tau$$ $$\leq$$ 1.41 is a parameter that depends on the type of demodulation used, and 1 $$\leq$$ $$\alpha_r$$ $$\leq$$ 1.19 is a parameter that depends on filters' shape.

For the parameters of the proposed SMOS instrument [9], and a brightness temperature of 200K, the predicted radiometric sensitivity for each snapshot is 9.4 K, 5.3 K and 4.2 K, for the rectangular, Hamming and Blackmann windows. Except for the rectangular window, which exhibits very high side lobe levels, the product of the angular resolution times the radiometric sensitivity is approximately constant, which is known as the synthetic aperture interferometric radiometer uncertainty principle [11].

4. MODELING INSTRUMENT IMPERFECTIONS

The block diagram of an interferometric radiometer is shown in Figure 5.

$$\begin{align*}
F_{\alpha r}(\xi, \eta) & \rightarrow G_1 \rightarrow H_{\alpha r}(f) \rightarrow b_1 \rightarrow \text{Complex Correlator} \\
F_{\alpha l}(\xi, \eta) & \rightarrow G_2 \rightarrow H_{\alpha l}(f) \rightarrow b_2
\end{align*}$$

Figure 5 Baseline diagram: two receivers and correlator

Note that the filters $$H_{\alpha r}(f)$$ (not normalized) may include several amplifiers, filters and frequency conversions. The cross-correlation between the signals $$b_l(t) = i_l(t) + j q_l(t)$$ and $$b_q(t) = i_l(t) + j q_l(t)$$ is performed at base-band after coherent in-phase/quadrature (I/Q) demodulation, or numerically after sampling the signals centered at a small intermediate frequency. In SMOS, 1 bit / 2 level (1B/2L) digital correlators are foreseen because of their low power consumption, high speed, and high degree of integration, at the expense of a reduction of the effective integration time.

The output of 1B/2L correlators is not directly the complex visibility, but an intermediate magnitude $$Z_{\alpha l}$$ related to the normalized visibility by [12]

$$Z_{\alpha l} = \left| \langle \text{sign} i_l(t) \rangle \langle \text{sign} q_l(t) \rangle \right| = \frac{2}{\pi} \arcsin \left( \mu_\alpha \right)$$

(5a)

$$Z_\tau = \left| \langle \text{sign} i_l(t) \rangle \langle \text{sign} j_l(t) \rangle \right| = \frac{2}{\pi} \arcsin \left( \mu_\tau \right)$$

(5b)

where sign[x] is the sign function. A total-power radiometer is required to measure the sample P(0,0)=T_b, assumed to be the same for all the antennas, to be included in $$T_{\alpha r}$$ (Equation 6). Errors can be classified according to their impact on the measured visibility samples and their correction/calibration procedure, independently of the subsystem that generates them.

Antenna errors

Antenna errors affect the exploration of the scene (Equation 1) [13-15], and can only be accounted for by measuring them on the ground and including them in the inversion algorithm. Antenna imperfections are antenna pattern phase and amplitude mismatches (usually in form of ripples), antenna coupling, antenna pattern pointing errors, position errors and the cross-polarization ratio. Most of these errors can be kept under control provided mechanical tolerances are small, as compared to the wavelength (not specially critical at L-band). However, the errors induced by antenna coupling errors are unavoidable. To first order, coupling effects produce a mixing (linear combination) of the visibility samples that will be measured in coupling-free conditions. Higher order effects count for multiple reflections in the array structure and produce a non-linear combination of the visibility samples [14], which complicates the image reconstruction process [8].

Channel errors

Channel errors (or separable errors) appear as separate gain factors or phase addends at the visibility samples and require antenna-based calibration procedures. These errors are due to in-phase channel errors (filters' phase, time delays, etc.), I/Q demodulators quadrature errors, and channel gain errors [16]. Channel errors can be calibrated by most methods: distributed noise injection, redundant space calibration, etc., provided baseline errors are small. Long intercalibration periods require thermal control of the electronics to minimize drifts.

Baseline errors

Baseline errors (or non-separable errors) cannot be separated into gain factors or phase addends related to antenna channel parameters and require baseline-based calibration procedures requiring the injection of correlated noise simultaneously to all the antennas. These kind of errors are phase/amplitude errors due to frequency response mismatches, offsets generated by the correlation of common LO leakage, comparators threshold mismatches and jitter in the 1B/2L digital correlators [17] etc. Frequency response mismatches can be controlled by specifying an attenuation mask to be satisfied by all receivers (to be computed numerically for each particular type of filter). In addition techniques have been devised to dynamically measure the shape of the fringe-washing function within the accuracy required to achieved the final radiometric accuracy [18].

Once corrected, the measured radiation voltage patterns of the antennas assembled in the array, and the measured fringe-washing functions are used in Equation 1 to find out the brightness temperature distribution.
5. ERROR CORRECTION AND IMAGE RECONSTRUCTION

Offset baseline errors are calibrated by switching the receivers' input from the antennas to a matched load (uncorrelated noise injection). Then, channel or separable errors are calibrated by a hardware scheme based on a distributed noise-injection network [19-21], which is schematically sketched in Figure 6.

\[
\begin{align*}
&n_1 \quad n_2 \quad n_3 \\
&\vdots \quad \vdots \\
&n_4 \\
&\vdots \quad \vdots \\
&n_4 \\
&\vdots \quad \vdots \\
&n_4 \\
&\vdots \quad \vdots
\end{align*}
\]

\[n_i \quad n_i \quad n_i \quad n_i \quad \text{uncorrelated noise source} \]

Figure 6 Distributed noise injection network. The central noise source drives the 12 central antennas. Each source drives correlated noise to a set of 8 adjacent antennas.

By switching the antennas to a central noise source, correlated thermal noise is injected to the twelve central antennas (the first three of each arm plus the three additional ones in the center of the array), allowing the track of phase/amplitude among the arms. Then, by sequentially turning on and off the odd and the even noise sources (Figure 7), phase and amplitude relationships can be established between sets of non-overlapping groups of eight adjacent receivers.

\[
\begin{align*}
&n_1 \quad n_2 \quad n_3 \\
&\vdots \quad \vdots \\
&n_4 \\
&\vdots \quad \vdots \\
&n_4 \\
&\vdots \quad \vdots \\
&n_4 \\
&\vdots \quad \vdots \\
&n_4 \\
&\vdots \quad \vdots
\end{align*}
\]

\[<n_i^2> = 0 \quad <n_i^2> = 0 \quad <n_i^2> = k T_i B\]

Figure 7 Noise distribution scheme. Even and odd noise sources drive sequentially correlated noise to a set of eight adjacent antennas.

Once offset baseline errors and channel phase/amplitude error terms have been corrected, the image reconstruction algorithm decomposes the visibility samples in three terms. The first one comes from the sky, the second one from a fictitious constant brightness temperature body at temperature \(T_{\text{Earth}}\) inside the Earth field of view, and the third one, \(\Delta T(\mu, \nu)\), contains the variations of the brightness temperature over this constant background [8], which are the ones to be found out by the iterative algorithm. Note that the image reconstruction is only possible in the alias-free central region, a kind of hexagon with curved sides (Figure 2).

Table 2 summarizes the different error sources and their contribution to the snap-shot radiometric accuracy and sensitivity (0.3 s integration time). Since each pixel appears \(N_{\text{rad}}\) times in the FOV, simulation results have shown an improvement by a factor \(\sqrt{N_{\text{rad}}}\) in the thermal noise and errors induced by oscillations of the arms of the Y-array. A much smaller improvement, in the range 1.16 to 1.32, depending on the windowing and the spatial frequency content of the scene being imaged scene, is expected for the rest.

**Table 2** Instrument residual errors after calibration, instrument’s radiometric accuracy (systematic errors, mean value for pixels in the FOV) and radiometric sensitivity (random errors, mean value for pixels in the FOV) \(T_{\text{REF}}=300K, T_{\text{AV}}=200K\).

<table>
<thead>
<tr>
<th>ERROR SOURCE</th>
<th>RADIOMETRIC ACCURACY</th>
<th>RADIOMETRIC SENSITIVITY</th>
</tr>
</thead>
<tbody>
<tr>
<td>PHYSICAL LIMITATIONS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- discretization and windowing</td>
<td>0.02 K</td>
<td></td>
</tr>
<tr>
<td>- thermal noise ((t=0.3 s))</td>
<td>4.18 K (snap-shot)</td>
<td></td>
</tr>
<tr>
<td>SYSTEM IMPERFECTIONS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ANTENNA ERRORS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Phase ripple ((\sigma_p=0.34%))</td>
<td>0.50 K</td>
<td></td>
</tr>
<tr>
<td>- Amplitude ripple ((\sigma_a=0.5%))</td>
<td>0.53 K</td>
<td></td>
</tr>
<tr>
<td>- Pointing ((\sigma_p=0.15%))</td>
<td>0.20 K</td>
<td></td>
</tr>
<tr>
<td>- In-plane oscillations ((5 \text{ mm}))</td>
<td>0.10 K</td>
<td></td>
</tr>
<tr>
<td>- Off-plane oscillations ((5 \text{ mm}))</td>
<td>0.06 K</td>
<td></td>
</tr>
<tr>
<td>- V/H cross-talk ((X=Pol 25 \text{ dB}))</td>
<td>0.16 K (H)</td>
<td></td>
</tr>
<tr>
<td>- 0.63 K (V)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CHANNEL ERRORS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- In-phase &amp; I/Q ((\sigma_p=0.1%))</td>
<td>0.04 K</td>
<td></td>
</tr>
<tr>
<td>- Amplitude errors ((\sigma_a=0.43%))</td>
<td>0.02 K</td>
<td></td>
</tr>
<tr>
<td>- (Dicke radiometer)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Amplitude errors ((\Delta T)) ((\sigma_a=1.25 \text{ K}))</td>
<td>0.25 K</td>
<td></td>
</tr>
<tr>
<td>BASELINE ERRORS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Residual Offset ((\text{LO})) ((\sigma_{\text{LO}}=1.5 \times 10^{-7}))</td>
<td>0.07 K</td>
<td></td>
</tr>
<tr>
<td>- Filter's phase errors ((\phi_x=0.43%))</td>
<td>0.18 K</td>
<td></td>
</tr>
<tr>
<td>- Filter's amplitude errors ((\Delta T)) ((\sigma_a=0.002))</td>
<td>0.20 K</td>
<td></td>
</tr>
<tr>
<td>- Digital Correlators</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Threshold errors</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Delay errors ((\Delta T=15 \text{ MHz} \pm 2 \text{ MHz}))</td>
<td>0.03 K</td>
<td></td>
</tr>
<tr>
<td>- (B=30 \text{ MHz}, t_0 = 2 \text{ ns})</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Phase error: 5.4(^\circ) pre-cal, 0.1(^\circ) cal</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Quadrature error: 0.7(^\circ) pre-cal</td>
<td>0.18 K</td>
<td></td>
</tr>
<tr>
<td>TOTAL</td>
<td>0.88 K (H-POL)</td>
<td>4.18 K (V-POL)</td>
</tr>
<tr>
<td>(quadratic summation)</td>
<td>1.07 K (V-POL)</td>
<td></td>
</tr>
<tr>
<td>(SNAP-SHOT) (SNAP-SHOT)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

6. SMOS FIELD OF VIEW AT SURFACE LEVEL; MULTIANGULAR PARAMETER RETRIEVAL

Figure 2 presented the field of view defined by directional cosines. As indicated in Section 2, the limits of the (extended) alias free zone are due to replicas of the Earth visibility zone. Figure 8 illustrates how the instantaneous FOV appears at Earth's surface [22].

The general topography is similar, although the aliasing boundaries, previously ellipses, have become more complicated curves. Since the antenna plane is tilted, the FOV is elongated ahead of the antenna, and conversely reduced beyond it.
Three families of contouring curves are shown, respectively for incidence angle $i$, look angle with respect to the antenna axis $\Theta_a$, and space resolution $\Delta$. These families are distinct, due to the antenna tilt.

*Multiangular Parameter Retrieval.*

When considering the performances of the SMOS mission, the relevance of space resolution is obvious. The $\Theta_a$ angle plays a part in determining space resolution; furthermore, the elementary antenna radiation pattern has to be accounted for when computing the radiometric sensitivity. Finally, the power radiated by Earth target areas depends on the incidence angle for each polarization.

The instantaneous FOV is two-dimensional: over every elementary observation period, SMOS provides a set of visibility functions that ultimately allow obtaining a 2D map for brightness temperatures $T_B$. As the satellites moves ahead, this means that each Earth area within the FOV will be seen several times, for varying incidence angles. This can be understood by drawing lines parallel to the vertical $(y)$ axis on Figure 8 for various abscissas $x$ away from the sub-satellite track: such lines cross the incidence angle $i$ contours.

In terms of soil moisture retrieval, this feature may be of considerable interest [1]. First, it supplies an increased number of independent samples; second, it allows improved discrimination between unknown surface parameters, inasmuch as they induce specific, distinct $T_B$ variations as $i$ varies.

The theory for the dependence of radiated power on surface soil moisture is well established for smooth cultivated areas or grass lands [23]. Based on this, retrieval algorithms making use of $T_B$ data for both polarizations and a range of incidence angles can be built. Three physical parameters are of main importance: soil moisture $w_s$, optical thickness of vegetation cover $\tau$, and surface temperature $T_s$.

While the main objective of SMOS on a land surface is to monitor soil moisture, $w_s$ [3], the vegetation optical thickness is also of interest; besides, ancillary information for $\tau$ is inaccurate and difficult to obtain. On the other hand, a wealth of surface temperature data is available. Therefore it seems appropriate to retrieve both $w_s$ and $\tau$, from SMOS data, assuming $T_s$ is known from external sources with a specific uncertainty.

Figure 9 illustrates major features of the performances of such a retrieving method. Actually, the adjustment to simulated data is carried out assuming all three parameters are unknown, but taking into account the value supplied for $T_s$ as well as the corresponding measurement error.

The uncertainty $\sigma(w_s)$ is seen to depend on three characteristics of the incidence angle sampling: it decreases with increasing number, mean angle and range. As all three quantities vary across the FOV, this has to be taken into account when estimating SMOS performances. In the following section, the dependence of $\sigma(w_s)$ upon incidence mean angle and range will be accounted for using an empirically adjusted function.

![Figure 9 Random uncertainties over soil moisture retrieved from SMOS simulated data. Each curve is indicated the number $N$ of available $T_s$ data for each polarization, the mean incidence angle $\langle i \rangle$, and the uncertainty $\Delta T_s$ over $T_s$. The available $i$ values are assumed to be spread regularly over a varying range (along the abscissa). Note the effect of the $T_s$ estimated uncertainty: if $T_s$ were perfectly known (dotted curves), $\sigma(w_s)$ would vary exactly as the inverse square root of the number of samples. Target characteristics are $w_s=0.2$, $\tau=2.6$, $T_s=280$ K.](image)

7. PERFORMANCE CRITERIA AND OPTIMIZATION

Three main criteria are needed to summarize the performance of SMOS over land surfaces: space resolution, accuracy, time sampling interval.

*Space Resolution*

There is no unique way to define the space resolution. Furthermore, no detailed analysis has been carried out up to
now on the way to deal with space resolution(s) varying inside the set of $T_B$ measurements used for $w_i$ retrieval at a given distance $x$ across the FOV. Such effects will have to be investigated considering the space structure of the moisture field, and looking at the best way to take advantage of oversampling. In any case, it is clear that any representative space resolution worsens as $x$ increases.

This will eventually bound the SMOS swath, because scientific reasons set a limit $\Delta x_m$ to the acceptable space resolution over land surfaces. Specifically, the useful FOV region will be bounded by either the aliasing limits or a contour for space resolution $\Delta x_m$ whichever comes first. Figure 8 (see e.g. the 60 km contour) illustrates the impact of a $\Delta x_m$ threshold.

Accuracy

The accuracy over $w_i$ measurements is a major scientific requirement of the SMOS mission; the simplest way to state it is to say that the error should not exceed a maximum value $w_{e_{\text{max}}}$. This first translates into accuracy requirements for the measured $T_B$. Absolute accuracy depends on both errors due to imperfect instrument stability and calibration, and random measurement errors. We do not consider in this section the former (although of course this is a major issue); then the basic source of uncertainty is the radiometric sensitivity $\Delta T$. In addition, effects related to the multiangular retrieval process have to be considered.

From the previous sections, it is clear that the overall performance, in terms of retrieved $w_i$ estimates, is best close to the sub-satellite track, and worsens as the distance $x$ to this track across the FOV increases. Indeed three phenomena contribute to this variation: the number of available independent samples decreases; the average elementary antenna gain decreases; the range of available incidence angles is reduced. The only positive effect (due an increase of the mean incidence angle) is not likely to reverse this trend.

Time Sampling Interval

Then, assuming the space resolution requirement is met by restricting the FOV as indicated above, the useful half swath $X_m$ is the maximum $x$ value for which $\phi(w_i)$ stays below $w_{e_{\text{max}}}$.

In this way, requirements on space resolution and accuracy are combined so as to yield a maximum value of the actual swath. This is convenient, because the swath is closely linked to the mean revisit time, and therefore to the mean time sampling interval $<\Delta t>$.

The time sampling requirement that matters most concerns the maximum revisit time $\Delta t_m$ rather than its mean value. Obtaining $\Delta t_m$ from $<\Delta t>$ will require a detailed analysis of the satellite orbit. Still, since the average relationship between both quantities is obviously monotonous, looking for average values is a sensible way of optimizing the revisit time performance. It may certainly happen that the optimum obtained in this manner occurs for a flight altitude which does not provide the optimal revisit time; this would call for a further iteration phase.

There are other ways to characterize the overall performance of SMOS than setting threshold requirements; for example, it will certainly be worth looking at mean values, for space resolutions and measurement accuracy, across the useful swath.

Figure 10 illustrates qualitatively, in the case of the satellite flight altitude, how this approach can be used for optimizing the SMOS configuration. For this particular parameter at least, the interesting feature is the existence of an optimal range of values.

**Figure 10** An example of variation of the maximum SMOS half swath $X_m$ with flight altitude, showing an optimal range around 800-900 km. Selected space resolution threshold and $w_i$ uncertainty requirements are 60 km and 0.04 m$^3$/m$^2$, respectively. Also shown are the space resolution $<\Delta s>$ and standard deviation $\sigma$ of measured $w_i$, averaged across the whole selected swath. Other specified parameters are: tilt angle = 20°, arm length = 4.5 m, element spacing ratio = 0.80. The numerical results should be considered as indicative.

8. CONCLUSIONS

The 2-D, dual-polarized, aperture synthesis radiometer offers a unique opportunity to fill two glaring gaps in surface variable fields. The instrument concept is innovative and ambitious. Between the early 90's, when the concept was first formulated, and now considerable progress has been made on various aspects, including signal processing and algorithms, science, and technical development. These enabled the proposal of a mature and feasible SMOS concept to ESA. This paper has summarized part of the work carried out both on the interferometric radiometry concept and with respect to the optimization of the instrument configuration. Moreover, several studies are under way on the physics of measurements (inversion algorithms, SSS retrievals) and data assimilation to retrieve root zone soil moisture. Several field experiments are being planned or are under way.

In other words, as almost no satellite data is available at L band, the existing algorithms have been developed from ground based or airborne measurements. Most of the theoretical aspects are now covered and well established for many types of targets. The probability of having a space system will obviously foster research to unprecedented levels. Full use of instrument demonstrators will enable the fine-tuning of retrieval algorithms. Major issues which remain to be solved during the period before launch will be to address the scaling issues (this being currently done on a theoretical basis only) and the influence of wind speed on SSS retrieval. The mission being very innovative, current
knowledge does not allow us to always have clear-cut answers. The known issues have been investigated and solutions proposed. The next step will consist in carrying out suitable field experiments to validate the solutions and check whether all has been accounted for. Also, a SMOS simulator has been developed at Politecnico University of Catalonia (UPC) in Spain. This tool should enable to build scenes from input data and could be used to check the error propagation when part of the system is deficient, and/or to deliver scenes for algorithm development and tests. The SMOS concept will be a demonstrator of L band measurements over the globe, paving the way to more ambitious concepts in terms of spatial resolution or temporal resolution of the Earth. SMOS will provide long needed measurements of surface soil moisture, vegetation biomass and sea surface salinity and foster new research in these fields as well as in cryospheric studies. SMOS should be launched as a second Earth Explorer Opportunity Mission, tentatively in 2005.
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