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Log-area ratios have been traditionally used in speech processing applications because, in the autoregressive model, the spectral sensitivity curves are almost flat for these parameters, and this property makes them useful to quantize the LPC coefficients and in the definition of spectral distances. In this communication it is shown that this almost flat spectral sensitivity is also an interesting property in adaptive IIR filtering. A new IIR lattice-form algorithm is proposed in which the update equation is applied to these parameters instead of the reflection coefficients. This transformation gives a more uniform performance surface with no instability region and, as a result, the behavior of the gradient search methods is clearly improved.

1. INTRODUCTION

To date, the majority of adaptive filtering problems have been solved with finite-impulse-response (FIR) filters because they are well behaved, i.e., they are unconditionally stable and their error surface is unimodal. However, infinite-impulse-response (IIR) filters present some advantages over FIR filters and it is anticipated that the adaptive IIR filter will replace the widely-used adaptive FIR filter in many applications.

Adaptive IIR filtering has been an active area of research over the last several years and it is also closely related to the problem of recursive parameter estimation. Nevertheless several problems still remain unsolved because the analysis involves highly nonlinear systems. Unlike adaptive FIR filtering, the error surfaces for adaptive IIR filters based on the output error formulation [1] may have some local minima. Their convergence properties are also difficult to study and computer simulations are usually necessary to compare the performance of different algorithms.

In adaptive FIR filtering the performance or error surface, (excess squared error), is a quadratic function with respect to the coefficients and gradient techniques perform well because there is a linear relation between the coefficients vector error and the gradient. However, in adaptive IIR filtering the error surfaces are very different and the slow rate of convergence which is characteristic of this class of adaptive algorithms is in part due to this nonuniform performance surface. Another drawback associated with the IIR filters is that they may become unstable during adaptation and it is usually necessary to include a stability test. The proposed algorithm has been derived with the aim of solving or reducing these two problems.

2. IIR LATTICE FORM

The adaptive IIR lattice filter (Fig. 1) consists of a feedback lattice structure characterized by the reflection coefficients \( \{k_i(n)\} \) and a feedforward structure characterized by the coefficients \( \{v_i(n)\} \) [1]. Its primary advantage is that stability monitoring is easy to perform, requiring only that each reflection coefficient satisfy \( |k_i(n)| < 1 \).
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The forward and backward residuals of each stage are calculated as

\[ f_i(n) = x(n) \]

\[ f_i-1(n) = f_i(n) - k_i(n)b_i-1(n-1) \]

\[ b_1(n) = b_1(n-1) + k_i(n)f_i-1(n) \quad i=N-1 \]

\[ b_0(n) = f_0(1) \]

where \( x(n) \) is the filter input.

Then the output \( y(n) \) is obtained as the sum of the backward residuals weighted by the feedforward coefficients

\[ y(n) = \sum_{i=0}^{N} b_i(n) v_i(n) \]  \hspace{1cm} (2)

The lattice implementation need more computations than the direct form but it has better limited precision properties. The direct form is very sensitive to finite-precision effects so other realizations are usually preferred in fixed filter implementations. In adaptive applications these alternative realizations has been somewhat overlooked because of the simplicity of the direct form but it has been shown recently that structures as the parallel, cascade, and lattice can be useful to overcome the limited precision sensitivity and they offer more simple stability monitoring.

3. ADAPTIVE IIR ALGORITHMS

Most of the adaptive algorithms are gradient-based methods, i.e., algorithms designed to minimize at each instant of time a cost function. These methods perform well when there is a linear relation between the coefficients vector error and the gradient as in FIR filtering.

Nevertheless, in adaptive IIR filtering, this kind of algorithms usually have convergence and stability problems. One of the reasons of these problems is that the gradient tends to infinite when the coefficients are close to the unstability region [2]. In the IIR lattice filter is easy to know how far we are from this unstability region and in [2] a correction term was derived to reduce the absolute value of the gradient used by the adaptive algorithm as the coefficients get close to the limits of the stability region. The result was a significant improvement in both convergence and robustness of the IIR steepest descent algorithms.

In the work that we present here we have followed another approach in which the performance surface of the adaptive algorithm is modified by a coefficient transformation based on spectral sensitivity. In [3] it is shown that in the all-pole model the sensitivity curves are almost flat for the logarithms of the ratios of area (log-area-ratios). Therefore, it is expected that if we express the mean squared output error as a function of the log-area ratios instead of the reflection coefficients, the error surface will be closer to the desired quadratic shape. Another advantage of this transformation is that now there is no unstability region.

All of the adaptive IIR algorithms we have considered have the following form

\[ \theta(n+1) = \theta(n) - \mu H^{-1}(n) \psi(n) e(n) \]  \hspace{1cm} (3)

where \( \theta(n) \) is the coefficient vector

\[ \theta(n) = [e_1(n), \ldots, e_N(n), v_0(n), \ldots, v_N(n)] \]  \hspace{1cm} (4)

and \( e(n) \) the output error.

\( \psi(n) \) is the gradient vector formed with the the derivative of the output of the adaptive filter \( y(n) \) with respect to the coefficients

\[ \psi(n) = \left( \frac{\partial y(n)}{\partial e_1(n)}, \ldots, \frac{\partial y(n)}{\partial e_N(n)}, \frac{\partial y(n)}{\partial v_0(n)}, \ldots, \frac{\partial y(n)}{\partial v_N(n)} \right) \]  \hspace{1cm} (5)

The complexity of the gradient has always been pointed as the major disadvantage of the lattice realization, because it was assumed that it required order \( N^2 \) computations, while in the direct form only order \( N \) computations are necessary. Nevertheless, our current work indicates that, in the lattice form, it is also possible to compute the gradient with order \( N \) computations without introducing any approximation [8]. In [6] a simplified algorithm with a complexity of order \( N \) was also derived but it was based on a approximation that caused convergence problems.

Other terms in (3) are the scalar step size \( \mu \) that controls the convergence rate and \( H^{-1} \) that is an estimate of the inverse Hessian matrix. In a previous paper [7], we studied the performance of the proposed algorithm when a full estimate of this matrix was used to improve the convergence rate. Nevertheless, this estimation increases considerably the computational complexity and, in this paper, we consider the use of simplified diagonal matrix [4]. The diagonal Hessian requires...
only order N computations, while, in the case of using the full Hessian matrix, order N² computations are required. This fact, in combination with the above mentioned simplified gradient computation, gives an algorithm with a reasonable computational cost.

In adaptive FIR filtering the Hessian matrix, or its simplified versions, depend only on the data, but in adaptive IIR filtering, it is time-varying even when the data is stationary because the error surface is not quadratic. Again, a error surface close to the quadratic shape is expected to be useful to obtain a less time-varying and better estimated Hessian matrix.

4. LAR-DH ALGORITHM

In the algorithms studied in [4] the parameters $li(n)$ were the reflection coefficients $ki(n)$ while in the proposed algorithm these coefficients are replaced by the log-area-ratio parameters (LAR).

The log-area-ratios $li$ are calculated from the reflection coefficients $ki$ as

$$li = \ln \frac{1-ki}{1+ki}$$  \hspace{1cm} (7)

In the gradient vector the derivative of $y(n)$ with respect to the log-area-ratio is calculated now as

$$\frac{\partial y(n)}{\partial li(n)} = \frac{\partial y(n)}{\partial ki(n)} \frac{\partial ki(n)}{\partial li(n)}$$

$$= \frac{\partial y(n)}{\partial ki(n)} \cdot \frac{1}{2} (1-k_i(n))^2, \text{ for } i=1, \ldots, N$$  \hspace{1cm} (8)

Then, after updating the log-area-ratio parameters with a simplified version of equation (3), (Diagonal Hessian), the reflection coefficients must be computed to be used by the adaptive IIR lattice filter.

$$ki = \frac{1-e^{2li}}{1+e^{2li}}, \text{ for } i=1, \ldots, N$$  \hspace{1cm} (9)

In a real-time implementation the above equation can be simplified and/or stored in a table to reduce more the computation cost.

5. COMPUTER SIMULATIONS

We have performed several computer simulations in a system identification configuration (Fig. 2) to compare the convergence properties of the proposed algorithm (LAR-DH) with the previous diagonal Hessian algorithm (K-DH) described in [4]. Figure 3 illustrates the mean-square-error learning curves that were obtained by averaging $e^2(n)$ over 100 independent computer runs. The system to be identified has the following lattice coefficients

$$v_0=1 \quad v_1=0 \quad v_2=0 \quad v_3=0 \quad v_4=0$$
$$k_1=-0.95 \quad k_2=0.60 \quad k_3=-0.20 \quad k_4=0.1$$

The LAR-DH algorithm shows good convergence properties and its step size can be increased until $\mu=0.05$ without having any problem. In contrast, the K-DH algorithm has convergence problems and its $\mu$ must be reduced when the system to be identified has k coefficients close to 1 (in absolute value). In the showed results we used $\mu=0.01$. With these step sizes the convergence rate of the proposed algorithm (LAR-DH) is clearly faster than that of the (K-DH).

Figure 4 and 5 compare the coefficient tracks of the K-DH and the proposed algorithm in the same system identification case. It can be observed that the K-DH algorithm gives a track with a great oscillation when its step size is only 0.01, on the contrary, the LAR-DH algorithm results in a good convergence although its step size is 5 times greater (0.05).

Similar results have been obtained when the algorithm has been tested with other systems and the difference between both algorithms was more clear when the unknown system had the poles near of unity circle. These results are in concordance with the previously reported in [7] where the full Hessian matrix was used.
6. CONCLUSIONS

A new algorithm for Adaptive IIR lattice filtering has been derived in which the log-area ratio parameters are updated instead of the reflection coefficients. This modification gives an error surface with no unstability region and with a more uniform behavior. Effectively, the results show that the use of the log-area-ratio parameters and a simplified diagonal matrix gives an algorithm with a good convergence rate and stability.

We have derived a simplified IIR lattice gradient that makes this structure competitive in computational cost with others structures, and that allows its real time implementation using high orders.
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