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Abstract. We present a probability logic (essentially a first order lan-
guage extended with quantifiers that count the fraction of elements in a
model that satisfy a first order formula) which, on the one hand, cap-
tures uniform circuit classes such as AC0 and TC0 over arithmetic mod-
els, namely, finite structures with linear order and arithmetic relations,
and, on the other hand, their semantics, with respect to our arithmetic
models, can be closely approximated by giving interpretations of their
formulas on finite structures where all relations (including the order) are
restricted to be “modular” (i.e. to act subject to an integer modulo). In
order to give a precise measure of the proximity between satisfaction of
a formula in an arithmetic model and satisfaction of the same formula in
the “approximate” model, we define the approximate formulas and work
on a notion of approximate truth. We also indicate how to enhance the
expressive power of our probability logic in order to capture polynomial
time decidable queries,
There are various motivations for this work. As of today, there is not
known logical description of any computational complexity class below
NP which does not requires a built–in linear order. Also, it is widely rec-
ognized that many model theoretic techniques for showing definability in
logics on finite structures become almost useless when order is present.
Hence, if we want to obtain significant lower bound results in compu-
tational complexity via the logical description we ought to find ways of
by-passing the ordering restriction. With this work we take steps towards
understanding how well can we approximate, without a true order, the
expressive power of logics that capture complexity classes on ordered
structures.

1 Introduction

The logical description of many computational complexity classes is based on the
fact that the possible domains of interpretations must be at least partially or-
dered. This is certainly the case for logics meant for describing complexity classes
?? Supported by grant Ramón y Cajal 2003 from Ministerio Ciencia y Tecnoloǵıa,
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below NP, for it is still unknown whether such classes can be described without
any order, and it is further believed that is not the case (further comments in [5]
and see also [4]). However, a negative aspect of describing low complexity classes
by logics with built-in order is that model theoretic techniques for showing in-
expressibility, such as Ehrenfeucht–Fraissé games and its variations, becomes
almost useless; thus, in turn, hopeless for leading into significant complexity
lower bounds. (For an illustration of how difficult is to play Ehrenfeucht–Fraissé
games on ordered structures see Section 6.6 of [5].)

This dichotomy with the order had led researchers into exploring ways of
keeping some order in the models for various forms of extensions of first order
logic, and yet obtain some significant lower bound results (for example, see [3]
and [7]). The results presented in this paper are inscribed in that line of re-
search. We introduce a probability logic LP, which is, essentially, first order
logic extended with quantifiers that count the fraction of elements in a model
that satisfy a first order formula. Our definition of the logic LP is inspired on the
probability logic of Keisler (see [6]), who conceived it as a logic appropriate for
his investigations on probability hyperfinite spaces, or infinite structures suitable
for approximating large finite phenomena of applied mathematics. In order to
suit our need of this logic for describing computability problems, we restrict our
use of relation symbols to a finite set and mainly of the arithmetic type: addi-
tion, multiplication and order. With this ability to approximately count and in
the presence of built-in order, addition, and multiplication, fragments of this LP
logic are capable of fully describing circuit classes such as AC0 and TC0, since
they coincide with known logics that capture these computational complexity
classes, for example, first order logic extended with threshold quantifiers. Fol-
lowing our programme of studying possible ways of reducing the scope of the
order and other arithmetic relations within our models, we group in the same set
of witnesses of a formula all those elements that are congruent modulo the value
of a sublinear function F , and define the concept of an F -modular approxima-
tion of a finite structure A. The F -modular approximation of A thus obtained
do not have the order built-in but just approximations of it, and subject to these
interpretations we do get separation results among fragments of the correspond-
ing logic LPF , for a particular family of (sublinear) functions F .

Having satisfied our goal of obtaining inexpressibility results within our prob-
ability logic under a weaker interpretation of the atomic symbols, we wonder
how to translate that result to an inexpressibility of the same query (or similar
query) in the logic with the unrestricted interpretation of symbols (e.g. full linear
order). As a partial answer to this question we introduce the notion of approx-
imate formulas and through them we establish a bridge between satisfaction in
the structures with natural interpretations of the symbols and their correspond-
ing F -modular approximation. In the last section of the paper we show how to
extend this probability logic and approximations to capture P.
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2 Logic of probability quantifiers

We work with finite vocabularies and finite models. A vocabulary or signature
τ is a set of relation symbols and constant symbols. The models for τ will be
denoted by Am, Bn, Ck, etc. where the subscripts refer to the cardinality of
the model. A logic over the vocabulary τ will be denoted L(τ). In particular
FO(τ) is the set of first order formulas over τ (or τ -formulas). The logic we are
mainly concerned in this paper is the logic of probability quantifiers which we
define below. Given a natural number m and a set C ⊆ {0, . . . ,m − 1} we can
define the natural probability µm(C) as just the cardinality of C divided by m.
Likewise, for s > 0, we can define, for every set C ⊆ {0, . . . ,m− 1}s the natural
probability µs

m(C) as the cardinality of C divided by ms.

Definition 1. For a vocabulary τ , we define the logic of probability quantifiers
(or probability logic) over τ , as the set of formulas LP(τ) formed as follows:

Atomic formulas Formulas of the form R(x, c), where R is a relation symbol
in τ , x is a vector of variables, c is a vector of constants from τ , are in
LP(τ).

Conjunction If φ1(x), φ2(x) ∈ LP(τ) then φ1(x) ∧ φ2(x) is in LP(τ).
Negation If φ(x) ∈ LP(τ) then ¬φ(x) ∈ LP(τ).
Existential quantification If φ(x, z) ∈ LP(τ) and z is a variable not appear-

ing in x, then ∃zφ(x, z) ∈ LP(τ).
Probability quantification Fix a rational number r, 0 ≤ r < 1. If φ(x, z) ∈

LP(τ) and z is a variable not appearing in x, then

(P (z) > r)φ(x, z)and (P (z) ≥ r)φ(x, z) are in LP(τ).

We define the following abbreviations: (P (z) < r)φ(x, z) stands for ¬(P (z) ≥
r)φ(x, z), and (P (z) ≤ r)φ(x, z) stands for ¬(P (z) > r)φ(x, z). Likewise ∀zφ(x, z)
stands for ¬∃z¬φ(x, z) and φ ∨ ψ stands for ¬(¬φ ∧ ¬ψ).

We define the interpretation of the formulas in LP(τ) in a finite structure Bm

(m ∈ N) by induction in formulas, with the usual interpretations for conjunction,
negation and existential quantifier. The interpretation for a formula (P (z) >
r)φ(x, z) in Bm is as follows:

Bm |= (P (z) > r)φ(a, z) iff µm({z < m : Bm |= φ(a, z)}) > r

Likewise, the interpretation of the formula (P (z) ≥ r)φ(x, z) is as follows:

Bm |= (P (z) ≥ r)φ(a, z) iff µm({z < m : Bm |= φ(a, z)}) ≥ r

Observe that under this interpretation, ¬(P (z) ≥ r)φ(x, z) is equivalent to
(P (z) > 1 − r)¬φ(x, z), and ¬(P (z) > r)φ(x, z) is equivalent to (P (z) ≥
1− r)¬φ(x, z).

By LP we denote the union of all probability logics LP(τ) taken over all
finite vocabularies. We shall also deal with the following fragments of LP:



4

Definition 2. Let τ be a finite vocabulary. Let r1, r2, . . . rk be distinct natural
numbers. By LP(τ)[r1, r2, . . . , rk] we understand the smallest subset of LP(τ)
containing the atomic formulas and closed under conjunction, negation, existen-
tial quantification and the probability quantifiers P (z) > qij/ri, P (z) ≥ qij/ri
where i ≤ k and qij are natural numbers such that 0 ≤ qij < ri.

We had in mind using this type of logic for describing computational proper-
ties and for that matter we restrict semantics to finite models and also the kind of
relation symbols for building our formulas. In general we restrict our symbols to
be numerical (in a sense as explained in [5]), and in particular we fix throughout
this paper the vocabulary Γ = {⊕,⊗,C, 0, 1}, where ⊕,⊗ are ternary relation
symbols and C is a binary relation symbol and 0 and 1 are constant symbols.
Furthermore, we fix a generic vocabulary Γ+ that contains Γ and a set {Rs}k

s=1

of other numerical relation symbols and a set {cw}u
w=1 of other constant sym-

bols. We define the arithmetic structures over Γ+ as the finite structures Am

of the form: Am =
〈
{0, 1, . . .m− 1},⊕,⊗,C, {Rs}k

s=1, {cw}u
w=1, 0, 1

〉
, where the

relation symbols ⊕,⊗,C are interpreted as the usual addition, multiplication
and order in the set {0, 1, . . .m− 1}.

We will refer to the probability logic restricted to finite structures that are
arithmetic as LPA. The following examples show that the logic LPA contains
fragments that are relevant to Descriptive Complexity Theory.

Example 1. Let FO(Γ ) be the first order logic over Γ and consider the inter-
pretation of the symbols in Γ as natural addition, multiplication and linear
order. It is shown in [1] (see also [5]) that this logic captures the complexity
class DLOGTIME–uniform AC0, where AC0 is defined as the class of problems
accepted by polynomial size, constant depth circuits with unbounded fan-in.
This logic corresponds to the smallest subset of LPA that contains the atomic
Γ -formulas and is closed under ∧, ¬ and ∃z .

Example 2. Let FO(Γ ) + M be the first order logic over Γ with the interpre-
tations of the symbols in Γ fixed as in the previous example, extended with
the majority quantifier M which is defined as follows: If φ(x, z) is a formula
with one free variable z, then (Mz)φ(a, z) is a well defined sentence, which is
true if and only if φ(a, z) is true for more than half of the possible values for
z. It is shown in [1] (see also [5]) that this logic captures the complexity class
DLOGTIME-uniform TC0, where TC0 is the class of problems accepted by cir-
cuits of polynomial size, constant depth and unbounded fan-in threshold gates
(gates which counts its Boolean inputs of value 1 and compares the total with
some prefixed number to determine its output). Note that this logic is the frag-
ment of LPA that contains the atomic Γ -formulas and is closed under ∧,¬, ∃z
and the quantifier P (z) > 1

2 ; that is LP(Γ )[2].

Our purpose is to approximate the expressive power of arithmetic relations
occurring naturally in finite model theory by arithmetic relations that are “wea-
ker” yet perform better under definability tools such as Ehrenfeucht–Fraissé
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games. Our choice of candidates for relations to approximate the natural arith-
metic relations are those that are “modular” in a number theoretic sense.

By a ≡q b we mean that the number a is congruent to the number b modulo
q. Furthermore, given a = (a1, . . . , ak) and b = (b1, . . . , bk) two vectors of natural
numbers of equal length, we write a ≡q b as an abbreviation of a1 ≡q b1, a2 ≡q

b2, . . . , ak ≡q bk. Also, whenever we write a < m for some number m, we mean
that a1 < m, . . . , ak < m.

We understand that a function F : N → N is sublinear, if for every natural
m > 0, 0 < F (m) ≤ m

Definition 3. Fix a sublinear function F , a formula θ(x) ∈ LP(Γ+) and a Γ+-
model Bm. The formula θ(x) is F -modular in Bm iff the following condition
holds:

– For every a, b < m, if a ≡F (m) b then (Bm |= θ(a) iff Bm |= θ(b)).

We will say that a collection of formulas {θi(x)}r
i=1 ⊆ LP(Γ+) is F -modular in

Bm iff every formula θi is F -modular in Bm.

The next lemma states that modularity is preserved by the logical operations
and quantification of LP(Γ+). The proof is an easy induction on formulas.

Lemma 1. If the collection of atomic Γ+-formulas is F -modular for a structure
Bm then every formula in LP(Γ+) is F -modular for Bm. �

The direct consequence of the above lemma is that the F -modularity of the
formulas in LP(Γ+) in a model Bm depends only on the modularity of the
interpretation of the relation symbols in Bm. Because of this fact, every model
where all the interpretations of the relation symbols are F -modular will be called
an F -modular structure.

Remark 1. For every natural numbers e and f > 0 we understand [e]f to
be the reminder of dividing e by f . For any vector of natural numbers a =
(a1, a2, . . . , ad), we understand by [a]f the vector ([a1]f , [a2]f , . . . , [ad]f ).

Definition 4. Fix a sublinear function F and an arithmetic structure Am. The
F -modular approximation of Am is a structure

AF
m =

〈
{0, 1, . . . ,m− 1},⊕,⊗,C, {Rs}k

s=1, {cw}u
w=1, 0, 1

〉
such that for every a, b, c, a1, . . . , ar < m,

– AF
m |= ⊕(a, b, c) iff Am |= ⊕([a]F (m), [b]F (m), [c]F (m)).

– AF
m |= ⊗(a, b, c) iff Am |= ⊗([a]F (m), [b]F (m), [c]F (m)).

– AF
m |= C(a, b) iff Am |= C([a]F (m), [b]F (m)).

– AF
m |= Rs(a1, . . . , ar) iff Am |= Rs([a1]F (m), . . . , [ar]F (m)).

It is easy to see that for every arithmetic structure Am, the structure AF
m is

F -modular. We also remark that for every s, for every relation symbol Rs, the
set {(a1, . . . , ar) < m : AF

m |= RF
s (a1, . . . , ar)} and the set {(a1, . . . , ar) < m :

Am |= Rs(a1, . . . , ar)} coincide in the set {(a1, . . . , ar) : a1, . . . , ar < F (m)}.
These two remarks justify the name of F -modular approximation of Am.
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3 Modular logics

Here is an example of a class of sublinear functions with some nice properties.
These functions will play an important role in the rest of this paper.

Example 3. Fix a natural n > 0. For every natural number m, let t, r be the
unique natural numbers such that m = tn + r and 0 ≤ r < n. Define the

function gn : N 7→ N by gn(m) =

 tn if m ≥ n

1 otherwise
.

For every n, gn is sublinear. Furthermore, limm→∞
gn(m)

m = 1. Also, for
every n, gn is first order definable in the following sense: there exists a formula
θn(x) ∈ FO with built-in order, addition and multiplication such that for every
arithmetic model Am, for any a < m, Am |= θn(a) iff a+1 = gn(m). Here is why:
Note first that in every Am it is possible to capture the property that x is the
maximal element with a formula Max(x) ∈ FO({⊕,⊗,C, 0, 1}) that says that
¬∃z⊕(x, 1, z). Likewise, we can say that “the size of the model = tn+r”, with r <
n < (size of the model), by a formula DIV SIZE(t, n, r) ∈ FO({⊕,⊗,C, 0, 1})
that says that there exists x such that Max(x) and

0 < r < n and x = tn+ (r − 1) or
r = 0 and x = (t− 1)n+ (n− 1).

It follows then that the statement gn(size of model) = h + 1, for n < m, is
definable in the models Am by a formula in FO(Γ ) that says that:

G(h, n) := ∃t, r, z(DIV SIZE(t, n, r) ∧
[(⊕(h, 1, z) ∧ ¬ ⊕ (0, 0, r) ∧ ⊗(t, n, z)) ∨ (⊕(0, 0, r) ∧Max(h))]

For the case when n = m, we know that gn(m) = m in which case we can define
h as Max(h). Finally, if m < n we know that gn(m) = 1 and we can define
h = 0.

Recall that we refer to the probability logic restricted to finite structures that
are arithmetic as LPA. The related logic restricted to modular approximations
of arithmetic structures is formalise below.

Definition 5. We denote by LPF the probability logic restricted to structures
that are F -modular approximations of arithmetic structures, for F a sublinear
function. Likewise, by FOF we understand the smallest fragment of LPF that
contains the atomic formulas and is closed under ∃,¬ and ∧. Similarly, we define
LPF [r1, . . . , rk] as the smallest fragment of LPF that is closed under ∃,¬, ∧ and
(P (z) ≥ qij/ri) and (P (z) > qij/ri) for i ≤ k and natural numbers 0 ≤ qij < ri.
In particular, we define the modular probability logic

LPMOD =
⋃
n∈N

LPgn
.
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Likewise, we define

FOMOD =
⋃
n∈N

FOgn
and LPMOD[r1, . . . , rk] =

⋃
n∈N

LPgn
[r1, . . . , rk] .

Note that the logics FOMOD, LPMOD[r1, . . . , rk], LPMOD do not have built-
in order nor built-in addition nor built-in multiplication. Instead, for each n,
FOgn , LPgn [r1, . . . , rk], LPgn have built-in gn-modular approximations of the
order, addition and multiplication.

We now show that the expressive power of LPMOD (respectively LPMOD[r1,
. . . , rk], FOMOD) is contained in the expressive power of LPA (respectively
LPA[r1, . . . ,rk], FO). Before proceeding, however, we need to clarify the mean-
ing of a boolean query in the context of modular logics.

Definition 6. Fix a vocabulary Γ+ = Γ ∪ {Rs}k
s=1 ∪ {cw}u

w=1. A boolean
query for the modular logic LPMOD(Γ+) is a map I : {Agn

m : m,n ∈ N } →
{0, 1}, with the additional property that for every 1 < n1 < n2, for every m > n2,
I(Agn1

m ) = I(Agn2
m ). We say that a boolean query is expressible in LPMOD(Γ+)

(respectively FOMOD(Γ+)) iff there exists a sentence θ ∈ LP(Γ+) (respectively
FO) such that for n ∈ N, for every arithmetic structure Am with m > n,
I(Agn

m ) = 1 iff Agn
m |= θ.

The idea behind the above definition of a boolean query for LPMOD is to
capture the notion that a query does not depend on the built-in order or arith-
metic predicates, instead it depends on notions that remain constant for all the
approximations Agn

m . For the rest of this section we fix again a vocabulary of the
form Γ+ = Γ ∪ {Rs}k

s=1 ∪ {cw}u
w=1, where Rs and cw are numeric relations and

constants.

Lemma 2. There exists formulas ADD(x1, x2, x3, y), PRODUCT (x1, x2, x3, y),
ORDER(x1, x2, y) and for every s, formulas PREDs(x, y) in FO(Γ+), such
that for natural n, for every arithmetic structure Am with m > n,

– for every a, b, c < m, Agn
m |= ⊕(a, b, c) iff Am |= ADD(a, b, c, n).

– For every a, b, c < m, Agn
m |= ⊗(a, b, c) iff Am |= PRODUCT (a, b, c, n).

– For every a, b, c < m, Agn
m |= C(a, b) iff Am |= ORDER(a, b, n).

– For every index s and every a < m, Agn
m |= Rs(a) iff Am |= PREDs(a, n).

�

The previous lemma allow us to translate modular interpretations to natural
interpretations.

Corollary 1. Let B be a boolean query expressible in LPMOD. Then this query
is also expressible in LPA. Likewise, any boolean query expressible in FOMOD

(respectively LPMOD[r1, . . . , rk]) is also expressible in FOA (respectively LPA[r1,
. . . , rk]). �
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The logic LPMOD is capable of expressing queries as the evenness of the
cardinality of a set, as we show in the next example.

Example 4. We claim that there exists a sentence θ2 in LP({⊕,⊗,C, 0, 1}) such
that for all n, for every arithmetic structure Am, with m > n,

Agn
m |= θ2 iff m is even

To prove this, note first that for every naturals m > n > 1 and every c such that
gn(m) > c > m− gn(m),

{y < m : Agn
m |= cC y ∨ ⊕(0, y, c)} = {y < m : c ≤ y ≤ gn(m)− 1}

and this implies that for every c such that gn(m) > c > m− gn(m),

µm({y < m : Agn
m |= cC y ∨ ⊕(0, y, c)}) =

gn(m)− c

m
. (1)

Fix now a natural n. Then there exists a natural k such that for every m > k,
gn(m) > (3/4)m (since limm→∞

gn(m)
m = 1). Let m > k and consider the formula

θ2 := ∃x[(P (y) ≥ 1/2)(xC y ∨ ⊕(0, x, y)) ∧ (P (y) ≤ 1/2)(xC y ∨ ⊕(0, x, y))]

We claim that for m > n, Agn
m |= θ2 iff m is even. One direction goes as follows:

If m = 2s and gn(m) > (3/4)m then m−gn(m) < 1
2s. Taking c as s−m+gn(m),

we have by equation (1) that

µm({y < m : Agn
m |= (cC y ∨ ⊕(0, y, c)}) =

m− s

m
=

1
2

For the other direction, suppose that there exists a d < m such that

µm({y < m : Agn
m |= dC y ∨ ⊕(0, y, d)}) =

1
2

From the fact that Agn
m is gn-modular we obtain that there exists an a < gn(m)

such that
µm({y < m : Agn

m |= aC y ∨ ⊕(0, y, a)}) =
1
2

which implies that

µm({y < m : Agn
m |= ¬(aC y) ∧ ¬(⊕(0, y, a))})

= µm({y < m : Agn
m |= y C a}) =

1
2

(2)

Note now that a cannot be ≤ m− gn(m) because, if this was the case then from
gn-modularity we have that

µm({y < m : Agn
m |= y C a}) ≤ µm({y < m : Agn

m |= y Cm− gn(m)})

≤ 2(m− gn(m))
m

= 2(1− gn(m)
m

) < 2(1− 3
4
) =

1
2
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since for sufficiently large m, gn(m)
m > 3

4 , but this contradicts (2).
Thus m − gn(m) < a < gn(m). We can apply now equation (1) to obtain

that
1
2

= µm({y < m : Agn
m |= aC y ∨ y = a}) =

gn(m)− a

m

Hence 1
2 = (gn(m)− a)/m, that is, gn(m)− a = m/2, so m must be even.

In a similar way, one can prove that for every natural d > 2, there exists a
formula θd in FO + {P (z) ≥ 1/d, P (z) > (d − 1)/d}({⊕,⊗,C, 0, 1}) such that
for every natural n, for every arithmetic structure Am with m > n, Agn

m |=
θd iff m is a multiple of d.

A consequence of the above example is that the boolean query “the size of the
model is divisible by d”, for d > 1, is expressible in (FO + {P (z) ≥ 1/d, P (z) >
(d− 1)/d})MOD.

4 Separation results for modular logics

In this section we prove separation results between fragments of LPMOD defined
in Definition 2. Since a formula such as ¬((P (z) > ε)ϕ) is equivalent to (P (z) ≥
1− ε)¬ϕ (and ¬((P (z) ≥ ε)ϕ) is equivalent to (P (z) > 1− ε)¬ϕ) we can push all
negation symbols inside and together with all well known ways of manipulating
quantifiers in a formula, we get the following prenex normal form for formulas
in LP.

Theorem 1. For every formula φ(x) ∈ LP(Γ+)[r1, r2, . . . , rk] there exists a
quantifier free formula θ(y1, . . . , yw, x) ∈ LP(Γ )[r1, r2, . . . , rk] such that for ev-
ery structure Bm, for every vector of naturals a < m,

Bm |= φ(a) ↔ Q1y1Q2y2 . . . Qwywθ(y, a),

where each quantifier Qs is either ∃ or ∀ or (P (z) > qij/ri) or (P (z) ≥ qij/ri),
for some i ∈ {1, . . . , k} and some 0 ≤ qij < ri. �

We proceed now to define the notion of an F -chain of models and the stronger
notion of a chain.

Definition 7. Fix a sublinear function F . An F -chain of models C is a col-
lection of finite structures for Γ+ = Γ ∪ {Rs}n

s=1 ∪ {cr}t
r=1 with the following

property:

– For every relation symbol R(x) of Γ+, for every two models Bm,Bn in C with
m ≤ n and F (m) = F (n), and for every a < F (m), Bm |= R(a) iff Bn |=
R(a).

A chain of models C is a collection of finite structures for Γ+ with the
following property:
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– For every relation symbol R(x) of Γ+, for every two models Bm,Bn in C
with m ≤ n and for every a < m, Bm |= R(a) iff Bn |= R(a).

In other words, chains are collections of models with inter-compatibility for
its predicates.

Remark 2. If C is a chain of arithmetic models then, for every sublinear function
F , CF = {AF

m : Am ∈ C} is an F -chain.

Example 5. Let {Am}∞m=1 be the collection of arithmetic models for Γ = {⊕,
⊗, C, 0, 1}. It is easy to check that this collection is a chain.

We are ready to obtain separation results for the expressive power of the
different modular logics. Our main tool is the following lemma which establish
conditions for elementary equivalence. It states that for every sentence φ in
LP(Γ+), models that are in the same chain and have almost the same size can
not distinguish φ.

Lemma 3. Let F be a sublinear function and C an F -chain of models. Let r1,
r2, . . . , rk be distinct non zero natural numbers. Let φ(x1, . . . , xs) be any formula
in LP(Γ+)[r1, r2, . . . , rk]. Then one of the following two possibilities hold:

1. For every two F -modular models Bm and Bm+1 in C such that m + 1 > ri
and m ≡ri

−1, for every i ≤ k and F (m) = F (m+1), we have that, for every
a1, . . . , as < m, Bm |= φ(a1, . . . , as) implies Bm+1 |= φ(a1, . . . , as) , or

2. For every two F -modular models Bm and Bm+1 in C such that m + 1 > ri
and m ≡ri

−1, for every i ≤ k and F (m) = F (m + 1), we have that, for
every a1, . . . , as < m, Bm+1 |= φ(a1, . . . , as) implies Bm |= φ(a1, . . . , as).

Proof. We proceed by induction on the quantifier rank of φ.

Quantifier Free Formulas: By definition of F -chain, if φ(x1, . . . , xs) is quan-
tifier free and a1, . . . , as < F (m), we have that

Bm |= φ(a1, . . . , as) if and only if Bm+1 |= φ(a1, . . . , as),

We prove that this equivalence holds for a1, . . . , as < m. For each coordinate
ai such that F (m) ≤ ai < m, pick bi < F (m) such that bi ≡F (m) ai,
and otherwise take bi = ai. Since Bm and Bm+1 are F -modular, Bk |=
φ(a1, . . . , as) ⇐⇒ Bk |= φ(b1, . . . , bs) for k = m,m+ 1. From this it follows
the desired equivalence for a1, . . . , as < m and F (m) = F (m+ 1).

Existentially or Universally Quantified Formulas: These two cases are not
difficult to prove and we omit the proofs for lack of space. (Hint: the direction
from Bm+1 to Bm use that Bm+1 is F -modular.)

Probability Quantifiers: We assume that case 1. holds, that is, for F , m, r1,
. . . , rk as in the hypothesis and for every a1, . . . , as < m and every b < m:

Bm |= φ(a1, . . . , as, b) implies Bm+1 |= φ(a1, . . . , as, b).
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We have two cases to consider under these hypothesis.
We consider first the formula, (P (z) ≥ qij/ri)φ(a, z). Fix an arbitrary m
satisfying that F (m) = F (m+ 1), m+ 1 > ri and m ≡ri −1 for every i ≤ k,
fix a1, . . . , as < m. Let t be a natural number such that m = tri + ri − 1.
Now, if Bm |= (P (z) ≥ qij/ri)φ(a, z) and since gcd(ri,m) = 1, then

|{z < m : Bm |= φ(a, z)}| > qijm

ri
=
qij(tri + ri − 1)

ri
= qij(t+ 1)− qij

ri

and since qij < ri, we obtain that |{z < m : Bm |= φ(a, z)}| ≥ qij(t+ 1). By
induction hypothesis we get that

|{z < m+ 1 : Bm+1 |= φ(a, z)}| ≥ qij(t+ 1) =
qij
ri

(t+ 1)(ri) =
qij
ri

(m+ 1),

which implies that µ({z < m + 1 : Bm+1 |= φ(a, z)}) ≥ qij/ri, that is
Bm+1 |= (P (z) ≥ qij/ri)φ(a, z), which is the desired result.

Next we consider the formula (P (z) > qij/ri)φ(a, z) and we shall prove that
case 2. holds for this formula. Fix an arbitrary m satisfying that F (m) =
F (m+1), m+1 > ri and m ≡ri −1 for every i ≤ k, fix a1, . . . , as < m. Let t
be a natural number such thatm = tri+ri−1. If Bm |= (P (z) ≤ qij/ri)φ(a, z)
and since gcd(ri,m) = 1, then

|{z < m : Bm |= φ(a, z)}| < qijm

ri
=
qij(tri + ri − 1)

ri
= qij(t+ 1)− qij

ri

and since qij < ri, we obtain that

|{z < m : Bm |= φ(a, z)}| ≤ qij(t+ 1).

By induction hypothesis we get that

|{z < m+ 1 : Bm+1 |= φ(a, z)}| ≤ qij(t+ 1) =
qij
ri

(t+ 1)(ri) =
qij
ri

(m+ 1).

which implies that µ({z < m + 1 : Bm+1 |= φ(a, z)}) ≤ qij/ri, that is,
Bm+1 |= (P (z) ≤ qij/ri)φ(a, z), which give us case 2. for this formula.
The proofs for both type of probability quantifiers under the assumption
that case 2. holds for φ are just the counterpositive versions of the two cases
just proved. �

The above lemma can be used to prove separation of different fragments of
LPMOD.

Theorem 2. Let r, r1, r2, . . . , rk be distinct non zero natural numbers, and such
that r is relatively prime with each r1, . . . , rk. Then LPMOD[r1, . . . , rk] is prop-
erly contained in LPMOD[r1 . . . rk, r].
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Proof. It is obvious that LPMOD[r1, . . . , rk] is contained in LPMOD[r1, . . . ,
rk, r]. Furthermore, we saw (Example 4) that the query: “the size of the model
is a multiple of r” is expressible in LPMOD(Γ )[r]. We will show that this query
is not expressible in LP[r1 . . . , rk]MOD(Γ ). More specifically, we will show that
there is no sentence φ in LPgn

[r1 . . . , rk](Γ ) that defines the above query, where
gn is the sublinear function defined in Example 3, for all n > (

∏k
i=1 ri)r.

Recall that the collection of all arithmetic models C = {Am}∞m=1 forms
a chain. It follows that for every n, the collection Cgn = {Agn

m }∞m=1 forms a
gn-chain. Suppose now that there exists a sentence φ in LPgn [r1 . . . , rk](Γ ) that
captures the query “the size of the model is a multiple of r” for all (except finitely
many) structures Agn

m . Then we can apply Lemma 3 and get the following:

For every two models Agn
m and Agn

m+1 in Cgn such that m + 1 > ri,
m ≡ri

−1 for every i, and gn(m) = gn(m+ 1), we have that at least one
of the following two cases hold
(1) Agn

m |= φ implies Agn

m+1 |= φ, or (2) Agn

m+1 |= φ implies Agn
m |= φ.

Suppose it is case 1. that is true. Using that r is relatively prime with the ri’s
together with the Generalized Chinese Remainder Theorem we can get a natural
number b ≤ (

∏k
i=1 ri)r such that b ≡ri

−1 for every i and b ≡r 0. Let D be the
collection of naturals m such that m = r(

∏k
i=1 ri)tn+ b for some natural t > 0.

Clearly m+1 > ri, m ≡ri
−1 for every i, and gn(m) = gn(m+1). Furthermore,

D is infinite and for every m ∈ D, m ≡r 0. It follows that for almost all the
m ∈ D, Agn

m |= φ and, in consequence, for almost all the m ∈ D, Agn

m+1 |= φ, i.e.
for almost all elements m of D, m+ 1 is a multiple of r, which is impossible.

Suppose it is case 2. that is true. Then by a similar argument as above we
prove the existence of b ≤ (

∏k
i=1 ri)r such that b ≡ri

−1 for every i and b ≡r −1.
Let D be the same as above. Then D is infinite and for every m ∈ D, m ≡r −1.
It follows that for almost all the m ∈ D, Agn

m+1 |= φ and, in consequence, for
almost all the m ∈ D, Agn

m |= φ, i.e. for almost all elements m of D, m is a
multiple of r, which is impossible.

We conclude that such sentence φ can not exists in LPgn [r1 . . . , rk](Γ ). �

Corollary 2. The expressive power of FOMOD is strictly weaker than the ex-
pressive power of LPMOD[2]. �

This last result, for modular logics, corresponds to the separation of FO and
FO +M in the context of arithmetic models, which in turn is equivalent to the
separation of AC0 from TC0 shown by Ajtai and independently by Furst, Saxe
and Sipser (see [5] for a nice exposition of this result and references).

5 Approximating LPA with LPMOD

We introduce the notion of approximate formulas. This concept will provide a
link between satisfaction in arithmetic structures and satisfaction in modular
approximations of these arithmetic structures.
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Definition 8 (Approximate Formulas). For every formula in prenex normal
form θ(x) ∈ LP(Γ+), for every 0 ≤ ε < 1, we define the ε-approximation of θ(x)
as follows:

Atomic formulas If θ(x) := Rs(x, c) then θε(x) := Rs(x, c).
Negation of atomic formulas If θ(x) := ¬Rs(x, c) then θε(x) := ¬Rs(x, c).
Conjunction If θ(x) := φ(x) ∧ ψ(x) then θε(x) := φε(x) ∧ ψε(x).
Disjunction If θ(x) := φ(x) ∨ ψ(x) then θε(x) := φε(x) ∨ ψε(x).
Existential quantification If θ(x) := ∃zφ(x, z) then θε(x) := ∃zφε(x, z).
Universal quantification If θ(x) := ∀zφ(x, z) then

θε(x) := (P (z) > 1− ε)φε(x, z).
Probability quantifiers If θ(x) := (P (z) > r)φ(x, z) then

θε(x) := (P (z) > r −min(ε, r))φε(x, z).
If θ(x) := (P (z) ≥ r)φ(x, z) then θε(x) := (P (z) ≥ r −min(ε, r))φε(x, z).

The next lemma provides the basic operational properties of the approximate
formulas.

Lemma 4. For every formula (in prenex normal form) θ(x) ∈ LP(Γ+), for
every 0 < ε < 1, for every finite structure Bm and every vector a < m the
following holds:

– If 0 < ε < δ < 1 then Bm |= θ(a) → θε(a) → θδ(a).
– If {εi}∞i=1 is a sequence of real numbers less than 1 and converging to 0, then

If (∀i ∈ N, Bm |= θεi
(a)) then Bm |= θ(a).

The purpose of the next theorem is to establish an “approximation” relation-
ship between satisfaction in the modular logic LPMOD and satisfaction in LPA

via the approximate formulas.

Theorem 3. (Bridge Theorem). Fix a natural n. For every formula in prenex
normal form θ(x) ∈ LP(Γ+), for every arithmetic model Am with m > n2, for
every a < gn(m), the following holds: Agn

m |= θ(a) implies Am|=θ1/n(a).

Proof. By induction in the complexity of the formula.

Atomic formulas and negation of atomic formulas (Hint: for atomic for-
mulas and their negation θ1/n is the same as θ.)

Conjunction, disjunction Direct.
Existential quantifier (Hint: Suppose Agn

m |= ∃zθ(a, z) . Then use Lemma 1
and that Agn

m is gn-modular to conclude θ(x, z) is gn-modular for Agn
m and,

hence, Agn
m |= θ(a, [c]gn(m)) for some c < m.)

Universal quantifier Suppose that Agn
m satisfies the formula ∀zθ(a, z). Then

for every c < gn(m) we have that Agn
m |= θ(a, c). We can apply now the

induction hypothesis to obtain that for every c < gn(m) we have that Am |=
θ1/n(a, c). Since m−gn(m)

m ≤ n
m and m > n2 we get that gn(m)

m > 1− 1
n , which

implies Am |= (P (z) > 1− 1
n )θ1/n(a, c).
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Probability quantification Suppose that Agn
m satisfies the formula (P (z) >

r)θ(a, z) for 0 < r < 1. It follows that |{c < m : Agn
m |= θ(a, c)}| > rm. Then

we get that

|{c < gn(m) : Agn
m |= θ(a, c)}| > rm− (m− gn(m)).

Applying the induction hypothesis we obtain that

|{c < m : Am |= θ1/n(a, c)}| > rm− (m− gn(m)).

It follows that

µm ({c < m : Am |= θ1/n(a, c)}) > rm− (m− gn(m))
m

=

r − (m− gn(m))
m

= r − 1
n

since m > n2.

But this last statement is just Am |= (P (z) > r − 1
n )θ1/n(a, z). �

The gist of the above result is to give a quantifiable relationship between sat-
isfaction of a formula in the structures Agn

m and satisfaction of its approximation
in Am. It implies the following relationship between boolean queries captured
by LPA and the boolean queries captured in LPMOD. (We will abbreviate by
(¬θ)ε, for θ ∈ LP(Γ+), the ε-approximation of the formula equivalent to ¬θ.)

Corollary 3. Assume there is a boolean query B, a natural n and a formula
θ ∈ LP(Γ+) such that for every arithmetic model Am, with m > n2, if Am |=
θ1/n then Am ∈ B, and if Am |= (¬θ)1/n then Am 6∈ B. Then for every m > n2,
Am ∈ B iff Agn

m |= θ. �

6 P and the logic LP extended

The first problem shown to be complete for the class P, deterministic polynomial
time, was Path System Accessibility due to Cook [2]. An instance of the Path
System Accessibility problem, which we abbreviate from now on as PS, is a finite
structure A = 〈A,R, T, s〉, or a path system, where the universe A consists of,
say, n vertices, a relation R ⊆ A × A × A (the rules of the system), a source
s ∈ A, and a set of targets T ⊆ A such that s 6∈ T . A positive instance of
PS is a path system A where some target in T is accessible from the source
s, where a vertex v is accessible if it is the source s or if R(x, y, v) holds for
some accessible vertices x and y, possibly equal. In [8], Stewart shows that PS is
complete for P via quantifier free first order reductions; in fact, via projections
(see [8] for definitions and also [5] Section 11.2), and we will use that result to
show that an approximation version of PS which we present in Example 6 below
is also complete for P via reductions that are projections, and that would help
us to show that a certain extension of our LP logic captures P on finite ordered
structures. (We remark that Stewart considers the path systems in [8] as having
only one target, and not a set of targets as we do here. However one can see
that his results on completeness of PS via first order reductions holds also for
our version of this problem.)
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Definition 9. Let X be a second order variable of arity 1, and α(x,X) a first
order formula over some (finite) vocabulary τ with first order variables x =
(x1, . . . , xm) and second order variable X. Let r ∈ [0, 1]. Then

(P (X) > r)α(x,X) and (P (X) ≥ r)α(x,X)

are new formulas with the following semantic. For an appropriate finite τ–model
An, and elements a = (a1, . . . , am) from {0, . . . , n− 1}, the universe of An,

An |= (P (X) > r)α(a,X)
⇐⇒ the least subset A ⊆ {0, . . . , n− 1} such that

An |= α(a,A) has |A|/n > r

Similarly for (P (X) ≥ r)α(a,X).

Example 6. Let τ = {R, T, s} where R is a ternary relation symbol, T is a unary
relation symbol and s is a constant symbol. We think of τ -structures as path
systems with source s, a target set T and set of rules R. Let r be a rational with
0 < r < 1. We define

NPS≥r := {A = 〈A,R, T, s〉 : A is a path system and at least a fraction r of
the elements accessible from s are not in T}

Let αnps(X) be the following formula (the constant symbol ⊥ stands for false),

αnps(X) := ∀x(x = s −→ X(x))
∧ ∀x∀y∀z(X(x) ∧X(y) ∧R(x, y, z) −→ X(z))
∧ ∀x(X(x) ∧ T (x) −→ ⊥)

Then
An ∈ NPS≥r ⇐⇒ An |= (P (X) ≥ r)αnps(X)

NPS≥r is an approximation version of the problem PS, definable by our
probability quantifiers over unary second order variables acting on formulas with
a particular form to which we give a name below.

Definition 10. Let τ = {R1, . . . , Rm, C1, . . . , Ck} be some vocabulary with re-
lation symbols R1, . . . , Rm, and constant symbols C1, . . . , Ck, and let X be a
unary second order variable. A first order formula α over τ ∪ {X}, and extra
symbols as = (equality) and the constant ⊥ (standing for false), is a universal
Horn formula, if α is the conjunction of universally quantified formulas over
τ ∪ {X} of the form

ψ1 ∧ ψ2 ∧ . . . ∧ ψs −→ ϕ

where ϕ is either X(u) or ⊥, and ψ1, . . . , ψs are atomic (τ ∪ {X})-formulas
with any occurrence of the variable X being positive (there are no restrictions
on the predicates in τ or =).

The logic LPHorn is the set of formulas

FO + {(P (X) > r)α1(x,X), (P (X) ≥ r)α2(x,X) : αi(x,X) is universal
Horn (first order) formula with second order variable X}
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Example 6 shows that the problem NPS≥r is definable in LPHorn. We shall
see that this is true of all problems in P

Lemma 5. The set of finite structures that satisfy a sentence θ in LPHorn is
in P.

Proof. Let θ ∈ LPHorn be of the form

(P (X) > r)[
m∧

i=1

∀xi(ψi1 ∧ . . . ∧ ψis −→ ϕi)],

and let An be a model of the appropriate vocabulary of size n. Then it’s not dif-
ficult to describe a polynomial time procedure that decides whether An satisfies
the above sentence. �

Thus, according to this lemma, our problem NPS≥r is in P. We show next
that it is hard for P.

Lemma 6. The problem NPS≥r is complete for P via projections.

Proof. We exhibit a (successor free) projection from the complement of the
problem PS to NPS≥r. Let A = 〈A,R, T, s〉 be an instance of PS. Define
A′ = 〈A′, R′, T ′, s′〉 as follows: its universe A′ = A2, and

T ′ = T × s = {(x, s) : x ∈ T}
R′ = {((x, s), (y, s), (z, s)) : (x, y, z) ∈ R} ∪

{((x, s), (y, s), (z, s)) : x ∈ T ∧ x 6= s ∧ y ∈ T ∧ y 6= s ∧ z 6= s}
s′ = (s, s)

Then, A ∈ PS ⇐⇒ A′ 6∈ NPS≥r. �

Corollary 4. Every problem in P is a set of finite ordered structures that satisfy
a sentence in LPHorn

Proof. Every problem in P is reducible to NPS≥r via projections; NPS≥r is
definable in LPHorn and this logic is closed via projections. �

Corollary 5. Over finite ordered structures, the logic LPHorn captures P. �

The logic LPHorn verifies Lemma 1; namely, for a sublinear function F ,
F -modularity is preserved. Indeed, we need only to check for formulas of the
form (P (X) > r)α(z,X): Suppose a, b < m, a ≡F (m) b and Bm |= (P (X) >
r)α(a,X). Then there exists a B ⊆ {0, 1, . . . ,m − 1}, such that Bm |= α(a,B)
and |B| > rm. The parameters in a do not occur in B; hence, by inductive
hypothesis Bm |= α(b, B). Thus, Bm |= (P (X) > r)α(b,X). �
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