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A B S T R A C T

This paper presents a numerical study of buoyancy-driven motion of single and multiple bubbles by means of the conservative level-set method. First, an extensive study of the hydrodynamics of single bubbles rising in a quiescent liquid is performed, including its shape, terminal velocity, drag coefficients and wake patterns. These results are validated against experimental and numerical data well established in the scientific literature. Then, a further study on the interaction of two spherical and ellipsoidal bubbles is performed for different orientation angles. Finally, the interaction of multiple bubbles is explored in a periodic vertical channel. The results show that the conservative level-set approach can be used for accurate modelling of bubble dynamics. Moreover, it is demonstrated that the present method is numerically stable for a wide range of Morton and Reynolds numbers.

© 2015 Published by Elsevier Inc.

1. Introduction

Bubbles play an important role in many natural and industrial processes. Steam generators in nuclear plants, unit operations in chemical engineering such as distillation, absorption, extraction, heterogeneous catalysis and bubble reactors are only a few among a multitude of applications that involve the motion of bubbles and droplets (Mudde, 2005). These applications have motivated a large number of numerical and experimental investigations of bubble dynamics (see Tables 1 and 2). Despite those efforts, the current understanding of such flows and their predictive models are far from satisfactory, and many challenging problems still remain as pointed out in recent reviews (Mudde, 2005; Tryggvason et al., 2013). The development of computers has promoted Direct Numerical Simulation (DNS) of the Navier–Stokes equations as another means of performing controlled experiments (Tryggvason et al., 2001, 2013), providing a good way to non-invasive measure of droplet and bubble flows, although computationally demanding. As further advantages, DNS allows us to control the size distribution of bubbles or droplets, their deformability, whether they coalesce or not, and modify the flow conditions (Tryggvason et al., 2013). There are multiple methods for DNS of bubbly flows, for instance: the front tracking (FT) method (Unverdi and Tryggvason, 1992; Tryggvason et al., 2001), level set (LS) methods (Osher and Sethian, 1988; Sussman et al., 1994; Olsson and Kreiss, 2005; Sheu et al., 2009; Balcázar et al., 2014), volume-of-fluid (VOF) methods (Hirt and Nichols, 1981; Van Sint Annaland et al., 2005), and hybrid VOF/LS methods (Sussman and Puckett, 2000). In these methods, two-phase flow is treated as a single flow with the density and viscosity varying smoothly across the moving interface which is captured in an Eulerian framework (VOF, LS, VOF/LS) or in a Lagrangian framework (FT). Although the idea behind these methods is similar, their numerical implementation may differ greatly.

In Front-tracking methods (Unverdi and Tryggvason, 1992; Tryggvason et al., 2001) a stationary Eulerian grid is used to solve the fluid flow, while the interface is tracked explicitly by a separate Lagrangian grid. This method is extremely accurate but also rather complex to implement due to the fact that dynamic re-meshing of the Lagrangian interface mesh is required (Deen et al., 2009). In VOF methods (Hirt and Nichols, 1981; Van Sint Annaland et al., 2005), the interface is given implicitly by a color function, defined to be the fraction of volume within each cell of one of the fluids. In order to advect the VOF function, the interface needs to be reconstructed by using a geometric technique. An advantage of VOF method is the fact that accurate algorithms can be used to advect the interface, so that the mass can be conserved, while still maintaining a sharp representation of the interface. However a disadvantage of the VOF method is the fact that it is difficult to compute accurate curvatures from the color function, because
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of VOF and LS methods, they are more complicated than VOF or LS method. Recently, a conservative level-set method (CLS) has been introduced by Olsson and Kreiss (2005), where a regularized indicator function has been employed in place of the signed distance function. In addition, Balcázar et al. (2014, 2015) have generalized the CLS method to compute two-phase flows with surface tension effects in the framework of collocated unstructured meshes using a finite-volume approach. An advantage of CLS method is that mass conservation problem associated to standard formulations of level-set methods is greatly reduced. Additionally this approach benefits of automatic handling of topology changes and efficient parallelization with no additional cost.

Some experimental and numerical studies on the buoyancy-driven motion of single and multiple bubbles have been summarized in Tables 1 and 2 respectively. To the best of the author’s knowledge there are not detailed computations of bubble dynamics using the conservative level-set (CLS) method (Olsson and Kreiss, 2005; Balcázar et al., 2014). Therefore, in order to contribute in the understanding of the implications introduced by the different frameworks used for interface capturing, this paper presents an extensive validation and verification of the CLS method (Balcázar et al., 2014). In addition, due to the limited number of numerical studies on the interaction of multiple bubbles using interface capturing methods (VOF, LS, VOF/LS), this work presents detailed simulations of bubble interactions in the context of the CLS method. These numerical findings are compared with experimental and numerical results from the literature, some of them have been described in Tables 1 and 2. Thus, the objectives of this research are as follows: first to demonstrate the accuracy of the CLS method to predict bubble shapes, drag coefficients and wake patterns of single bubbles for various flow regimes; second, to investigate hydrodynamic interaction mechanisms of bubble pairs for different configuration angles; and, the third objective is to apply the CLS method to simulate the buoyancy-rising motion of a set of bubbles in a vertical channel.

The present paper is organized as follows: The governing equations employed in this study are given in Section 2. Section 3 is devoted to the description of the numerical method. Simulation results for single and multiple bubbles are presented in Section 4. Finally, concluding remarks are given in Section 5.

### 2. Mathematical formulation

The conservation of momentum and mass of two immiscible incompressible and Newtonian fluids is described by the Navier–Stokes equations defined on a spatial domain $\Omega$ with boundary $\partial\Omega$:

$$\frac{\partial}{\partial t}(\rho_i \textbf{v}_i) + \nabla \cdot (\rho_i \textbf{v}_i \textbf{v}_i) = \nabla \cdot \mathbf{T}_i + \rho_i \mathbf{g} \quad \text{in} \quad \Omega_t$$

$$\nabla \cdot \textbf{v}_i = 0 \quad \text{in} \quad \Omega_t$$

Here, $\Omega = \Omega_1 \cup \Omega_2 \cup \Gamma$, $k = \{1, 2\}$ denote the subdomains associated with the two different fluid phases, $\Gamma = \partial\Omega_1 \cap \partial\Omega_2$ is the fluid interface, $\rho$ and $\mu$ denote the density and dynamic viscosity of the fluids, $\textbf{v}$ is the velocity field, $\mathbf{g}$ is the gravity acceleration, $p$ is the pressure, $\mathbf{S}$ is the stress tensor and $\mathbf{I}$ is the identity tensor. Assuming no mass transfer between the fluids yields a continuous velocity condition at the interface:

$$\textbf{v}_1 = \textbf{v}_2 \quad \text{in} \quad \Gamma$$

The jump in normal stresses along the fluid interface is balanced by the surface tension. Neglecting the variations of the surface tension coefficient $\alpha$ gives the following boundary condition for momentum conservation at the interface:

Table 1

<table>
<thead>
<tr>
<th>Reference (year)</th>
<th>System studied</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hsiao and Buckmaster (1976)</td>
<td>Spherical cap and skirted bubbles</td>
</tr>
<tr>
<td>Clift et al. (1978)</td>
<td>Bubbles and droplets</td>
</tr>
<tr>
<td>Duineveld (1998)</td>
<td>Interaction and coalescence of two bubbles</td>
</tr>
<tr>
<td>Sanada et al. (2009)</td>
<td>Interaction and coalescence of two bubbles</td>
</tr>
<tr>
<td>Takeakra and Magnaudet (2003)</td>
<td>Bubble–wall interactions</td>
</tr>
<tr>
<td>Stewart (1995)</td>
<td>Rising motion of bubble swarms</td>
</tr>
<tr>
<td>Zenit et al. (2001)</td>
<td>Suspension of bubbles in a vertical channel</td>
</tr>
<tr>
<td>Martinez-Mercado et al. (2007)</td>
<td>Mono-disperse bubbly flow</td>
</tr>
</tbody>
</table>

Table 2

<table>
<thead>
<tr>
<th>Reference (year)</th>
<th>Method</th>
<th>System studied</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ryskin and Leal (1984)</td>
<td>BFM</td>
<td>Single bubbles</td>
</tr>
<tr>
<td>Van Sint Annaland et al. (2005)</td>
<td>VOF</td>
<td>Single bubbles</td>
</tr>
<tr>
<td>Hua et al. (2008)</td>
<td>FT</td>
<td>Coalescence of two bubbles</td>
</tr>
<tr>
<td>Ohta et al. (2010)</td>
<td>CLSVOF</td>
<td>Single bubbles</td>
</tr>
<tr>
<td>Ohta and Sussman (2012)</td>
<td>CLSVOF</td>
<td>Single bubbles</td>
</tr>
<tr>
<td>Chen et al. (2011)</td>
<td>MP</td>
<td>Coalescence of two bubbles</td>
</tr>
<tr>
<td>Smolianski et al. (2008)</td>
<td>LS</td>
<td>Multiple bubble interaction</td>
</tr>
<tr>
<td>Cheng et al. (2010)</td>
<td>LB</td>
<td>Multiple bubble interaction</td>
</tr>
<tr>
<td>Yu et al. (2011)</td>
<td>LB</td>
<td>Multiple bubble interaction</td>
</tr>
<tr>
<td>Liu and Valocchi (2012)</td>
<td>LB</td>
<td>Single bubbles</td>
</tr>
<tr>
<td>Chen et al. (1998)</td>
<td>VOF</td>
<td>Coalescence of two bubbles</td>
</tr>
<tr>
<td>Hasan and Zakaria (2011)</td>
<td>VOF</td>
<td>Coalescence of two bubbles</td>
</tr>
<tr>
<td>Legendre and Magnaudet (2003)</td>
<td>BFM</td>
<td>Interaction of two bubbles</td>
</tr>
<tr>
<td>Hallez and Legendre (2011)</td>
<td>BFM</td>
<td>Interaction of two bubbles</td>
</tr>
<tr>
<td>Pourmader and Mortazavi (2013)</td>
<td>FT</td>
<td>Interaction of two drops</td>
</tr>
<tr>
<td>Chakraborty et al. (2013)</td>
<td>CLSVOF</td>
<td>Single bubbles</td>
</tr>
<tr>
<td>Brunner and Tryggvason (2002)</td>
<td>FT</td>
<td>Coalescence of two bubbles</td>
</tr>
<tr>
<td>Brunner and Tryggvason (2003)</td>
<td>FT</td>
<td>Homogeneous bubbly flows</td>
</tr>
<tr>
<td>Esmaeeli and Tryggvason (2005)</td>
<td>FT</td>
<td>Homogeneous bubbly flows</td>
</tr>
</tbody>
</table>
Furthermore, an additional re-initialization equation is introduced
\[ \sigma \nabla \cdot \mathbf{n} = \kappa \mathbf{n} \cdot \mathbf{n} \quad \text{in} \quad \Gamma \]  
(5)
where \( \mathbf{n} \) is the unit normal vector outward to \( \partial \Omega \) and \( \kappa \) is the interface curvature. Eqs. (1)-(3) and Eqs. (4) and (5) can be combined into a set of equations for a single fluid in \( \Omega \), with a singular source term for the surface tension force at the interface \( \Gamma \) (Peskin, 1977; Brackbill et al., 1992):
\[ \frac{\partial}{\partial t} \left( \rho \mathbf{v} \right) + \nabla \cdot \left( \rho \mathbf{v} \mathbf{v} \right) = -\nabla \cdot \left( \mathbf{n} \left( \nabla \phi \right) \right) + \left( \rho - \rho_j \right) g + \sigma \kappa \nabla \cdot \mathbf{n} \]  
(6)
\[ \nabla \cdot \mathbf{v} = 0 \]  
(7)
where \( \mathbf{v} \) is the velocity vector, \( \rho \) is the pressure, \( g \) is the gravity acceleration, \( \delta \) is the Dirac delta function concentrated at the interface, \( \sigma \) is the constant surface tension coefficient, \( \kappa \) is the curvature of the interface, and \( \mathbf{n} \) denotes the unit normal vector on the interface. Since \( \rho \) and \( \mu \) are constant in each fluid with a jump discontinuity at the interface, they can be defined as:
\[ \rho = \rho_1 \rho_1 + \rho_2 (1 - \rho_1) \quad \mu = \mu_1 \rho_1 + \mu_2 (1 - \rho_1) \]  
(8)
Here the subscripts 1 and 2 denote fluid 1 and fluid 2, respectively, while \( H_1 \) is the Heaviside step function that is one at fluid 1 and zero elsewhere. However, in order to avoid numerical instabilities at the interface, a continuous treatment of physical properties is adopted in present work, according to Eq. (17), introduced in the context of the CLS method. Present simulations are performed on a periodic domain, hence, an additional body force was added to Eq. (6) to adjust the pressure gradient such that the flow rate of the fluid phase is exactly zero (Yin and Koch, 2008). Following the work of Bunner and Tryggvason (2002) and Yin and Koch (2008), this force is equivalent to the pressure gradient generated by the base of a flow container which prevents the gravitational force to cause the acceleration of the entire flow field in the downward vertical direction. Indeed, a force equal to the space-averaged density times the gravitational acceleration, \( \rho_0 g \) where \( \rho_0 = (\rho_1)^{-1} \int_0^1 (H_1 - \rho_1) + (1 - H_1) \rho_2 \partial V \) is subtracted from the right hand side of the momentum equation.

The two major challenges of simulating interfaces between different fluids are to maintain a sharp front and to compute the surface tension accurately (Tryggvason et al., 2001). Regarding the first issue, the CLS method implemented in Balcázar et al. (2014) has been selected for interface capturing. In this method the interface is implicitly represented by a regularized indicator function, \( \phi \):
\[ \phi(x, t) = \frac{1}{2} \left( \tanh \left( \frac{d(x, t)}{2e} \right) + 1 \right) \]  
(9)
where \( e \) is a parameter that sets the thickness of the profile. With this profile the interface \( \Gamma \) is defined by the location of the \( \phi = 0.5 \) iso-surface, \( \Gamma = \{ \phi(x, t) = 0.5 \} \).

The CLS function \( \phi \) is advected by a vector field \( \mathbf{v} \) which is given by the solution of Eq. (6). The interface transport equation can be written in conservative form provided the velocity field is solenoidal, \( \nabla \cdot \mathbf{v} = 0 \) namely
\[ \frac{\partial \phi}{\partial t} + \nabla \cdot \mathbf{v} \phi = 0 \]  
(10)
Furthermore, an additional re-initialization equation is introduced to keep the profile and thickness of the interface sharp and constant (Olsson and Kreiss, 2005; Balcázar et al., 2014),
\[ \frac{\partial \phi}{\partial t} + \nabla \cdot \phi (1 - \phi) \mathbf{n} = \nabla \cdot \epsilon \nabla \phi \]  
(11)
This equation is advanced in pseudo-time \( t \), it consists of a compressive term, \( \phi (1 - \phi) \mathbf{n} \), which forces the level-set function to be compressed onto the interface along the normal vector \( \mathbf{n} \), and of a diffusion term \( \nabla \cdot \epsilon \nabla \phi \) that ensure the profile remains of characteristic thickness \( \epsilon \).

Implementing surface tension in a numerical scheme involves two issues: the curvature \( \kappa \) needs to be determined and the resulting pressure jump must be applied appropriately to the fluids. The aforementioned problems can be conveniently addressed through the CSF method (Brackbill et al., 1992). Thus, the singular term, \( \sigma \kappa \nabla \cdot \mathbf{n} \), is converted to a volume force as follows,
\[ \sigma \kappa \nabla \cdot \mathbf{n} = \epsilon \kappa \phi \nabla \phi \]  
(12)
where \( \kappa (\phi) \) and \( \mathbf{n} \) are given by
\[ \mathbf{n} = \frac{\nabla \phi}{\| \nabla \phi \|} \]  
(13)
\[ \kappa (\phi) = -\nabla \cdot \mathbf{n} \]  
(14)
To obtain a cell averaged value, the curvature is integrated over each finite volume \( \Omega_j \),
\[ \kappa = -\frac{1}{V_j} \int_{\Omega_j} \nabla \cdot \mathbf{n} dV \]  
(15)
Applying the Gauss theorem yields
\[ \kappa = -\frac{1}{V_j} \int_{\Omega_j} \nabla \cdot \mathbf{n} dA \]  
(16)
Here \( \nabla \phi \) is calculated by using the least-squares method (Kothe et al., 1996; Balcázar et al., 2014). \( \mathbf{A} \) is the area vector, \( V_j \) is the volume, and \( S_j \) is the surface of \( \Omega_j \). The reader is referred to Balcázar et al. (2014) for further details on the application of the least squares method for gradient evaluation. In addition, the fluid properties are regularized by employing the level-set function, according to Eq. (17),
\[ \rho = \rho_1 \phi + \rho_2 (1 - \phi) \quad \mu = \mu_1 \phi + \mu_2 (1 - \phi) \]  
(17)

3. Numerical method

Following the work of Balcázar et al. (2014), the Navier–Stokes and level-set equations have been discretized on a collocated unstructured grid arrangement by means of the finite-volume method. In order to avoid unphysical oscillations at the discontinuities, a TVD Superbee limiter is used to discretize the convective term of interface advection Eq. (10); while compressive term of re-initialization Eq. (11) is discretized by CD scheme. Regarding the momentum Eq. (6) a central difference (CD) scheme is used to discretize the convective term unless otherwise stated. Diffusive fluxes at the faces are approximated by CD scheme. A distance-weighted linear interpolation is used to find the face values of physical properties and interface normals, while gradients are computed at cell centroids by using the least-squares method.

The velocity–pressure coupling has been solved by means of a classical fractional step projection method (Chorin, 1968). Thus, momentum Eq. (6) is decomposed into two steps:
\[ \frac{\rho \mathbf{v}^{n+1} - \rho \mathbf{v}^n}{\Delta t} = -\frac{3}{2} \mathbf{A}_h (\rho \mathbf{v}^n) + \frac{1}{2} \mathbf{A}_h (\rho \nabla \mathbf{v}^{n-1}) + \mathbf{D}_h (\mathbf{v}^n) + \rho g + \epsilon \kappa \nabla \phi \]  
(18)
and
\[ \mathbf{v}^{n+1} = \mathbf{v}^n - \frac{\Delta t}{\rho} \nabla \mathbf{p}^{n+1} \]  
(19)
where \( \nabla \mathbf{p} \) represents the gradient operator, \( \mathbf{D}_h (\mathbf{v}) = \nabla \mathbf{v} + \nabla (\mathbf{v}^T) \) is the diffusion operator, and \( \mathbf{A}_h (\rho \mathbf{v}) = \mathbf{A}_h (\mathbf{v}) \) is the convective operator. The resulting velocity \( \mathbf{v}^n \) from Eq. (18), which does not satisfy the continuity Eq. (7), is corrected by
In order to verify and to validate the accuracy of the CLS method, this section is devoted to investigate the buoyancy-driven motion of a single bubble. The bubble shape and its rise velocity, which is correlated to the drag coefficient, is a complex function of the hydrodynamics, viscous and interfacial forces. The experiments of Clift et al. (1978) and Bhaga and Weber (1981), and others provide a fairly detailed picture of the motion of bubbles and drops through a quiescent viscous liquid. The relevant physical quantities in their experiments are: \( \rho_\ell, \rho_\ell, \mu, \sigma, \) d.g. \( U_t, \) where \( d = (6\ell^2/\pi)^{1/3} \) is the spherical volume equivalent diameter of the bubble, and \( U_t \) is the rise velocity.

Non-dimensionalization results in the next parameters:

\[
M = \frac{\rho_\ell \Delta P}{\rho_\ell^2 \sigma}, \quad Eo = \frac{g d^4 \rho_\ell^2}{\rho_\ell \sigma}, \quad Re = \frac{\rho_\ell d U_t}{\mu}
\]

where \( \eta_\ell \) and \( \eta_t \) are respectively the density and viscosity ratio; \( M \) is the Morton number, \( \Delta P = \rho_\ell - \rho_\ell \) specifies the density difference between the fluid phases; \( Eo \) is the Eötvös number, and \( Re \) is the Reynolds number. For given fluids, the Eötvös number is a characteristic of the bubble size and the Morton number is a parameter representing the viscosity of the liquid. For the sake of simplicity, we also introduce the following non-dimensional time, \( t' = t \sqrt{g/d} \).

The computational setup is schematically indicated in Fig. 1. In the initial state, the spherical bubble is located on the symmetry axis of the cylinder. The numerical simulations were performed on a cylindrical domain of \( (D_b, H_b) = (8d, 12d) \) where \( D_b \) is the cylinder diameter and \( H_b \) is the cylinder height (see Fig. 1), under periodic boundary conditions between the top and bottom boundaries, and Neumann boundary condition at the side wall. Moreover, with the intent of saving computational resources such as computational time and occupation of memory, the present simulations were computed on a non uniform hexahedral mesh, as show in Fig. 1b. The mesh was generated by a constant step extrusion of a two-dimensional unstructured grid along the symmetry axis of the cylinder, the step size \( h_{grid} / N_{planes} \) was fixed, to maximize resolution of the bubble. The mesh size grows exponentially to the border, where it reaches a maximum size of \( h_{max} = 10 h_{min} \) (see Fig. 1b). Grid refinement and domain size studies were performed, for the condition \( Eo = 116, M = 41.1, \eta_\ell = 100 \) and \( \eta_t = 100. \) Fig. 2a shows the variation in \( Re \) as a function of dimensionless time \( t' \) and Table 3 shows the value of the computed terminal Reynolds number and the relative error. As the grid size is reduced, the relative difference of \( Re \) between successive meshes becomes small (see Fig. 3).

Fig. 2b and Table 4 display results obtained on different domain sizes. A decrease in cylinder diameter reduces the bubble rise velocity \( (Re) \), while the shape of the bubble remains almost unchanged. These observations are confirmed by empirical and numerical findings reported by Harmathy (1960), Mukundakrishnan et al. (2007), Hua et al. (2008) and Van Sint Annaland et al. (2005). Therefore, a domain size \( (D_b, H_b) = (8d, 12d) \) and cell size \( h = d/30 \) were chosen as the standard conditions for numerical tests unless otherwise stated (see Fig. 1 for a detailed description).

4.1. Terminal velocity and shape

Fig. 4 shows some representative examples of bubble regimes, in which numerical results are compared against experiments reported by Bhaga and Weber (1981). Generally, small bubbles, which have low Eötvös number \( (Re < 1) \) tend to maintain the spherical shape, no matter how large the Reynolds number. Similarly, for low Reynolds number \( (Re < 1) \), the bubbles will also tend to be spherical, no matter how large the Eötvös number.

On the other hand, beyond the previously described regimes, the final bubble shape is given by the relative strength of the flow forces and the surface tension force, which are given by $Re$ and $Eo$, respectively. Thus, for intermediate Reynolds and Eötvös numbers ($1 < Re < 100$ and $1 < Eo < 100$), various bubble shapes have been found in experimental investigations: oblate ellipsoid, disk-like, oblate ellipsoidal cap, skirt bubble, and spherical-cap (Clift et al., 1978; Bhaga and Weber, 1981). In spite of the difference in shapes, the bubbles rise steadily in a viscous liquid (high $M$) along a rectilinear path. Indeed, the present numerical predictions compare fairly well with the experimental findings of Bhaga and Weber (1981), as shown in Fig. 4.

Regarding the terminal Reynolds number (see Table 5 and Fig. 4), the maximum error occurred at creeping flow regime with the lowest terminal Reynolds. Similar observations were reported by Hua et al. (2008) using the front-tracking method (see Table 5).

In addition, local velocity vectors, pressure field and vorticity vectors calculated by using the CLS method are shown in Fig. 1, these results correspond to ellipsoidal and skirted bubbles. Regarding the pressure distribution on the bubble surface, there is a maximum pressure on the top of the bubble, while a minimum pressure is localized on the bottom. The velocity vectors have a maximum magnitude around the symmetric axis of the bubbles. Moreover, it is observed that vorticity vectors takes a maximum magnitude around regions with maximum curvature, which corresponds to equator line for ellipsoidal bubbles, and the base of the skirted bubbles.

Fig. 5a demonstrates the influence of Morton number on the bubble motion at a fixed $Eo = 116$. The Morton number varies from 5.51 to 848. It is observed that the instantaneous Reynolds number

Table 3

<table>
<thead>
<tr>
<th>Mesh</th>
<th>Cell size</th>
<th>$(D_o, H_o)$</th>
<th>Re</th>
<th>Relative error $(\zeta_e)$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_1$</td>
<td>$h = d/20$</td>
<td>$(8d, 12d)$</td>
<td>6.75</td>
<td>5.71</td>
</tr>
<tr>
<td>$M_2$</td>
<td>$h = d/25$</td>
<td>$(8d, 12d)$</td>
<td>6.84</td>
<td>4.47</td>
</tr>
<tr>
<td>$M_3$</td>
<td>$h = d/30$</td>
<td>$(8d, 12d)$</td>
<td>6.94</td>
<td>3.03</td>
</tr>
</tbody>
</table>

(Bhaga and Weber, 1981). On the other hand, beyond the previously described regimes, the final bubble shape is given by the relative strength of the flow forces and the surface tension force, which are given by $Re$ and $Eo$, respectively. Thus, for intermediate Reynolds and Eötvös numbers ($1 < Re < 100$ and $1 < Eo < 100$), various bubble shapes have been found in experimental investigations: oblate ellipsoid, disk-like, oblate ellipsoidal cap, skirt bubble, and spherical-cap (Clift et al., 1978; Bhaga and Weber, 1981). In spite of the difference in shapes, the bubbles rise steadily in a viscous liquid (high $M$) along a rectilinear path. Indeed, the present numerical predictions compare fairly well with the experimental findings of Bhaga and Weber (1981), as shown in Fig. 4.

Regarding the terminal Reynolds number (see Table 5 and Fig. 4), the maximum error occurred at creeping flow regime with the lowest terminal Reynolds. Similar observations were reported by Hua et al. (2008) using the front-tracking method (see Table 5).

In addition, local velocity vectors, pressure field and vorticity vectors calculated by using the CLS method are shown in Fig. 1, these results correspond to ellipsoidal and skirted bubbles. Regarding the pressure distribution on the bubble surface, there is a maximum pressure on the top of the bubble, while a minimum pressure is localized on the bottom. The velocity vectors have a maximum magnitude around the symmetric axis of the bubbles. Moreover, it is observed that vorticity vectors takes a maximum magnitude around regions with maximum curvature, which corresponds to equator line for ellipsoidal bubbles, and the base of the skirted bubbles.

Fig. 5a demonstrates the influence of Morton number on the bubble motion at a fixed $Eo = 116$. The Morton number varies from 5.51 to 848. It is observed that the instantaneous Reynolds number
450 evolves to steady state for all Morton numbers, however, the 451 Morton number has different effects on the time evolution of the 452 bubble velocity. At large $M$ the Reynolds number quickly increases 453 to a constant value, whereas at low $M$ the Reynolds number first 454 increases to a maximum value and then decreases until steady 455 state value. Moreover, as the Morton number increases the over- 456 shoot on $Re$ is more pronounced, indicating that the bubble motion 457 has a tendency to reduce their stability.

An important aspect to get accurate simulations is the mass 459 conservation of the bubble phase. The mass gain or loss may affect 460 the shape of the interface and also the dynamics of the problem. 461

Table 4

<table>
<thead>
<tr>
<th>Mesh</th>
<th>Cell size</th>
<th>$(D_X, H_X)$</th>
<th>Re</th>
<th>Relative error ($\varepsilon_r$) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_4$</td>
<td>$h = d/30$</td>
<td>(4d, 12d)</td>
<td>6.44</td>
<td>10.01</td>
</tr>
<tr>
<td>$M_5$</td>
<td>$h = d/30$</td>
<td>(6d, 12d)</td>
<td>6.78</td>
<td>5.30</td>
</tr>
<tr>
<td>$M_3$</td>
<td>$h = d/30$</td>
<td>(8d, 12d)</td>
<td>6.94</td>
<td>3.03</td>
</tr>
</tbody>
</table>

Fig. 3. Comparison of terminal bubble shape and Reynolds number observed in experiments reported by Bhaga and Weber (1981), and the CLS method with mesh resolution $h = d/30$. The error in the Reynolds number is calculated by $\varepsilon_r = |Re_{exp} - Re_{num}|/Re_{exp}$. All numerical experiments were carried out using $\eta_p = 100, \eta_s = 100$.}
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Fig. 4. Velocity vectors (left column), pressure (central column) and vorticity vectors (right column), on the bubble surface. (a) $\text{Eo} = 116, M = 41.1, \eta_p = 100, \eta_s = 100$ (ellipsoidal bubble); (b) $\text{Eo} = 116, M = 41.1, \eta_p = 100, \eta_s = 100$ (skirted bubble). In these figures, $\psi \in \{\|\psi\|, p, \Omega \times \mathbf{v}\}$ respectively.

Table 5
A comparison of our computational results against experimental results of Bhaga and Weber (1981) and numerical results reported by Hua et al. (2008) using the front-tracking method. Mesh configuration is shown in Fig. 1.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>116</td>
<td>848</td>
<td>2.47</td>
<td>2.29</td>
</tr>
<tr>
<td>116</td>
<td>266</td>
<td>3.57</td>
<td>3.54</td>
</tr>
<tr>
<td>116</td>
<td>41.1</td>
<td>7.16</td>
<td>6.94</td>
</tr>
<tr>
<td>116</td>
<td>5.51</td>
<td>13.17</td>
<td>12.86</td>
</tr>
<tr>
<td>116</td>
<td>131</td>
<td>20.4</td>
<td>19.38</td>
</tr>
<tr>
<td>32.3</td>
<td>8.2 × 10^{-4}</td>
<td>55.3</td>
<td>51.57</td>
</tr>
<tr>
<td>243</td>
<td>266</td>
<td>7.77</td>
<td>7.68</td>
</tr>
<tr>
<td>339</td>
<td>43.1</td>
<td>18.3</td>
<td>17.91</td>
</tr>
</tbody>
</table>

For the sake of comparison, a set of numerical simulations were carried out to calculate $C_D$ from Eq. (24). Fig. 6b shows the terminal Reynolds number as a function of dimensionless time, with $Eo = 10, 10^{-3} \leq M < 10^2$. $\eta_p = 100$ and $\eta_m = 100$; whereas, Fig. 6a shows the drag coefficient as a function of the Reynolds number. As $M$ decreases, the bubble deformation increases and the spherical bubble approximation (see Eq. (27)) is valid for only high $M$. As one would indeed expect; moreover, numerical predictions of $C_D$ are in good agreement with Eqs. (25) and (26). In addition, the flow number $(F)$ and the velocity number $(V)$ defined as:

$$ F = g \frac{d^3 \rho_d}{\sigma l^3} \left( \frac{1}{2} \right)^{1/3} \tag{28} $$

$$ V = U_t \left( \frac{d^3 \rho_d}{\sigma l^3} \right)^{1/3} \tag{29} $$

are evaluated from the numerical results given in Fig. 6 and Table 5 for $Eo = 10$ and $Eo = 116$ respectively. These results are compared to the following correlations reported by Rodrigue (2001):

$$ V = \frac{F}{12 \left( 1 + 0.049 F^{0.4} \right)} \quad \text{as} \quad F \to 0 \quad \text{at} \quad Eo = 10 \quad \text{and} \quad F = \frac{F}{12 \left( 1 + 0.0185 F^{0.4} \right)} \quad \text{as} \quad F \to 0 \quad \text{at} \quad Eo = 116 \tag{30} $$

From Fig. 7 it is observed that numerical predictions are in good agreement with the correlations given by Eqs. (30) and (31).

4.1.3. Effect of density ratio
To further investigate the effect of density ratio on the terminal velocity ($U_t$) and bubble shape, we simulate a bubble rising under buoyancy for $Eo = 39.4, M = 0.065, \eta_p = 6.37 \times 10^3$ and $\eta_m = (10, 100, 714)$. Physical properties were chosen so that experimental data reported by Hnat and Buckmaster (1976) are equivalent to dimensionless parameters used in this section. Since the experiment was done in a large container with negligible wall effects, we use a very large computational domain with $(D_0, H_0) = (8d, 16d)$, which corresponds to the mesh $M_0$ in Fig. 1c. Fig. 8a shows the rise velocity and terminal bubble shapes as a function of the density ratio, whereas Fig. 8b shows the time evolution of bubble sphericity. It can be seen that the bubble shapes are not affected by density ratio, as shown in Fig. 8a and b. The rise velocity is sensitive to $\eta_p$, indeed, a lower density ratio provides a lower value of terminal velocity $U_t$, such that the bubble will reach smaller distances in the same period of time. In addition, the sensitivity of rise velocity to density ratio is drastically reduced if $\eta_p \geq 100$ (see Fig. 8a). Table 6 shows the relative error on the
The effect of viscosity ratio is evaluated by comparing the present simulations (see Fig. 9b). In addition, it is found that the effect of viscosity ratio on bubble shape is increased, terminal velocity tends to collapse into a single curve.

Fig. 9. (a) Comparison of numerical prediction of drag coefficient $C_D$ as a function of the Reynolds number $Re$, against Eqs. (25) and (27). (b) Instantaneous Reynolds number as a function of the dimensionless time $t^\star$. Physical conditions are given by $Eo = 10, \eta_p = 100, \eta_m = 100, 10^{-3} < M < 10^5$ (low viscosity values).

Fig. 10b and c shows results obtained in the present simulations. Fig. 10a, which confirm the accuracy of the CLS method are in close agreement with the experimental findings of Hnat and Buckmaster (1976), furthermore, a comparison of the present results with numerical simulations reported by Hua et al. (2008).

Table 6

<table>
<thead>
<tr>
<th>$\eta_p$</th>
<th>$\eta_m$</th>
<th>$Eo$</th>
<th>M</th>
<th>$U_{1r}$ (CLS method)</th>
<th>$\epsilon_r$ (%)</th>
<th>Mesh</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>6.67 x 10^-1</td>
<td>39.4</td>
<td>0.065</td>
<td>0.5833</td>
<td>6.31</td>
<td>$M_6$</td>
</tr>
<tr>
<td>100</td>
<td>6.67 x 10^-1</td>
<td>39.4</td>
<td>0.065</td>
<td>0.6098</td>
<td>2.06</td>
<td>$M_6$</td>
</tr>
<tr>
<td>714</td>
<td>6.67 x 10^-1</td>
<td>39.4</td>
<td>0.065</td>
<td>0.6118</td>
<td>1.73</td>
<td>$M_6$</td>
</tr>
</tbody>
</table>

The aforementioned results are in agreement with numerical findings reported by Hua et al. (2008).

4.1.5. Wake patterns

The influence of bubble shape on the flow pattern of the wake has been also investigated. In the experiment of Bhaga and Weber (1981) hydrogen bubble tracers were used to get the flow visualization, whereas shadow-graph and Schlieren techniques were employed by Hnat and Buckmaster (1976) to study the wake structure of spherical cap bubbles. Fig. 10a shows the terminal bubble wake for the case $Eo = 39.4, M = 0.065, \eta_p = 714, \eta_m = 6670$. The closed toroidal wake and bubble shape predicted by the CLS method are in close agreement with the experimental findings of Hnat and Buckmaster (1976), furthermore, a comparison of the present results with numerical simulations reported by Ryskin and Leal (1984), Yue et al. (2007) and Gueyffier et al. (1999) are presented in Fig. 10a, which confirm the accuracy of the present simulations. Fig. 10b and c shows results obtained in stronger than on bubble velocity, however, the variation of bubble rising velocity is less than 1% when the viscosity ratio changes from 100 to 6.67 x 10^3. The aforementioned results are in agreement with numerical findings reported by Hua et al. (2008).

Fig. 8. The effect of density ratio ($\eta_p$) on bubble dynamics at $Eo = 39.4, M = 0.065, \eta_p = 6.67 \times 10^3$ and $\eta_m = (10,100,714)$. (a) Terminal shapes and dimensionless rise velocity $\left( \frac{\eta_p}{\eta_m} \frac{g^{1/3}}{d^{1/2}} \right)$ versus dimensionless time. (b) Sphericity $\left( \frac{\pi d^3}{6} \rho \left( V \cdot \nabla V \right) \right)$ versus dimensionless time.

In this section, the CLS method is used to explore the complex interaction of two spherical and ellipsoidal bubbles for a wide range of flow conditions and different geometrical configurations. Fig. 12 shows the computational system and mesh distribution. Current simulations are performed in a rectangular domain with periodic boundary conditions in the vertical direction, y, and Neumann boundary conditions at lateral boundaries. The distance between the bubble centroids and the lateral walls was set to be larger than 4 bubble diameters in order to minimize the confinement effect (see Table 4). From Fig. 12b the domain is divided in 2.9 × 10^6 hexahedral volumes, which is equivalent to 30 control volumes per bubble diameter (c/δ). Numerical experiments were carried out under conditions of different Eo and M numbers. In addition, the interaction between a pair of bubbles is influenced by their center-to-center separation distance, s, and their configuration angle, θ, as shown in Fig. 12a. As initial condition, the bubbles are at rest and a spherical shape is assumed. Regarding the discretization of the convective term of momentum Eq. (6), a CD scheme is used for cases with low Reynolds number, which include interactions of spherical bubbles (Eo = 0.36, M ≤ 5 × 10^5). Moreover, a TVD scheme (Van-Leer flux limiter) is used in order to avoid numerical instabilities at cases with high Reynolds number, which include interactions of ellipsoidal bubbles (Eo = 4, M = 1 × 10^3) and spherical bubbles with M = 1 × 10^3.

4.2.1. Spherical bubbles

According to empirical findings of Takemura and Magnaudet (2003) and Sanada et al. (2009), and numerical studies of Legendre and Magnaudet (2003), when two spherical bubbles rise side by side, a horizontal force is induced and it causes either repulsion or attraction between the bubbles, as result of the competition between vortical and irrotational interaction mechanisms.

Table 7

<table>
<thead>
<tr>
<th>η_p</th>
<th>η_m</th>
<th>Eo</th>
<th>M</th>
<th>U_r (CLS method)</th>
<th>ε_r (%)</th>
<th>Mesh</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>10</td>
<td>39.4</td>
<td>0.065</td>
<td>0.5699</td>
<td>8.46</td>
<td>M_5</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>39.4</td>
<td>0.065</td>
<td>0.6038</td>
<td>3.02</td>
<td>M_6</td>
</tr>
<tr>
<td>100</td>
<td>6.67 × 10^3</td>
<td>39.4</td>
<td>0.065</td>
<td>0.6118</td>
<td>2.06</td>
<td>M_6</td>
</tr>
</tbody>
</table>

The present work and also numerical and experimental works reported on Hua et al. (2008) and Bhaga and Weber (1981) respectively. These cases correspond to dimensionless parameters Eo = 116, M = 0.065, η_p = 100, η_m = 100 (Fig. 10b), and Eo = 292, M = 26.7, η_p = 100, η_m = 100 (Fig. 10b and c).

4.1.6. Effect of convective schemes

Further simulations have been performed in order to study the influence of the convective scheme used to discretize Eq. (6) on the rising velocity and bubble shapes. Fig. 11 shows numerical results for Eo = 39.4, M = 0.065, η_p = 714, η_m = 6.67 × 10^3 and using the mesh M_6 (see Fig. 1c) which corresponds to h = d/30. The reader is referred to Balcázar et al. (2014) for technical details on the application of flux limiters to discretize the convective term of momentum equation on unstructured grids. Following the work of Balcázar et al. (2014), the finite-volume discretization of the convective term on momentum equation is based on the use of flux limiters, L_θ, given by

\[
L_θ(\theta) = \begin{cases}
1 & \text{Central difference limiter (CD)} \\
\max(0, \min(2\theta, 1)), \min(2\theta) & \text{TVD Superbee limiter} \\
0 & \text{TVD Van-Leer limiter} \\
0 & \text{First-order upwind limiter}
\end{cases}
\]

where θ is a monitor variable defined as the upwind ratio of consecutive gradients of the velocity components. Regarding the numerical results, Fig. 11a illustrates the effect of flux limiters on the rising velocity. A close-up on the time t = 0.8 shows that the upwind limiter underestimates the overshoot on the rising velocity, while the other flux limiters lead to similar results. Fig. 11b and c shows that sphericity and shape of the bubbles are in close agreement, independently of the flux limiter used, however it is noted a slight deviation when an upwind limiter is used in comparison with the other ones (see Table 8). Regarding the rising velocity, the deviation of numerical results from experimental results, ε_r, was found to be slightly minor with the CD limiter, as shown in Table 8.

Thus, the calculated drag coefficients, bubble shapes, Reynolds number and wake structure are consistent with the existing correlations and experimental data reported in the literature. These various comparisons serve to validate the accuracy and versatility of the CLS method.

4.2. Hydrodynamic interaction of bubble pairs

Fig. 9. The effect of viscosity ratio (η_p) on bubble dynamics at Eo = 39.4, M = 0.065, η_m = (10, 100, 6.67 × 10^3) and η_m = 100. (a) Terminal shapes and dimensionless rise velocity (v/h) vs. dimensionless time. (b) Sphericity (πd^3/4j / πj^3d^3) vs. dimensionless time.
Thus, the lateral force changes sign for a certain critical Reynolds number \( (R_e) \). For instance, Legendre and Magnaudet (2003) numerically studied the motion of a pair of spherical rising bubbles aligned horizontally by using DNS and predicted that \( R_e \approx 32 \) if the horizontal distance between the bubbles is \( s = 1.5d \) and \( \theta = 0 \), a value confirmed by the experimental results of Takemura and Magnaudet (2003).

Following previous results, a set of numerical experiments were performed for \( E_o = 0.34, 4.8 \times 10^{-6} \leq M \leq 1 \times 10^{-8}, \eta_s = 100, s = 1.5d \) and \( \theta = 0 \). From Fig. 13a, in simulations where \( R_e \approx 32 \) the bubbles separate from each other. On the other hand, for cases with \( R_e \gtrsim 32 \) the bubbles approach each other (see Fig. 16). Such behavior has been explained by Legendre and Magnaudet (2003) in terms of the vorticity: when \( R_e \) is large enough for the vorticity to remain confined in a boundary layer whose thickness is small compared to the distance between the two bubbles, the interaction is dominated by the irrotational mechanism, consequently, the transverse force is then attractive. However, when viscous effects are dominant, the vorticity spreads out about each bubble until it is canceled in the gap by the vorticity existing around the other bubble, resulting in a repulsive transverse force for small values of \( R_e \). The numerical prediction of the transitional Reynolds number \( (R_e \approx 32) \) given by the CLS method, is in excellent agreement with numerical and experimental results previously published (Legendre and Magnaudet, 2003; Yu et al., 2011; Bonometti and Magnaudet, 2007; Sanada et al., 2009; Takemura and Magnaudet, 2003).

The effect of the initial configuration angle on the hydrodynamic interaction between two spherical bubbles is studied for \( s = 1.5d, 0^\circ \leq \theta \leq 90^\circ, E_o = 0.34, M = 1 \times 10^{-8} \) (or \( R_e = 61.1 \) for...
The evolution of \( s/C_3 = \frac{s}{d} \) and \( h \) are reported in Fig. 14 versus dimensionless time \( t/C_3 \) for different initial orientation angles \( \theta_0 \). Fig. 14b shows a decrease of the configuration angle as it evolves in time, which indicates a torque action on the bubbles that tends to align them side-by-side. The plot of the dimensionless distance (see Fig. 14a) indicates that the two bubbles being attracted for \( 0 < \theta < \theta_0 \) but repelled for \( \theta_0 < \theta < 90^\circ \), where \( \theta_0 \) is the angle of transition. From Fig. 14a, \( \theta_0 \) is between \( 30^\circ \) and \( 45^\circ \), which is in good agreement with the value \( \theta_0 = 37^\circ \) reported by Hallez and Legendre (2011). Regarding topology changes of interfaces for cases with attractive forces between the bubbles, these are consistent with numerical simulations reported by Yu et al. (2011) and Bonometti and Magnaudet (2007).

### 4.2.2. Ellipsoidal bubbles

In this section we study the interaction of two bubbles on ellipsoidal regime with \( E_0 = 4, M = 10^{-9}, \eta_p = 100, \eta_m = 100, s = 1.5d, 0^\circ < \theta_{1=0} < 90^\circ \). Fig. 17 shows the variation of shape and position for different initial configuration angles. For \( \theta_{1=0} = 0^\circ \), the corresponding single bubble. The evolution of \( s/C_3 = \frac{s}{d} \) and \( \theta \) are reported in Fig. 14 versus dimensionless time \( t/C_3 \) for different initial orientation angles \( \theta_0 \). Fig. 14b shows a decrease of the configuration angle as it evolves in time, which indicates a torque action on the bubbles that tends to align them side-by-side. The plot of the dimensionless distance (see Fig. 14a) indicates that the two bubbles being attracted for \( 0 < \theta < \theta_0 \) but repelled for \( \theta_0 < \theta < 90^\circ \), where \( \theta_0 \) is the angle of transition. From Fig. 14a, \( \theta_0 \) is between \( 30^\circ \) and \( 45^\circ \), which is in good agreement with the value \( \theta_0 = 37^\circ \) reported by Hallez and Legendre (2011). Regarding topology changes of interfaces for cases with attractive forces between the bubbles, these are consistent with numerical simulations reported by Yu et al. (2011) and Bonometti and Magnaudet (2007).

![Fig. 11. Effect of the convective scheme used to discretize the momentum equation (see Eq. (6)). Here, \( E_0 = 39.4, M = 0.065, \eta_p = 714, \eta_m = 6.67 \times 10^3 \). (a) Effect on the rise velocity. (b) Effect on the sphericity (bubble shape). (c) Qualitative comparison of terminal bubble shape.](image1)

![Fig. 12. Computational framework for simulating the interaction of a pair of bubbles. (a) Sketch of the initial configuration. (b) Mesh configuration. The domain is divided in \( 2.9 \times 10^6 \) hexahedral volumes, which is equivalent to 30 cv/d.](image2)

the trajectory and shape of bubbles are symmetric about $y$–$z$ plane. For cases with $h_j t = 0$, the bubbles separate each other until $t^* \approx 0.8$, where $s$ starts to decrease up to $t^* \approx 1.7$. From this time a repulsion force acts between the bubbles and $s$ continues to increase faster, as shown in Fig. 15a. For $\theta_{l-o} \geq 30^\circ$, the dynamic evolution of $s$ is the opposite than previous cases (see Fig. 15a), and attractive forces were observed, which lead to coalescence of small bubbles to form a larger one (see Fig. 17c).

Fig. 15b shows the time evolution of $\theta$ for different initial orientation angles. For $\theta_{l-o} \geq 30^\circ$ bubbles tend to align with vertical axis before to start the coalescence process. Indeed, the impact angle increases as $\theta_{l-o}$ is larger. For $\theta_{l-o} = 15^\circ$, the orientation angle tends to align with the side-by-side configuration (see Fig. 15b). From previous findings, it is argued that deformation of bubbles has a strong effect on its interaction. In fact, the vorticity is larger for ellipsoidal bubbles than for spherical bubbles, since the vorticity generated at the interface is proportional to the curvature (Batchelor, 1967; Bunner and Tryggvason, 2003).

Fig. 15 shows the coalescence of two ellipsoidal bubbles rising in oblique alignment ($\theta = 30^\circ$). The pressure on the bubble surface...
and velocity vectors on the plane \(x-y\) at \(z=0\) of the domain are also presented for different times \(t^* = (4.4, 5.0, 6.0)\). The shape of the larger bubble is different compared with spherical regime, thereby indicating that the coalescence dynamics is a function of the Eötvös number. In this regime, the wake behind the upper bubble creates an artificial lift force for the downstream bubble, which gradually moves in the wake of the leading bubble, moreover, a horizontal component of velocity is generated, which produces an alignment effect of bubbles (see Fig. 18, \(t^* = 4.4\)). When the two bubbles are close to collide, a considerable asymmetrical deformation was observed, followed by the formation of a neck or meniscus between the bubbles (see Fig. 18, \(t^* = 5.0\)). Finally, two bubbles coalesce to form a big bubble at \(t^* = 6.0\) (see Fig. 18), which continues rising in wobbling regime. These

Fig. 16. Snapshots of the bubble position released in staggered configuration with \(Eo = 0.34\) (spherical regime), \(\eta_u = 100, \eta_d = 100\). The \(\Delta t^*\) between shots is 1.25. The indicated \(Re\) number is defined based on the rise velocity of an isolated bubble under the same conditions.

Fig. 17. Snapshots of the bubble position released in a staggered configuration with \(Eo = 4\) (ellipsoidal regime), \(M = 1 \times 10^{-9}, \eta_u = 100, \eta_d = 100\). The \(\Delta t^*\) between shots is 1.25. According to the Grace diagram (Clift et al., 1978), the Reynolds number corresponds to \(Re \approx 700\), based on the rise velocity of an isolated bubble under the conditions mentioned above.

4.3. Multiple bubble interaction

The bubbly flow is not a fully developed flow regime because given enough time, the bubbles may collide each other, and their agglomeration could lead to form large bubbles or the so-called slug flow. Moreover, in most industrial applications, the bubble flow rate is high and the flow is often referred to as churn flow, where the coalescence and break-up is strong. In general, the hydrodynamic of bubbly flow is still far to be understood, indeed, one major problem is the lack of proper experimental techniques to probe the bubbles (Mudde, 2005). However, for some systems, DNS can help us to understand the complex bubble interactions on bubbly flows. For instance, Tryggvason et al. (2013) have employed a front-tracking/finite-volume method to conduct DNS of bubbly flows with nearly spherical and ellipsoidal bubbles rising in a vertical channel with upward and downward flows and characterized the void fraction distribution and the velocity profile. Bunner and Tryggvason (2002), Bunner and Tryggvason (2003) and Esmæeili and Tryggvason (2005) characterized the rise velocity, microstructure and velocity fluctuations on swarms of spherical and ellipsoidal bubbles using the front-tracking method. Smolianski et al. (2008) carried out two-dimensional simulations of the dynamics of a small group of bubbles using the level-set method. Liu and Valocchi (2012) and Cheng et al. (2010) have employed the Lattice-Boltzmann method to investigate the interactions of multiple bubbles rising in a vertical channel. In experimental studies, the coalescence can be prevented by the addition of salt to the liquid (Martínez-Mercado et al., 2007; Zenit et al., 2001), moreover, some numerical methods such as Front-Tracking introduced by Unverdi and Tryggvason (1992) and Tryggvason et al. (2001) have the ability to avoid the merging of interfaces by using a separate mesh for each bubble. In present simulations there is no such restriction and the bubble coalescence will be permitted.

Fig. 19 shows the computational domain, which is defined as a vertical cylinder bounded by a rigid wall, with gravity acting in the $-y$-direction. The size of the domain is $(D_b \times H_r) = (6.6d \times 13.3d)$, where $d$ is the initial bubble diameter, $D_b$ is the cylinder diameter and $H_r$ is the cylinder height. Imposed boundary conditions are non-slip at the rigid wall and periodic on the streamwise ($y$-direction), as shown in Fig. 19a. In this way bubbles go out of the domain on the top side, and they come back in the domain again from the opposite side. The mesh was generated by a constant step extrusion of a two-dimensional unstructured grid along the $y$-direction, which leads to a mesh conformity of $13 \times 10^6$ hexahedral volumes, as is illustrated in Fig. 19a. Therefore, the equivalent bubble diameter, $d$, is resolved by 30 mesh cells. An array of thirty spherical bubbles is initially placed in the periodic column following a random pattern, with 1.5$d$ defined as the minimum separation distance between two bubbles or bubble–wall (see Fig. 19a). This corresponds to a dilute bubbly flow, with an overall volumetric fraction of $\alpha = 3.45\%$. Non-dimensional parameters are fixed to $Eo = 2.5, M = 5.9 \times 10^{-4}, \eta_r = 10, \eta_\infty = 10$, which corresponds to nearly spherical bubbles (Clift et al., 1978).
Fig. 20. Bubble swarm in nearly spherical shape regime at \( t' = 12 \); \( E_o = 2.25 \times 10^{-1} \), \( \eta_p = 10 \), \( \eta_l = 10 \). (a) Contours of vertical velocity on the plane \( x-y \) at \( z = 0 \), and pressure distribution on the bubble surface. (b) Vorticity \( \mathbf{e}_v \) on the plane \( x-y \) at \( z = 0 \).

Fig. 21. (a) Time evolution of Reynolds number defined as \( Re(t) = \rho V \| \mathbf{r}(t) \| \mathbf{e}_R \| \mathbf{v} \| dV \). (b) Time evolution of interfacial area defined as \( Area(t) = \int_{\Omega} \| \nabla \phi(x,t) \| dV \). (c) Trajectory of the bubble swarm centroid.

\[
\mathbf{r}_c(t) = \mathbf{r}_C(0) + \int_0^t \mathbf{v}_c(t) dt
\]

with \( \mathbf{v}_c(t) \) defined as the averaged velocity of the bubbles in the cylindrical domain \( \Omega \),

\[
\mathbf{v}_c(t) = \frac{1}{\Omega} \int_\Omega \mathbf{v}(x,t) dV
\]

Therefore, the maximum length scale in vertical direction (y-axis) corresponds to 4 periodic domains, as is illustrated in Fig. 21c.

Fig. 22 shows the evolution of bubbly flow, including velocity field on the plane \( x-y \) at \( z = 0 \) and bubble distribution, for different times \( t' = \{12, 24, 38, 46\} \). At the early stage, bubbles move upward through a basically stagnant liquid, and the rise trajectory of the bubbles hardly deviates from a straight line. Bubbles rise due to the buoyancy force and each bubble forms its own wake, which affects the motion of the nearby bubbles. As the time advances, trailing bubbles are attracted by the wake of the leading bubbles and coalescence processes are observed. This in turn, influences the bubble size distribution, interfacial area and bubble induced liquid flow, as shown in Fig. 22. The strong wake interaction promotes bubble agglomeration and the collision between them increases the coalescence of small bubbles to form larger ones. Moreover, Fig. 22 shows a major bubble concentration around the symmetry axis of the channel, whereas the bubbles do not collide with the wall. Hydrodynamics and gravity start to interact on global scales, and specific patterns are identified in the liquid circulation: the liquid flows up in the center of the circular duct and down close to the wall, as shown in Fig. 22. In present simulations, the cluster of bubbles form a chimney, which can be clearly seen in Fig. 22. This type of cluster formation is known to be the basic foundation for the transition from bubbly to slug flow. The trend for the bubbles to move to the center of the domain is consistent with simulation results reported by Cheng et al. (2010) and Yu et al. (2011).
5. Conclusions

In the present work, a conservative level-set method has been used to study the buoyancy-driven motion of single and multiple bubbles on a one-directional periodic domain. The numerical method offers a high degree of accuracy in the prediction of terminal Reynolds numbers, drag coefficients, wake patterns and bubble shapes for a wide range of Eo and M numbers. Moreover, the numerical predictions of the CLS method agree fairly well with experimental and numerical results from the literature. Numerical results for the interaction of two spherical and ellipsoidal bubbles are consistent with previous simulations performed by other numerical methodologies. For the conditions selected in this paper ($s = 1.5\, a, 0° \leq \theta \leq 90°$), both repulsive and attractive interactions were observed, which are a function of the Reynolds number and the initial configuration angle. The performed simulation with multiple bubbles in a vertical channel shows that bubbles tend to form groups, which move through the center of the channel.
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