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Abstract—Since 1993, when the European Space Agency (ESA) proposed the use of GNSS reflected signals for sea mesoscale altimetry, a wide range of applications have appeared. This work focuses on the retrieval of Significant Wave Height (SWH) and the Mean Sea Surface Level (MSSL) from a ground-based experiment using the Interference Pattern Technique (IPT). Two different observables on the IPT are analyzed: the oscillation frequency, and the angle where coherency is lost. The point where coherency in the reflection process is lost can be related to the Rayleigh criterion for smooth surfaces and helps to determine the SWH. Spectral analysis on the interference pattern helps to determine the MSSL. A three-month field campaign was performed on the “Pont del Petroli” pier, Badalona, Spain, to see how the reflected GNSS signals were affected by coastal sea state, and check previous assumptions. Results from this field experiment are shown confirming that the SWH can be retrieved with an accuracy of 6 cm and the MSSL with 4 cm. Estimations of both parameters are obtained every 30 minutes approximately.
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I. INTRODUCTION

NOWADAYS global change is receiving an increasing interest. The rise of temperatures on the Earth has several consequences that have been under rigorous study in the past years. These consequences include diverse areas such as weather patterns, ecology, sea life and marine biodiversity, the inter-tidal zone, impacts on food supply, sea level and sea temperature rising, ocean currents and ocean acidification, glacial and polar cap melting, and coastline degradation [1]. Among them, it is the sea level rising, which is of high concern in different countries, e.g. the Netherlands, where a part of its country is under the mean sea level, and for many densely populated coastal areas of the world [2]. During the last 40 years, the mean sea-level has increased an average of 1.6 mm/year [3], and 17 cm in the last century. According to the Intergovernmental Panel on Climate Change (IPCC), the main contributor to the sea level rise is thermal expansion, which is highly related to global warming [4], and ice melting from glaciers, Greenland and the North and South Poles.

Different techniques and technologies are currently being used to monitor the mean sea level [5]. Conventional tide gauges must be in contact with the water and provide point information of time series of the mean sea level. A post-processing stage, which includes daily averaging, provides the mean sea level information. Other systems are based on the observations from different buoys around the world. Buoys capture sea movements, and different characteristics from it can be retrieved afterwards. On the other hand, remote sensing techniques, generally based on satellite platforms containing radar altimeters, are used to measure the sea mean level on a global scale.

In 1993, European Space Agency (ESA) proposed the PASSive Reflectometry and Interferometry System (PARIS) concept as an alternative to conventional radar altimeters [6]–[8]. It is based on retrieving mesoscale altimetry by analyzing the direct Global Navigation Satellite Systems (GNSS) signals and the reflected ones on the ocean as well. As there are currently more than 60 GNSS satellites in orbit, and more than 150 are expected by 2020, data from different reflection points can be acquired at the same time providing an exceptional spatial-temporal sampling. In 1988, the first multistatic techniques for Earth Observation were proposed [9]. Later, in 1991, a French military aircraft testing a Global Positioning System (GPS) receiver got accidentally locked to the GNSS reflected signals on the ocean, leading to a mistaken navigation solution [10]. This proved the feasibility of sensing GNSS reflected signals from an airborne platform. Several remote sensing applications of GNSS reflected signals on different kind of surfaces (i.e., land, water or ice) have appeared [11]–[13], including the retrieval of the Mean Sea Surface Level (MSSL), also known as a GPS tide gauge.

Up to present, two different GNSS-Reflectometry (GNSS-R) techniques have been applied in the GPS or GNSS tide gauge known as the SNR-analysis method [14], [15], and the phase-delay analysis method [16], [17]. None of them is able to retrieve the Significant Wave Height (SWH) parameter. A different GNSS-R approach known as
the Interferometric Complex Field (ICF) has shown before promising results in the estimation of the SWH [18]. This manuscript presents an improved method to retrieve the MSSL or tides, based on the Interference Pattern Technique (IPT), and the retrieval of SWH from the same Signal to Noise Ratio (SNR) observable. This work is divided in 6 different sections. Section II presents the scattering geometry and properties for a low-height ground-based instrument, and the main properties of the IPT. Section III presents the instrumentation used and the field experiment site. Sections IV and V present the proposed retrieval algorithm for the SWH and the MSSL respectively. Finally, section VI summarizes the conclusions of this work.

II. GEOMETRY AND THEORETICAL ANALYSIS

The SNR-analysis method consists of a Right Hand Circular Polarization (RHCP) antenna looking to the zenith acquiring the GNSS direct signal. Due to the sidelobes of the antenna pattern, and not such a good cross-polar ratio out of the antenna beamwidth, for low grazing angles, multipath is observed in the received power or SNR [19]. This multipath is seen as a low frequency modulation in the real data whose fundamental oscillation frequency depends on the antenna height [20], [21]. A change in the sea surface level is seen as a change in the fundamental oscillation frequency. This SNR-analysis method was also previously used for the determination of soil moisture and snow depth from GPS geodetic receivers [22], [23].

The phase-delay analysis method consists of two antennas, one zenith-looking for the direct RHCP GNSS signals, and one nadir-looking for the reflected Left Hand Circular Polarization (LHCP) GNSS signals [24]. The reflected signal travels an additional path, that can be measured using carrier phase measurements and pseudo-range information from the GNSS receivers. A change in the sea surface level is seen as a change in the reflected pseudo-range information. Taking into account the vertical baseline between direct and reflected GNSS antennas, the changes in the sea surface level can be tracked.

These two geometrical configurations have been widely used, but can lead to misinterpretation of the data. In a zenith/nadir-looking antenna, GNSS signals can come from any direction. This means that not only the direct and reflected signals on the surface under study may reach the antenna, also undesired multi-path from other directions, which may distort the shape of the SNR pattern. This undesired multi-path may be difficult to eliminate as the antenna pattern from geodetic antennas tends to be rotationally symmetric. To overcome this problem, this work proposes to use the conventional IPT approach [25]–[27], where a linearly polarized antenna is looking to the horizon instead of the zenith.

A. The IPT over rough surfaces

The conventional IPT approach was previously tested for water level measurements in a small reservoir (200x100 m) showing an excellent performance against the ground-truth information. In this approach, undesired reflections coming from any direction away of the surface under study are attenuated by the antenna pattern itself, better preserving the shape of the interference pattern [27]. Figure 1 presents the conventional IPT geometrical configuration. It shows in black the direct signal, and in red the reflected signals. In Fig. 1, h is the vertical distance between the phase center of the antenna and the reflection surface, \( \theta_{inc} \) the incidence angle over the mean sea surface, \( \theta_{elev} \) is the elevation angle of the GNSS satellites or the complementary angle of \( \theta_{inc} \), and \( \sigma_h \) the root mean square (rms) surface roughness.

Under the horizon-looking geometry shown in Fig. 1, the received power \( (P_R) \) at the receiver position is given by:

\[
P_R \propto |E_i + E_r|^2 = |E_0|^2 \cdot \left| F_n(\theta_{elev}, \phi_{elev}) + \sum_{m=1}^{M} F_n(\theta_m, \phi_m) e^{j\frac{4\pi h}{\lambda} \sin(\theta_m)} \right|^2,
\]

where, \( E_i \) is the incident electric field, \( E_r \) the reflected electric field over many scatterers, \( E_0 \) the incident electric field amplitude, \( F_n \) the antenna radiation pattern, \( \theta_{elev} \) and \( \phi_{elev} \) the elevation and azimuth of the GNSS satellite respectively, \( \lambda \) the wavelength (i.e. 19 cm for GPS L1-Band), \( m \) the scatterer’s index, \( M \) the total number of scatterers, \( \theta_m \) and \( \phi_m \) are the local elevation and azimuth angles of the \( m \)th scatterer, \( A_n \) is the \( n \)th scatterer amplitude, and \( \Phi_m \) the \( m \)th scatterer phase. So, \( F_n(\theta_{elev}, \phi_{elev}) \) is related to the direct signal whereas \( \sum_{m=1}^{M} F_n(\theta_m, \phi_m) A_m e^{j\Phi_m} e^{j\frac{4\pi h}{\lambda} \sin(\theta_m)} \) to the reflected signal. In the reflected signal, the term \( e^{j\frac{4\pi h}{\lambda} \sin(\theta_m)} \) is due to the extra path traveled by the signal reflected over the \( m \)th scatterer with respect to the direct, whereas \( F_n(\theta_m, \phi_m) A_m e^{j\Phi_m} \) is related to the surface conditions and the antenna pattern. In terrains such as snow or bare-soil, and considering a rotationally symmetric antenna pattern, the reflection can be considered specular [25]–[27], which simplifies the whole reflected term to \( R(\theta, \phi)e^{j\Phi_m} \), where \( R \)
is the Fresnel reflection coefficient and $\phi_R$ is its phase at the specular reflection point. If the scattering surface is the sea, the result of the reflected signal term depends strongly on the surface conditions, which defines if the reflection is dominated by the specular component (calm sea) or by the diffuse one (rough sea).

### B. Specular and diffuse scattering

The scattering process has been analyzed by several authors, developing different models depending on the surface conditions (i.e. [28]). In general, the reflected signal has a specular component and a diffuse one. The specular component dominates when the surface is “smooth” enough. When the specular component dominates, the reflection process can be modeled by multiplying the incident wave by the Fresnel reflection coefficient amplitude and phase, and an attenuation factor that depends on the surface’s roughness. The diffuse or incoherent component dominates when the surface is “rough” enough. In this case, the scattering coefficient and its phase is different for each scatterer. The total reflected power is the power of the sum of the electric fields coming from each scatterer, resulting in a random amplitude, lower than when the coherent component dominates, and a random phase.

A widely used criterion to differentiate between smooth and rough surfaces is the “Rayleigh criterion” [28]. A surface is considered smooth if:

$$\sigma_{rms} < \frac{\lambda}{8 \sin(\theta_{elev})},$$  \hspace{1cm} (2)

which means that the phase difference between all the scatterers is lower than $\pi/2$. More restrictive criteria have been proposed by replacing the factor 8 in Eqn. (2) by 16 or 32 [28], which means that the maximum phase difference between all the scatterers is $\pi/4$ or $\pi/8$, respectively. In Eqn. (2) it is seen that, for the same surface’s roughness conditions, whether the surface is smooth or rough depends on the electromagnetic wavelength and the incidence angle. The larger the incidence angle or the lower the elevation angle, the smoother the surface appears to be and vice versa. Hence, the lower the elevation angle, the higher the contribution of the coherent component will be as compared to the incoherent one.

Other models were presented trying to improve the accuracy of the “Rayleigh criterion” depending on the observation surface characteristics. Assuming that the sea surface height can be modeled spatially as a 2-D random Gaussian stochastic process [29], Beckmann and Spizzichino computed the mean scattering coefficient [28] under the assumption of the Kirchhoff approximation as:

$$<\rho> = \rho_0 e^{-g/2},$$  \hspace{1cm} (4)

where $\rho_0$ is the reflection coefficient of a smooth perfectly conductive surface without shadowing in all the scattering directions, which vanishes away from the specular reflection direction, and the $g$ factor:

$$g = \left(4\pi\sigma_{rms}\sin(\theta_{elev})/\lambda\right)^2,$$  \hspace{1cm} (5)

represents how rough is the surface with respect to the wavelength. For $g < 1$ the surface is considered smooth, and for $g > 1$ the surface is considered rough. In Eqn. (3) the incoherent component is given by Eqn. (6):

$$Var[\rho] = \frac{\pi T^2 F^2 e^{-g}}{A} \sum_{m=1}^{\infty} \frac{g^m}{m! m} \cdot \exp\left(-\frac{u_{xy}^2 T^2}{4m}\right),$$  \hspace{1cm} (6)

where $T$ is the correlation length of the surface, $A$ is the scattering area, $F$ is given by Eqn. (7):

$$F = \frac{1 + \cos \theta_i \cos \theta_s - \sin \theta_i \sin \theta_s \cos \phi_s}{\cos \theta_i \cdot (\cos \theta_i + \cos \theta_s)},$$  \hspace{1cm} (7)

being $\theta_i$ the incidence angle, $\theta_s$ the scattering angle, $\phi_s$ the azimuth scattering angle, and $u_{xy}^2$ is given by Eqn. (8):

$$u_{xy}^2 = k^2 \left(\sin^2 \theta_i - 2 \sin \theta_i \sin \theta_s \cos \phi_s + \sin^2 \theta_s\right),$$  \hspace{1cm} (8)

being $k$ the wavenumber $(2\pi/\lambda)$.

Equation (4) indicates that the coherent component vanishes away from the specular reflection and it decreases exponentially with the square of the root mean square roughness. The incoherent component depends on the scattering area, which means that it depends on the receiver’s height.

In [30], the above formulation was compared to empirical multi-path data over the sea at 1.575 GHz. In the cases of calm sea ($g << 1$) and rough sea ($g >> 1$) those equations can be simplified. Under calm sea conditions the coherent component dominates because the incoherent component is highly attenuated as $g^m$ in the summation (Eqn. (6)) tends rapidly to 0. Under rough sea conditions the incoherent component dominates as the exponential function (Eqn. (4)) highly attenuates the coherent component.

Nevertheless, when $g \approx 1$ the dominant component must be computed. To do so, the scattering coefficient can be normalized by its variance:

$$\frac{\frac{\rho^2}{\rho}}{Var[\rho]} = \frac{\rho}{Var[\rho]},$$  \hspace{1cm} (9)

which results in:

$$\frac{\rho^2}{Var[\rho]} = 1 + \frac{\rho_0^2}{\pi T^2 F^2 \sum_{m=1}^{\infty} \frac{g^m}{m! m} \cdot \exp\left(-\frac{u_{xy}^2 T^2}{4m}\right).$$  \hspace{1cm} (10)

The second term in Eqn. (10) is the relationship between the coherent and incoherent components. When it is larger than 1 the coherent component dominates in front of the
incoherent component, and vice versa. Remember that, away the specular reflection direction the incoherent component always dominates as $\rho_0$ vanishes. However, for the specular reflection direction, which is the case of interest in this work, the relationship between coherent and incoherent components varies depending on the elevation angle, and the roughness conditions.

C. Sea surface characteristics

The sea surface is fully described by its directional height spectrum $S(k, \phi)$, which can be derived from time series measurements [31]. However, a simplified description involving fewer parameters can also be used. These parameters are:

- the fundamental wavelength, which is the spatial distance between two consecutive wave crests,
- the fundamental wave period, which is the time between two consecutive wave crests,
- the SWH or $H_1$, which is the average height of the one-third highest waves, and it can be related to the surface roughness parameter as $H_1 \approx 4\sigma_{rms}$, being the $\sigma_{rms}$ the sea surface height standard deviation [29], [32], and
- the steepness, which is the ratio between the wave height and the wavelength.

Simulations using the “Rayleigh Criterion” and Eqn. (10) for different surface correlation lengths and SWH have been performed in order to see the behavior of both the “Rayleigh criterion” and the Beckmann and Spizzichino model [28] (Fig. 2). Figure 2 represents the cut-off elevation angle up to where the coherent component dominates against the incoherent one. The blue and red dashed lines show these angles computed using the “Rayleigh criterion” (Eqn. (2)) for 8 and 16 coefficients in the denominator, respectively. The solid lines show the same cut-off angles for different surface correlation lengths, from 0 up to 2 meters in steps of 40 cm. The lower the correlation length, the larger the dynamic range of elevation angles where the coherent component dominates. When the SWH is larger than 0.5 meters the dynamic range becomes almost independent on the correlation length. In the same figure the solution provided using Beckmann and Spizzichino [28], is in between the “Rayleigh criterion” for the two lowest restrictions (8 and 16).

Fig. 2: Comparison between Beckmann and Spizzichino model (BSM) and the Rayleigh criterion. This figure shows the cut-off angle up to when the coherent dominates in front of the incoherent one for both scattering models.

III. FIELD EXPERIMENT DESCRIPTION

A three-month field campaign with the SMIGOL instrument [25]–[27], [33] at the “Pont del Petroli”, Badalona, Spain was conducted between the end of November 2012 and February 2013. The “Pont del Petroli” is a 250 meters long pier. The SMIGOL instrument was installed near the tip of the pier, the closest possible to other instruments permanently installed, such as the radar VEGAPULS62, which monitors continuously SWH, the wave period, the mean sea level, and the wind-speed. Figure 3a shows the “Pont del Petroli” top view indicating the location of the SMIGOL reflectometer and the radar VEGAPULS62 on it. The red arrow indicates the SMIGOL instrument antenna pointing direction. Figure 3b shows the instrument installed at the pier with the black arrow representing the direct GNSS signals and the red arrow the GNSS reflected signals.

A. The SMIGOL reflectometer

The SMIGOL reflectometer used in this field experiment is similar to the one used in previous field experiments [25]–[27], [33]. It consists of a V-Pol antenna with an azimuth and elevation symmetric pattern, and 90° antenna beamwidth in both horizontal and vertical planes. After the antenna, there is a Low Noise Amplifier (LNA), and the back-end receiver. The whole system is controlled by a microcontroller that, among other tasks, sets the measurement protocol, which is acquiring GNSS signals for 12 hours, and then 12 hours in idle mode (being this time schedule due to a constraint solely related with the instrument installation specific to this campaign). The power supply was taken from the electrical installation in the pier. The main difference between this SMIGOL version and previous ones is the ruggedized external structure to protect it from harsh environmental conditions, and water splashes.

B. Other instruments at the Pont del Petroli

The “Pont del Petroli” is a construction devoted to scientific and oceanic research. It has a number of instruments installed permanently to provide continuous meteorological and oceanographic data. For the purpose of this work, only oceanographic data is necessary, specifically the SWH and the MSSL. These data are taken using the radar VEGAPLUS62 which will be the
(a) “Pont del Petroli” top view.

(b) SMIGOL at the “Pont del Petroli”.

Fig. 3: Field experiment description: (a) Location and site picture, (b) SMIGOL reflectometer in the horizon-looking geometrical configuration.

(a) Radar VEGAPULS62 picture.

(b) Radar VEGAPULS62 at the “Pont del Petroli”.

Fig. 4: Ground-truth instrumentation for measuring oceanographic data, the radar VEGAPULS62.

sea ground-truth. Figure 4a shows a picture of it, whereas Fig. 4b shows where the instrument is installed and to where the radiation is emitted (nadir-looking). The radar VEGAPULS62 is a high-precision ($\pm$ 2 mm) low-power pulsed K-Band (26 GHz) radar with a maximum range of 35 m.

The VEGAPULS 62 measures continuous time-series of the mean sea surface height. From this time-series, the sea wave spectrum is derived (but not stored), from which the main sea descriptors are retrieved. In this work, the main sea descriptors provided by this instrument are compared with the experimental retrieved data.

IV. SIGNIFICANT WAVE HEIGHT RETRIEVAL

Figures 5, 6, 7 show three interference pattern samples from the field campaign. Figure 5 shows the interference pattern for GPS satellite 23 on December 4th, when the SWH was 20 cm. Figure 5a shows the raw data retrieved whereas Fig. 5b shows a low-pass filtered version of it to reduce noise. In the low-pass filtered data the coherent component is larger than the incoherent component for GNSS satellite elevation angle $< \sim 30^\circ$. At this point, the phase information is lost, as it becomes random, and consequently no more interference pattern is seen for higher elevation angles. Figure 6 shows the interference pattern for GPS satellite 23 on December 6th, when the SWH was 62 cm. In there, the coherent component is larger than the incoherent one until an elevation angle of $\sim 11^\circ$, when the incoherent becomes larger. In those conditions, for higher elevation angles, no more interference pattern is observed. Also, note that the amplitude of the interference pattern oscillations is smaller in Fig. 6 than in Fig. 5, and this is related to the exponential attenuation factor on the coherent component in Eqn. (4). The higher the roughness is, the more attenuated the coherent component is. Also note that, in Fig. 5, the envelope of the interference pattern is increasing. This occurs because the Fresnel reflection coefficient is monotonically increasing after the Brewster angle position ($\sim 5^\circ$ elevation angle), and is not compensated by the surface roughness attenuation.

Figure 7 shows the interference pattern for GPS satellite 23 on December 7th, when the SWH was 38 cm, a situation in between December 4th and 6th. The elevation angle of the GNSS satellite until the coherent component is larger than the incoherent one is $\sim 17^\circ$. It is also in between the previous results, as occurs with the SWH conditions. Also the envelope of the interference pattern is in between them, a fact that also matches with the theoretical aspects shown in section II.

The retrieval of the cut-off angle at which the incoherent component first dominates the coherent one has been performed using overlapped spectrograms [34]. First, as the GNSS satellites can have ascending or descending orbits, the
interference patterns are sorted in an ascending elevation angle order. Then, they are split in several consecutive overlapped windows, with a 95% overlapping factor, to have very fine time-delay resolution. In the interference patterns, time is directly related to the elevation angles. For each of these windows, the Fast Fourier Transform (FFT) is computed in order to create the spectrogram. Then, the fundamental frequency is searched and tracked until its power falls down below a threshold (20 dB). This point is related to a time value that is directly converted to the corresponding elevation angle. Figures 8a and 8b show the corresponding spectrograms associated to data in Figs. 5 and 6 respectively. The fundamental frequency is marked in black. The spectrogram of Figure 6b shows how the fundamental frequency power vanishes due to the loss of coherency in the reflected signal, as opposed to that of Fig. 5b, where the fundamental frequency power does not vanish until almost the end of the spectrogram computation.

This algorithm has been applied to all the interference patterns acquired during the whole three-month field campaign (more than 1000 interference patterns). The cut-off angle computed for each interference pattern has been compared against the SWH parameter delivered by the radar. Figure 9 shows this comparison, the “Rayleigh Criterion” for 8 and 16 factors in the denominator (green and red respectively), and the best fit (Eqn. (11)), which leads to an empirical relation between the estimated cut-off angle and the SWH parameter. From Fig. 9 two main aspects should be remarked. First, due to antenna beamwidth (90°), the interference pattern shape can be only retrieved for elevation angles lower than 45°, so SWH ≤ 10 cm cannot be measured. Second, the receivers have an elevation mask, so θ_{elev} ≤ 5° cannot be seen. This makes this technique saturate for SWH higher than 70 cm, as for measuring coherency a minimum of two oscillation cycles are needed. If the antenna height is lower than 3 meters, then the maximum value of SWH that can be estimated will decrease as not enough oscillation cycles will be seen in the coherent region [25]. In order to enlarge this dynamic margin three
Fig. 8: Spectrograms corresponding to data from Figs. 5 and 6.

Fig. 9: Comparison between the computed cut-off angle with ground-truth SWH. The best fit has a correlation coefficient of $R^2=0.75$ and a RMSE of $3^\circ$.

Fig. 10: Comparison between IPT GNSS-R estimated SWH and ground-truth data from December 17th 2012 until January 6th 2013. Note that the method performs well up to SWH < 0.7 m, with a correlation coefficient (R) of 90% in the specified period of time.

\[
\theta_{cut-off} \approx 55.44 \cdot e^{-3.3 \cdot SWH} \quad (11)
\]
\[
\hat{SWH} = -\frac{1}{3.3} \cdot ln \left( \frac{\theta_{cut-off}}{55.44} \right) \quad (12)
\]

By inverting Eqn. (11), the SWH can be estimated (Eqn. (12)). Figure 10 shows 15 days of the SWH evolution in blue and the estimated SWH from the interference patterns (red). The trend of the SWH evolution is followed by the estimated SWH quite precisely except around January 3rd, 2013 when SWH is too high. In this region, not enough oscillations were seen in the interference pattern to compute the cut-off angle. Consequently, the SWH could not be retrieved. Figure 11 shows a scatter plot that compares the estimated SWH with the ground-truth SWH from the whole field campaign. In red the 1:1 line is added to qualitatively show the correlation between the estimated SWH and the ground-truth information. Analyzing the data from the whole field campaign, an accuracy of 5.7 cm in the SWH estimation was achieved for SWH values lower than 0.7 meters.

V. MEAN SEA SURFACE LEVEL OR TIDES RETRIEVAL

From section IV it was seen that only the coherent part of the interference patterns can be used to retrieve geophysical information. This is the part where the reflection coefficient can be modeled as $Re^{j\phi}$, and the phase term $\left( e^{j\frac{2\pi h\cos(\theta_{elev})}{\lambda}} \right)$ information is preserved. Equation (1) can be converted into Eqn. (13) considering the proposed approximation, which leads to a similar result previously shown in [21]:

different things can be done. First, to measure SWH $\leq 10$ cm an antenna with a larger beamwidth is needed. Second, to measure SWH $\geq 70$ cm the SMIGOL instrument should be installed at a higher height, where the oscillation frequency is higher, and then, more oscillations are seen for the same angular region. The maximum height at which the instrument can be installed is limited by the GPS C/A code [25]. The last thing that could be modified is the elevation mask on the back-end receiver.
In the previous equation \( F_n \) stands for \( F_n(\theta, \phi) \), \( F_{-n} \) for \( F_n(-\theta, \phi) \), \( R \) for \( R(\theta, \phi) \), \( h \) the vertical distance between the antenna phase center and the reflecting surface, and \( \theta_{elev} \) the elevation angle of the GNSS satellite. The fundamental oscillation frequency is identified as \( \frac{4\pi}{\lambda} h \sin(\theta_{elev}) \). The other terms are phase terms that may vary slightly this frequency. However, their contribution can be considered negligible as they remain mainly constant along the antenna beamwidth. The phase terms associated to the antenna pattern may vary at most 0.2 rad in the whole interference pattern acquisition, whereas the value associated to the coherent reflection coefficient phase remains mainly constant.

Consequently, the cosine function will be only sensitive to the height variations. Recall that when the incoherent scattering dominates, the reflection coefficient phase is random and this assumption does no longer apply. To estimate the interference pattern fundamental oscillation frequency and infer \( h \) it is necessary to apply spectral analysis techniques.

Nevertheless, the oscillation frequency is not constant, as it depends on the \( \sin(\theta_{elev}) \), and \( \theta_{elev} \) is a function that depends not linearly on time. If a change of variable is performed, the interference pattern can be plotted as a function of the \( \sin(\theta_{elev}) \) instead of plotting it as a function of \( \theta_{elev} \). Then, the oscillation frequency becomes constant \( \frac{4\pi}{\lambda} \) if the mean sea surface level does not change during the interference pattern acquisition. This change of variable may result very useful to find the oscillation frequency, but unfortunately the properties of the acquired data change. Before, the interference pattern was regularly sampled at 1 Hz. The change of variable converts the regular sampling pattern to an unevenly sampling pattern and conventional spectral analysis techniques such as FFT no longer apply. Unevenly sampling patterns have been already analyzed in the astronomy field, where it is quite difficult to obtain regularly sampling patterns. Several techniques have been developed in order to analyze periodicity and frequency estimation in that conditions. The most used techniques are the Fourier Periodogram (FP) [35], the Lomb-Scargle Periodogram (LSP) or Least-Squares Periodogram (LS) [35]–[38], and the CAPON (CAP) [39]. All of them have been applied to the interference patterns obtained in this field experiment and their accuracy is compared independently.

### A. The Fourier Periodogram

The classical Fourier transform-based periodogram [35] is given by:

\[
PP_F(w) = \frac{1}{N^2} \left| \sum_{n=1}^{N} y(t_n) e^{-j\omega t_n} \right|^2,
\]  

(14)

where \( w \) is the frequency factor, \( N \) the number of samples, \( n \) the sample number, and \( t_n = \sin(\theta_{elev}(n)) \) the sampling time. Note that the sample \( y(t_n) \) and the sample time \( t_n \) are intrinsically related in the equation, consequently this method is suitable for unevenly sampling patterns. Equation (14) comes from a least-squares data fitting problem and it is suitable for complex-value data. However, for the case of real-value data, which is the one used in this work, the LS or LSP are more suitable methods.

### B. The Lomb-Scargle Periodogram (LSP)

The LSP [38] is given by:

\[
PL_{LSP}(w) = \frac{1}{YY} \left( \frac{YC_T^2}{CC_T} + \frac{YS_T^2}{SS_T} \right)
\]  

(15)

where:

\[
YY = \sum_{n=1}^{N} y(t_n)^2,  
\]  

(16a)

\[
YC_T = \sum_{n=1}^{N} y(t_n) \cdot \cos w(t_n - \hat{\tau}),  
\]  

(16b)

\[
CC_T = \sum_{n=1}^{N} \cos^2 w(t_n - \hat{\tau}),  
\]  

(16c)

\[
YS_T = \sum_{n=1}^{N} y(t_n) \cdot \sin w(t_n - \hat{\tau}),  
\]  

(16d)

\[
SS_T = \sum_{n=1}^{N} \sin^2 w(t_n - \hat{\tau}),  
\]  

(16e)

\[
\tan 2\omega \hat{\tau} = \frac{\sum_{n=1}^{N} \sin 2\omega t_n}{\sum_{n=1}^{N} \cos 2\omega t_n}.
\]  

(16f)

Again, every sample is related to its acquisition time so it is suitable for both uniform and non-uniform sampling patterns.
C. The Least-Squares (LS) Periodogram

The LS [35] is the least-squares FP for real-valued data and is given by:

\[ P_{LS}(w) = \frac{1}{N} \mathbf{r}^T(w) \mathbf{R}^{-1}(w) \mathbf{r}(w), \]

where:

\[ \mathbf{r}(w) = \sum_{n=1}^{N} \left[ \begin{array}{c} \cos(wt_n) \\ \sin(wt_n) \end{array} \right] y(t_n), \]

\[ \mathbf{R}(w) = \sum_{n=1}^{N} \left[ \begin{array}{c} \cos(wt_n) \\ \sin(wt_n) \end{array} \right] \left[ \begin{array}{c} \cos(wt_n) \\ \sin(wt_n) \end{array} \right]^T. \]

D. The CAPON (CAP) spectral estimator

The above periodograms sometimes have leakage or low resolution components due to correlation between different spectral components. The CAP method tries to overcome these problems by estimating the covariance matrix between samples. The CAP spectrum is given by [39]:

\[ P_{CAP}(w) = \frac{1}{\mathbf{a}^H(\epsilon^{jw\Delta}) \mathbf{R}^{-1}(\epsilon^{jw\Delta}) \mathbf{a}} (\epsilon^{jw\Delta}), \]

where:

\[ \mathbf{a}(\epsilon^{jw\Delta}) = \left[ 1 \ \epsilon^{jw\Delta} \ \cdots \ \epsilon^{jw\Delta m} \right]^T, \]

\[ \hat{\mathbf{R}} = \frac{1}{N\Delta} \sum_{p=0}^{N-1} \mathbf{a}(\epsilon^{jw\Delta_p}) \mathbf{a}^H(\epsilon^{jw\Delta_p}) P_{FP}(w_p), \]

which can also be related to the standard covariance matrix,

\[ \Delta = \frac{1}{N - 1} \sum_{k=0}^{N-2} (t_{k+1} - t_k), \]

which is the average sampling period, \( m \) the length of the CAP filters, and \( N \geq N \) as it is related to the number of spectral components aimed to estimate, which is normally larger than the number of samples.

E. Experimental Results

All spectral estimators mentioned above have been applied to the three-month field campaign, and their results compared against the ground-truth data from the radar installed at the “Pont del Petroli”. Figure 12 shows the spectra for the interference pattern presented on Fig. 5 using the different proposed spectral estimators. The FP, the LSP and the LS provide similar spectral estimations despite an amplitude or normalization term that can be equalized. They coincide in the spectra estimated and in the height retrieval. However, the CAP estimator differs slightly in the spectra and the height retrieval estimation. As seen in Fig. 12d, the CAP estimator tries to reduce the contribution of the sidelobes in the spectra and to improve the accuracy of the fundamental oscillation frequency estimation.

Figure 13 shows the comparison between the estimated SMIGOL height and the ground-truth measured by the radar. Figure 13a compares the results obtained using the FP spectral estimator to retrieve the mean SMIGOL height with the ground-truth mean sea level. Figure 13b shows the results obtained using the LSP spectral estimator. Figure 13c shows the results obtained using the LS. Figure 13d shows the results obtained using the CAP spectral estimator. The FP, the LSP and the LS provide similar results. Conversely, the CAP seems to provide a better estimation as there are less outliers and the points are closer to the best linear fit curve. Table I shows the statistical parameters of the best linear fits in Fig. 13. In the “Best fit” field the linear fit equation is presented where \( SH \) stands for the SMIGOL Height, and \( MSL \) stands for the mean surface level. In the \( R^2 \) the Pearson product-moment correlation coefficient squared is indicated. The RMSE field indicates the fit standard error or root mean square error.

There are two remarkable aspects in Fig. 13 and Tab. I. First, the relationship between the SMIGOL height estimation and the sea surface mean level is negative. This occurs because an increase in the sea surface level means a decrease in the vertical distance between the SMIGOL antenna phase center and the reflection surface, and vice versa. Furthermore, this relationship must be -1, as 1 cm increase in sea surface height is equivalent to 1 cm decrease in the estimated SMIGOL height. The best linear fits shown in Tab. I indicate that this relationship is accomplished. The CAP method seems to give the best performance among them, as the slope of the best linear fit is -1.001 whereas the others are around -0.975 and -0.978. Second, the FP, the LSP and the LS provide a similar accuracy (\( \sim 5 \text{ cm} \)) in the MSSL retrieval. Nevertheless, the CAP method provides approximately \( \sim 4 \text{ cm} \) accuracy, improving the results obtained with previous estimators.

To use this kind of system as a tide gauge instrument the following steps must be followed:

1) Determine the fundamental oscillation frequency from the interference patterns.
2) Convert the fundamental oscillation frequency to the instrument equivalent height using Eqn. (23).
3) Define a mean sea surface reference level (MSSRL).
4) Determine the actual MSSL with respect to the reference level using Eqn. (24):

\[ H_{eq} = \frac{f_{osc} \cdot \lambda}{2}, \]

\[ \text{MSSL} = -(H_{eq} - \text{MSSRL}). \]

Equation (24) emphasizes the fact that an increase in the actual MSSL is related to a decrease in the observed \( H_{eq} \) and vice versa. To end this section, Fig. 14 shows a time series of the estimated MSSL values in red dots and the ground-truth information in a blue solid line in order to validate the proposed algorithm. The same time axis than for Fig. 11 has been used.
TABLE I: Statistical parameters of the best linear fits in Fig. 13

<table>
<thead>
<tr>
<th>Estimator</th>
<th>Best fit</th>
<th>$R^2$</th>
<th>RMSE [cm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>FP</td>
<td>$SH = -0.9745 \cdot MSL + 4.345$</td>
<td>0.695</td>
<td>5.08</td>
</tr>
<tr>
<td>LSP</td>
<td>$SH = -0.9783 \cdot MSL + 4.345$</td>
<td>0.698</td>
<td>5.06</td>
</tr>
<tr>
<td>LS</td>
<td>$SH = -0.9783 \cdot MSL + 4.345$</td>
<td>0.698</td>
<td>5.06</td>
</tr>
<tr>
<td>CAP</td>
<td>$SH = -1.001 \cdot MSL + 4.333$</td>
<td>0.782</td>
<td>4.15</td>
</tr>
</tbody>
</table>

VI. CONCLUSIONS

This work has presented the results of a three-month field campaign using the IPT to retrieve the SWH and MSSL from the observed interference patterns. An accuracy on the SWH estimation of 5.7 cm and an accuracy of 4.1 cm on the MSSL is demonstrated using the experimental data. Estimations of both parameters can be obtained every 30 minutes approximately.

The use of a horizon-looking antenna in the IPT attenuates undesired reflections from points away of the reflection surface which helps to preserve better the shape of the interference pattern.

The point where the coherency in the reflection process is lost is used to determine the SWH. At this point, no more interference pattern is seen as the incoherent reflection dominates in front of the coherent one, and the reflected phase becomes random. Using the spectrogram, this point can be easily determined in time and related to the GNSS elevation angle or surface incidence angle. Then, this elevation angle is related to surface roughness. For GPS L1-Band the observed surface roughness may be related to the fundamental
Fig. 13: Mean sea surface level retrieval. Comparison between Instrument height estimation and mean sea level ground-truth information. In red the best linear fit.

sea waves. Consequently, surface roughness may be related to the SWH. This technique works for SWH values between 10 cm and 70 cm. The former (10 cm) because the interference pattern can only be used for elevation angles lower than 45° due to antenna pattern beamwidth. The latter (70 cm) because the SMIGOL’s receiver has an elevation angle mask of 5°, so the power fluctuations for satellites whose elevation angle is lower than that cannot be measured. An empirical equation to determine the SWH depending on the cut-off coherency angle has been derived. Empirical data demonstrates that the less restrictive Rayleigh criterion for rough surfaces is the theoretical model that works better to identify the cut-off coherency angle.

To retrieve the MSSL only the coherent part of the interference pattern can be used. It is the part that has one fundamental oscillation frequency. This fundamental oscillation frequency is not constant as it depends on the sine of the GNSS satellite elevation angle. A change of variable is performed to make it constant. As a consequence of this change of variable, spectral techniques for unevenly spaced data must be used to estimate the fundamental oscillation frequency. Different spectral techniques specifically designed for unevenly spaced data have been used to determine the fundamental oscillation frequency. The CAPON method has shown to perform better than the Fourier periodogram, the Lomb-Scargle periodogram, and the Fourier Least-Squares periodogram. The estimated oscillation frequency is then related to the vertical distance between the SMIGOL antenna phase center and the average reflection surface, which is then related to the MSSL using a reference value.
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