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Abstract

With the rapidly increasing demand for smaller and faster technology in the world of telecommunications over the past few years, there has come a time for nanotechnology to take over. Nanotechnology will provide with a new set of tools to the engineering community to design and manufacture nanoscale components with unprecedented functionalities. The ability to integrate several of those components into a single structure in just hundreds of nanometers will enable the development of new and advanced nanosystems. In this thesis, we go over the basics of nanoscale communications, the fundamentals of nanonetworks as well as the main state-of-the-art devices proposed to date. As the main focus of this work, two different alternatives to provide a signal source to an optical nanoscale communication system are proposed. First, as the optical term suggests, the basics of the most common light source are covered: the semiconductor laser. We describe its working principles and analyze its capabilities in order to determine its suitability for nanoscale communications. Last, a new concept of light source is proposed, which deals with light-matter interactions in the nanoscale: the plasmon nanolaser.
Communication is broadly known as the exchange or transfer of information from one point to another. When the information needs to travel over a considerable distance, a communications system is required. Within a wireless communication system, the exchange of information is accomplished by modulating/encoding that information onto an electromagnetic wave, which acts as a carrier signal. This modulated signal is then transmitted over a channel to its destination, where it is received and the original information is obtained by demodulation.

Over the past few decades, we have seen a major increase in communication technologies. Everyday, there is a crescent demand for smarter and better features, which translates to a better service and reliability. Higher speeds and smarter devices that can integrate more features within less space are some of the main goals to accomplish. Consequently, in order to satisfy those needs we must take a step forward in the research of new techniques and implementations that will grant the development of new and advanced technology.
1.1 Optical Communications

Since the 19th century, several techniques have been developed for this process of sending information from one end to another, using carrier waves operating at radio frequencies as well as microwave and millimeter wave frequencies. However, communication may also be achieved using a carrier wave selected from the optical range of frequencies.

The use of visible light for communication has been common for many years. Simple systems such as beacons, smoke signals and heliographs have proved a useful way to send information over the past centuries. However, given that we are living in the 21st century, we would like to approach this concept of optical communication from the nanoscale point of view: nanophotonics and nanoplasmonics.

1.2 Light as the Carrier Wave

Photons are the elementary particles of light. They have zero rest mass, as well as zero electric charge, thus they are stable. The interesting fact about photons is that they exhibit properties of waves and particles at the same time. Like all elementary particles, however, photons are best explained by quantum mechanics; Nevertheless, if one refers to photons as electromagnetic waves, the classical Maxwell’s equations can actually describe light in that sense.

The fact that we choose light to carry information is because not only is much faster than any other technology to date, but allows us to go far beyond from where we are now with other technologies using lower part of the spectrum (i.e., radio frequency). Many applications integrating optics have emerged over the past few years (i.e., telecommunications, biomedical, military), and there are innumerable
yet to be materialized. For example, optical fiber communications are the new way people connect to the Internet from their homes, providing speeds 100x faster than the old ADSL. Or advanced medical equipment that integrates light-based devices that can help to identify and treat diseases, making procedures less invasive for the human body. These are just a glimpse of what we can achieve with light, and there are countless possibilities yet to be discovered.

1.3 Summary of this Work

Addressing the increasing demand for smaller and faster technology, the only way there is to satisfy those needs is making use of nanotechnology, which will provide with a new set of tools to the engineering community to design and manufacture nanoscale components with unprecedented functionalities. The ability to integrate several of those components into a single structure in just hundreds of nanometers (or few micrometers) will enable the development of new and advanced nanosystems [1].

The aim of this thesis is to review and study optical communications in the nanoscale. We will go over the basics of nanoscale communications, the fundamentals of nanonetworks [2] as well as the main state of the art components that take place in our system, stressing the importance of the signal source, which will be the main focus of this work.

1.4 Outline

The remaining of this work is organized as follows. In Chapter 2, we introduce optical nanoscale communications, where we describe the principles in which the
system is based on. Last we review and propose the most suitable components/devices to date that could take place in an optical nanoscale communication system.

In Chapter 3, we propose the first alternative for a light source for an optical communication system, the semiconductor laser. We study its working principle by means of the rate equations, as well as the l-i characteristic. Then we validate the theory presented with a MATLAB simulation of a typical semiconductor laser to analyze its capabilities towards a nanoscale configuration.

In Chapter 4, we propose the second alternative for a light source, the spaser or plasmon nanolaser. Similarly to Chapter 3, we present the fundamental formulation for a plasmonic laser, which is modeled slightly different as we go into the nanometer scale. Then, carry out a simulation of a plasmon nanolaser using COMSOL Multi-physics, where we discuss its capabilities and performance against the conventional semiconductor lasers proposed in the previous chapter.

Finally in Chapter 5, we summarize the most important points of this work and we identify the next challenges that need to be tackled in the future.
In order to get ourselves into optical nanoscale communications, there are some aspects that need to be addressed first. Making use of nanotechnology and thus nanophotonics, there is a need for us to meet the requirements imposed by this technology. Integrating a whole communications system (Figure 2.1) in just several hundreds of nanometers would imply the use of very high radiation frequencies, which would compromise the feasibility of electromagnetic nanonetworks [22]. Therefore, in order for a nanoscale communication system to work, we need to approach the classical electromagnetic theory from a different perspective.

2.1 Fundamentals

The use of nanoscale components and light as our carrier wave give us the key to enable this new technology. Choosing an operating frequency from the range of 400 THz to 700 THz would satisfy one of the principal requirements for nanomachines. But, how can we manage to use light in such nanostructures where the
diffraction limit [5] states that it is not possible to localize electromagnetic waves into nanoscale regions much smaller than the operating wavelength?

2.1.1 Diffraction-limited Systems

Diffraction is a phenomenon which occurs when light encounters an obstacle. What happens is when illuminating an object much smaller than the wavelength of the incident light, the latter tends to fade away dramatically. The loss of information arises because light emerging from the object’s fine features carries components with high spatial frequency—that is, evanescent waves that exponentially decay. The use of materials with negative permittivity is one of the most feasible ways of bypassing the diffraction limit and achieving localization of electromagnetic fields into nanoscale regions as small as a few nanometers. Noble metals such as gold or silver exhibit negative dielectric permittivity below their plasma frequency [21,42].
As a result, the use of said materials would support the propagation of surface plasmon-polariton (SPP) waves [27].

### 2.1.2 Surface Plasmon-Polariton Radiation

SPPs are confined electromagnetic waves coupled to collective electron oscillations at the interface between a metal and a dielectric material. SPP modes existing in metallic nanostructures will lead to the localization of light waves far beyond the diffraction limit for electromagnetic waves in dielectric media, which will only be limited by the atomic structure of matter, dissipation and the spatial dispersion of light.

However, SPPs suffer from high propagation losses, since a significant amount of the SPP field is confined within the metal. For a metal bounded by an ideal dielectric, loss is caused by free-electron scattering in the metal and, at short enough wavelengths (which happens to be our case), by absorption via interband transitions [35]. Although free-electron scattering can be reduced by using advanced fabrication techniques, it cannot be removed completely since the fabrication process has inherent imperfections. Absorption via interband transitions, however, may be avoided by careful selection of the operating wavelength.

Researchers have proposed loss compensation and amplification approaches that add optical gain to the dielectric bounding the metal. In Section 2.2.3 and extensively in Chapters 3 and 4 we will discuss novel techniques that will reduce those SPP high losses and eventually be overcompensated by means of surface plasmon amplification [3].
2.2 System Overview

Having stated the working principles in which our system will be based on, the next step towards getting into optical nanoscale communications is to review the most suitable components reported to date for our system (Figure 2.1).

2.2.1 Light Source

The first and most critical component for our system, is the light source. As we mentioned before, since we are dealing with nanophotonics beyond the diffraction limit [20], we would require some sort of nanoscale photon source capable of enabling those surface plasmon-polariton modes so they could propagate along the system and be radiated by the optical antenna (Section 2.2.5), as well as being able to operate at room temperature. For that reason, a laser-based device would be the best fit, since it would deliver amplified coherent\(^1\) light that could be further converted into SPP radiation. However, as we will see in Chapter 3 and throughout all this work, lasers as we know them do not seem to be the best choice for a nanoscale communication system—which is why in Chapter 4 we propose an exciting new class of light source.

2.2.2 Plasmon Modulation/Demodulation

The implementation and design of plasmonic modulators/demodulators is strongly influenced by the material used in the waveguide where the SPP modes propagate, as well as the thermo-, electro-optical and nonlinearity properties of this material. And since SPP modes are inherently weak and suffer high propagation

---

\(^1\)All atoms radiate in the same fashion.
losses, the realization of plasmonic modulators/demodulators poses a great challenge. However, long-range SPP-based electro- and thermo-optical modulators have been demonstrated in the recent years [25, 29, 32, 38, 43], which carry out a phase modulation by means of electro-optically changing the refractive index of a nonlinear organic material (Figure 2.2a, [29]), and/or by using thermo-optic Mach-Zehnder interferometric modulators (MZIMs)(Figure 2.2b, [32]). Despite that, it still remains a great challenge to downscale these configurations into the nanometer scale as well as to achieve ultra high modulation speeds.

(a) Electro-optic phase modulator from [29]. (b) Mach-Zehnder modulator from [32].

Figure 2.2: High-speed plasmonic phase modulators.

### 2.2.3 Plasmon Amplification and Filtering

As we mentioned in the previous sections, the realization of SPP-based components constitutes a great challenge because of arduous fabrication processes and inevitable propagation losses that rapidly increase at shorter wavelengths. In spite of that, first designs of nanoscale Fabry-Pérot interferometers based on channel plasmon
waveguiding [36], as well as Mach-Zehnder interferometers and ring resonators [6] have been demonstrated through numerical simulations and found suitable for plasmon routing and filtering. As for plasmon amplification, one way of overcoming SPP losses is to introduce optical gain within the dielectric media bounding the metal. As we will see in Chapter 4, SPP-based lasers [4, 19, 26, 34] constitute a new and revolutionary way to amplify surface plasmons by means of stimulated emission of radiation (SPASERS) [3, 33, 40].

### 2.2.4 Plasmon Detection

All processes above deal with the generation, amplification and routing of SPP waves. Nevertheless, in the receiver end of our communications system we also require efficient SPP detection so we can further extract the information enclosed in the carrier waves. For that purpose, a few techniques regarding plasmon detection have been proposed in the past few years [16, 18, 30]. The SPP detection configurations were based on SPP coupling to an organic diode, a nanowire field-effect transistor (Figure 2.3b, [18]) and a metal-semiconductor-metal photodetector (Figure 2.3a, [30]), respectively.

### 2.2.5 Optical Plasmonic Nano-antennas

Optical nano-antennas need to support bandwidths ranging from tens of THz up to several hundreds of THz. The geometry of these antennas makes them suitable for the size requirements of nanotechnology. This type of antennas received attention due to their ability to enhance and focus the emission of single molecules, making them a suitable candidate for sensing applications and small volume spectroscopy [17]. However, as we mentioned in previous sections, metals no longer
behave as perfect electrical conductors (PEC) at such high frequencies, and the material conductivity affects the way in which a current wave propagates in the nano-antenna. In particular, the global oscillations of electrical charge in close proximity to the surface of the antenna results into the excitation of strongly confined EM waves (SPPs). Because of the singularities at optical frequencies, one has to take some considerations in the design of nano-antennas. For example, dipole-like antennas exhibit reflection of the radially polarized surface wave at the end caps (Figure 2.4), which is important in resonance length calculations. Also, previous studies illustrated how the radius of the nanowire can drastically change the propagation properties of the antenna and determine the effective mode index for a cylindrical nano-antenna. Therefore, the choice in the geometry alongside the metal constitutes the main challenge in the design of optical antennas.
Chapter 2. Optical Nanoscale Communications

2.2. System Overview

Figure 2.4: Optical antennas. (a) Layout of a dipole-like optical antenna, of length $2h$ and radius $a$. (b) Shows a 3D simulation result with COMSOL of a dipole-like optical antenna.

2.2.6 Channel Modeling

Channel modeling plays a very important role within a wireless communication system, since it describes how EM waves propagate from one end to another. For nanoscale communications, the intra-body propagation of EM waves at optical frequencies needs to be taken into account. In order to characterize the signal propagation and distortion through multiple layers of different body components, three major channel effects need to be properly studied [24]: i) the absorption, reflection and refraction on the boundaries of different body component layers; ii) the propagation loss due to absorption from each body component layer; iii) scattering due to rough layer boundaries and big cells with comparable size to the optical wavelength (i.e., red and white blood cells).

Intra-body channel modeling poses great challenges due to the complexity of the human body. For example, because of the reflections on multiple layers of body components, an infinite number of paths of the optical waves are formed; or that...
the medium permittivity varies significantly in different body components and for different frequency bands. These constitute some of the main problems that need to be solved in the future in order to develop a novel intra-body channel model.

2.3 Outlook

Throughout this chapter we have presented a first approach of our optical communication system, and we have reviewed some of the most recent techniques and devices that manipulate the surface plasmon-polariton waves in terms of generation, amplification, filtering, radiation and so on. As we have mentioned in previous sections, it still remains unknown how to make some of these devices work at deep subwavelength scale as well as at room temperature, since the materials and the SPPs suffer from high losses at optical frequencies. Plasmonics, however, is still at early stages. The realization and integration of all of those plasmonic components into a single nanostructure will represent a groundbreaking milestone for the scientific community.
The first approach towards finding a suitable way to generate our main carrier signal is by making use of semiconductor lasers. These are compact-size devices that provide amplified, monochromatic\(^1\), coherent light at the output, which we could use to “illuminate” a plasmon waveguide and excite surface plasmons existing at the interface between the metal and a dielectric layer to further achieve SPP radiation.

In the recent years, subwavelength semiconductor lasers have been proposed \([23,31]\), and have proved to be an effective way to deliver highly coherent light at the output from cavities smaller than the operating wavelength. Moreover, novel techniques allow these devices to work under electrical injection \([13–15]\), which means no optical pumping is required from an external source, and thus they can efficiently work under room temperature. These configurations, however, mostly operate at the telecommunications window\(^2\), which is the most common wavelength range for

\(^1\)It contains one specific wavelength/color.
\(^2\)Operating wavelengths around $\lambda = 1.55 \, \mu m$. 

Chapter 3. Semiconductor Lasers

3.1 Basics

The term “LASER” is an acronym which stands for Light Amplification by Stimulated Emission of Radiation. Strictly speaking, a laser is a device which amplifies light. In semiconductor lasers, the optical gain is produced in a semiconductor material. By electrical or optical external pumping, electrons are excited within the conduction band of the semiconductor, resulting in electron-hole pair recombination, which produces spontaneous emission of photons (Figures 3.1).
and 3.2). Light amplification is then achieved by means of stimulated emission, in which a photon interacts with the atoms by changing their energy state, stimulating the emission of a second photon, and thus multiplication. In the end, what we have is an optical oscillator in which the photons constantly multiply and form electromagnetic standing waves. At the same time, an external pumping source provides with sufficient energy feedback in order to overcome the cavity losses [39, p. 309-323].

Figure 3.2: Carrier recombination giving spontaneous emission of light [39].

3.2 Rate Equations

In order to describe the laser working principles, in the following sections we will introduce the equations that characterize the dynamic response of a laser. Note that these rate equations can be written in many different ways—depending on the recombination factor of a particular semiconductor, the gain function, and so on. For that matter, we will take a simple version of these equations in order to make the explanations easier to comprehend.
3.2.1 Fabry-Pérot Cavity

First, let us assume we have a Fabry-Pérot cavity, which is nothing but an optical cavity with two end facets/mirrors with certain reflectivity indexes $R_1$ and $R_2$ respectively (see Figure 3.3).

\[ \Upsilon \equiv R_1 R_2 e^{(\tilde{g} - \alpha_s)^2 L}, \]  

(3.1)

where $\tilde{g} = \Gamma g_m$ is the modal gain [$m^{-1}$], $\Gamma$ is the confinement factor (see eq. (3.6)) and $g_m$ the material gain, $\alpha_s$ are the intrinsic losses of the waveguide [$m^{-1}$], where $L$ the cavity length [$m$] and $R_1$ and $R_2$ the facet reflectivities. When $g$ is small such the expression (3.1) is $\ll 1$, any photons injected into the cavity will eventually get lost either because they will leave the cavity through one of the end facets or by being absorbed by the cavity due to its intrinsic losses $\alpha_s$. But, what if the gain $\tilde{g}$ is made large enough such that (3.1) approaches one? In that case, the number of photons lost from one roundtrip through the cavity would equal the number of
photons generated due to stimulated emission. In other words, the cavity gain per roundtrip would equal the cavity loss per roundtrip. Therefore,

$$R_1 R_2 e^{(\bar{g} - \alpha_s)2L} = 1$$

(3.2)

represents the lasing condition. When (3.2) is satisfied, large populations of photons can build up inside the cavity starting from spontaneous emission to stimulated emission—therefore achieving laser (light amplification by stimulated emission of radiation). Following expression (3.2), one can find the expression for the gain for which the lasing condition is satisfied. That is,

$$R_1 R_2 e^{(\bar{g} - \alpha_s)2L} = 1,$$

$$e^{(\bar{g} - \alpha_s)2L} = \frac{1}{R_1 R_2},$$

$$(\bar{g} - \alpha_s)2L = \ln \left( \frac{1}{R_1 R_2} \right),$$

$$\bar{g} - \alpha_s = \frac{1}{2L} \ln \left( \frac{1}{R_1 R_2} \right),$$

thus we obtain

$$\bar{g} \equiv \bar{g}_{th} = \alpha_s + \frac{1}{2L} \ln \left( \frac{1}{R_1 R_2} \right),$$

(3.3)

where $\bar{g}_{th}$ is the threshold gain $[m^{-1}]$, which is the minimum gain required to obtain laser. Hence, we now can define the total cavity losses as:

$$\alpha_t = \alpha_s + \frac{1}{2L} \ln \left( \frac{1}{R_1 R_2} \right),$$

(3.4)
where \( \alpha_s \) are the intrinsic losses of the waveguide \([m^{-1}]\) and

\[
\alpha_m = \frac{1}{2L} \ln \left( \frac{1}{R_1 R_2} \right)
\]  
(3.5)

are the losses from the mirrors/facets of the cavity \([m^{-1}]\).

### 3.2.2 Photon Density Rate Equation

#### 3.2.2.1 Effective Modal Volume

Given the Fabry-Pérot optical cavity (Figure 3.4), the volume of the active region is \( V_a = wdL \), which is the product of the width \([m]\), the height \([m]\) and the length \([m]\) of the active region, respectively. Therefore, the area of the active region is \( A_a = wh \). In order to define the effective modal volume of the cavity, it is necessary to introduce the confinement factor \( \Gamma \), which is the ratio between the modal energy in the active region over the total modal energy:

\[
\Gamma = \frac{\int_a \varepsilon_o |E|^2 dr}{\int \varepsilon_o |E|^2 dr},
\]  
(3.6)

where \( \varepsilon_o = 8.85 \times 10^{-12} \, F/m \) is the vacuum permittivity, and \( \vec{E} \) is the electric field \([V/m]\). Then, the effective modal area is defined by \( A_{eff} = A_a / \Gamma \) and so the effective modal volume is \( V_{eff} = A_{eff} L \).

If we take \( S' \) as the total number of photons in the cavity and \( S \) as the average photon density in the active region \([m^{-3}]\), one can also find the following relations:

\[
\Gamma = \frac{V_a S}{S'}, \quad V_{eff} = \frac{V_a}{\Gamma}, \quad \rightarrow \quad S' = V_{eff} S.
\]
For a Fabry-Pérot cavity:

\[ V_{\text{eff}} = A_{\text{eff}}L = \frac{V_a}{\Gamma} = \frac{A_o L}{\Gamma} \rightarrow A_{\text{eff}} = \frac{A_o}{\Gamma}. \]

Figure 3.4: 3D view of Fabry-Pérot cavity.

\section*{3.2.2.2 Cavity Optical Gain}

If we consider an optical cavity with an average photon density \( S \), the rate of stimulated emission in the active region is given by the term \( v_g g_m S \), where \( v_g = c/n \) is the group velocity \([ms^{-1}]\), \( c = 3 \times 10^8 \text{ ms}^{-1} \) is the speed of light in vacuum, \( n \) is the refractive index and \( g_m \) is the material gain. Now, assuming Fabry-Pérot cavity, the total stimulated emission rate in the active region is \( v_g g V_a S \). Then,

\[ v_g g V_a S = v_g g S \frac{V_a}{V_{\text{eff}}} V_{\text{eff}} = \Gamma v_g g_m S'. \]
In terms of average photon density $S$, the photon multiplication in the cavity due to stimulated emission can be written as:

$$\frac{\partial S}{\partial t} = \Gamma v_g g_m S.$$  \hspace{1cm} (3.7)

Note that the term $\Gamma v_g g_m$ expresses the rate at which the number of photons increase inside the cavity due to stimulated emission.

### 3.2.2.3 Cavity optical loss and photon lifetime

The photon lifetime $\tau_p$ expresses the rate at which photons are lost from the cavity, either escaping from the end mirrors or being absorbed by the material. Taking into account this phenomena, we can rewrite (3.7) as:

$$\frac{\partial S}{\partial t} = \left( \Gamma v_g g_m - \frac{1}{\tau_p} \right) S.$$  \hspace{1cm} (3.8)

The first term inside the bracket denotes the optical gain, whereas the second term refers to the optical loss. As we stated in (3.2) and (3.3), the condition for lasing is that the optical gain must equal the optical losses. Therefore, the threshold gain $g_{th}$ must satisfy

$$\Gamma v_g g_{th} = \frac{1}{\tau_p}. \hspace{1cm} (3.9)$$

Using the expression obtained in (3.3) and using $\tilde{g} = \Gamma g_m$ and $\tilde{g}_{th} = \Gamma g_{th}$, one can find a new expression for the photon lifetime $\tau_p$ as the following:

$$\frac{1}{\tau_p} = v_g (\alpha_s + \alpha_m) = v_g \left( \alpha_s + \frac{1}{2L} \ln \left( \frac{1}{R_1 R_2} \right) \right). \hspace{1cm} (3.10)$$
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And since $\alpha_t = \alpha_s + \alpha_m$, the photon lifetime $\tau_p$ becomes

$$\tau_p = \frac{1}{v_g \alpha_t}.$$  \hspace{1cm} (3.11)

### 3.2.2.4 Spontaneous Emission Rate

The last term that needs to be considered for the photon density rate equation is the increase in the photon number due to spontaneous emission, which is given by:

$$\beta_{sp} \frac{N}{\tau_s},$$

where $\beta_{sp}$ is the spontaneous emission factor, $N$ is the carrier density $[m^{-3}]$ and $\tau_s$ is the carrier lifetime $[s]$.

Finally, the photon density rate equation can now be written with all its contributions:

$$\frac{\partial S_n}{\partial t} = \left( \Gamma v_g g_{m,n} - \frac{1}{\tau_p} \right) S_n + \beta_{sp} \frac{N}{\tau_s},$$ \hspace{1cm} (3.12)

for $n \in \mathbb{Z}_+$, which represents the optical modes (wavelengths) of operation.

### 3.2.3 Carrier Density Rate Equation

As we stated in (3.12), the photon density rate equation expresses the increase on the number of photons inside the cavity (due to spontaneous and stimulated emission) and the rate at which the number of photons decrease due to losses in the cavity as well as photons leaving the cavity through the end facets. Similarly to (3.12), the carrier density ($N$) rate equation can be expressed as:

$$\frac{\partial N}{\partial t} = \eta_i \frac{I}{q V_a} - \frac{N}{\tau_s} - v_g \sum_n g_{m,n} S_n,$$ \hspace{1cm} (3.13)
where $\eta_i$ is the injection efficiency, $I \ [A]$ is the injection current, $q = 1.602 \times 10^{-19} \ C$ is the electron charge, $V_a \ [m^3]$ is the volume of the active region, $\tau_s$ is the carrier recombination lifetime $[s]$, $v_g$ is the group velocity $[ms^{-1}]$, $g_{m,n}$ is the material gain $[m^{-1}]$ and $S_n$ the average photon density $[m^{-3}]$ for the $n$ optical mode.

One can easily identify the terms in (3.13) for which the carrier density varies. First term on the right hand of the equation ($\eta_i \frac{I}{qV_a}$) is the rate at which carriers are injected into the cavity. Second term, recombination-generation rate due to spontaneous emission, and the third term is given by all the stimulated emission processes for $n$ wavelengths. Note that the last two terms make the carrier density decrease because of the interaction with photons. Either by spontaneous or stimulated emission, carriers leave their energy states in the active region by producing the emission of photons. Once we have described both photon and carrier density separately, we now can write down the laser rate equations as follows:

\[
\frac{\partial S_n}{\partial t} = \left( \Gamma v_g g_{m,n} - \frac{1}{\tau_p} \right) S_n + \beta_{sp} \frac{N}{\tau_s}, \quad (3.14)
\]

\[
\frac{\partial N}{\partial t} = \eta_i \frac{I}{qV_a} - N \tau_s - v_g \sum_n g_{m,n} S_n. \quad (3.15)
\]

### 3.2.4 Material Gain Characterization

Next, in order to characterize the gain, let us assume that the material gain $g_m$ follows the function shown in Figure 3.5 as:

\[
g_m = a(N - N_0) - \gamma(\lambda - \lambda_{peak})^2, \quad (3.16)
\]
where $a$ is a certain gain coefficient [$m^2$], $N$ is the carrier density, and $N_0$ is the carrier density at transparency—that is, assuming the material transparent (no gain). $\gamma$ is a certain parabolic factor [$m^{-3}$], $\lambda$ is the operating wavelength [$m$], whereas $\lambda_{peak}$ is the wavelength at which the gain is maximum. In addition, one can extract the following relations from (3.16) and Figure 3.5:

$$g_{peak} = a(N - N_0),$$

$$\Delta \lambda = \sqrt{\frac{2g_{peak}}{\gamma}}.$$

![Material gain function](image)

Figure 3.5: Material gain function.

Using the expression for the modal gain $\tilde{g} = \Gamma g_m$, which depends on the material, we obtain:

$$\tilde{g}_n = \Gamma g_{m,n} = \Gamma g_m(\lambda_n) = \Gamma a(N - N_0) - \Gamma \gamma(\lambda_n - \lambda_{peak})^2.$$
Now, assuming we choose the one operating wavelength that maximizes the gain
\(\lambda = \lambda_{\text{peak}} \rightarrow g = g_{\text{peak}}\), the expression for the material gain becomes:

\[ g_{m,n} = a(N - N_0), \]

and thus the modal gain becomes

\[ \tilde{g}_n = \Gamma a(N - N_0). \]

Once defined the material gain, and assuming we use the wavelength that maximizes
the gain for just one optical mode \((n = 1)\), we can obtain a new set of rate equations as:

\[
\frac{\partial S}{\partial t} = \left(\Gamma a v_g (N - N_0) - \frac{1}{\tau_p}\right) S + \beta_{sp} \frac{N}{\tau_s},
\]

\[
= \Gamma a v_g (N - N_0) S - \frac{1}{\tau_p} S + \beta_{sp} \frac{N}{\tau_s}. \quad (3.19)
\]

\[
\frac{\partial N}{\partial t} = \eta_i \frac{I}{q V_a} - \frac{N}{\tau_s} - v_g a(N - N_0) S
\]

\[
= \eta_i \frac{I}{q V_a} - \frac{N}{\tau_s} - v_g a(N - N_0) S. \quad (3.20)
\]

And last, substituting \(A = \Gamma a v_g\) for a “gain factor”, we obtain a new set of coupled laser rate equations:

\[
\frac{\partial S}{\partial t} = A(N - N_0) S - \frac{1}{\tau_p} S + \beta_{sp} \frac{N}{\tau_s}, \quad (3.21)
\]

\[
\frac{\partial N}{\partial t} = \eta_i \frac{I}{q V_a} - \frac{N}{\tau_s} - A(N - N_0) S. \quad (3.22)
\]
3.2.5 Laser Output Efficiency and Power

In order to count the light coming out of the laser, we need to find some expressions related to the output efficiency and output power. Photons may leave the cavity in two different ways; they either get absorbed by the material or they come out of the cavity through the end mirrors. Only the latter constitutes as the laser output. Therefore, we can express the output coupling efficiency as the ratio between the photons leaving the cavity from the mirrors over the total:

\[ \eta_0 = \frac{\alpha_m}{\alpha_m + \alpha_s} = \frac{\alpha_m}{\alpha_t}. \]  

Then, the number of photons leaving the cavity per second is

\[ \frac{S'}{\tau_p} = \frac{V_{eff}}{\tau_p}S = \frac{V_a}{\Gamma \tau_p}S, \]

therefore the number of photons leaving from the the end mirrors is

\[ \eta_0 \frac{S'}{\tau_p} = \eta_0 \frac{V_{eff}}{\tau_p}S = \eta_0 \frac{V_a}{\Gamma \tau_p}S. \]

Hence, we can express the output power \([W]\) as the number of photons leaving the cavity from the mirrors \(\times\) energy of a photon\(^3\):

\[ P_{out} = \eta_0 \frac{V_{eff}}{\tau_p} \hbar \omega S = \eta_0 \frac{V_a}{\Gamma \tau_p} \hbar \omega S. \]  

\(^3E_p = h\omega [eV],\) where \(h = \frac{\hbar}{2\pi}\) is the normalized Planck’s constant \((h = 6.626 \times 10^{-34} \text{ m}^2 \text{kg} \text{s}^{-1})\), and \(\omega = 2\pi f\) is the lasing frequency \([\text{rad/s}]\).
3.3 Light-Output vs. Current Characteristic

In the previous sections we have described the dynamic response of a semiconductor laser by means of the rate equations. In this section, on the other hand, we want to study the laser response to a biased current source. The nonlinear equations can easily be solved numerically on a computer. However, more insight is obtained solving analytically these equations for different regimes of operation. From now on, we will need to solve Equations (3.21) and (3.22) in steady state for different values of current. Steady state implies $\frac{\partial S}{\partial t} = \frac{\partial N}{\partial t} = 0$, thus:

$$0 = A(N - N_0)S - \frac{S}{\tau_p} + \beta_{sp} \frac{N}{\tau_s},$$

$$0 = \eta_i \frac{I}{qV_a} - \frac{N}{\tau_s} - \frac{A}{\Gamma}(N - N_0)S. \quad (3.26)$$

Rearranging the terms in the equations and taking back the expressions $A = \Gamma a v_g$ and $g_m = a(N - N_0)$ we obtain

$$S = \frac{\beta_{sp}N}{\tau_s \left( \frac{1}{\tau_p} - \Gamma v_g g_m \right)}, \quad (3.27)$$

$$\frac{\eta_i I}{qV_a} = \frac{N}{\tau_s} + v_g g_m S. \quad (3.28)$$

3.3.1 Region I—Laser way below Threshold ($N \ll N_0$)

Let us suppose the current is switched on and is small enough such that $(N \ll N_0)$ and thus the gain is “negative”. Any photons emitted spontaneously into the cavity will eventually experience loss, either from the cavity itself ($\alpha_s$) or from the end mirrors ($\alpha_m$). Therefore, photons will not last for long inside the cavity so
the average photon density will be practically inexistent (Figure 3.6b, region I). Hence, one can ignore the stimulated emission term in (3.28) and determine the carrier density from:

\[ \frac{\eta J}{qV_a} = \frac{N}{\tau_s} \]  

(3.29)

Once the carrier density has been determined in (3.29), the photon density can be obtained using (3.27) above (see Appendix A).

### 3.3.2 Region II—Laser below Threshold \((N_0 < N \ll N_{th})\)

As the current increases, the carrier density will also increase as dictated by (3.29) and at some point, the carrier density will exceed the transparency (Figure 3.6a, region II) and thus the gain will become positive. Now, photons emitted from spontaneous emission will eventually be multiplied via stimulated emission. However, since \(N \ll N_{th}\) \(^4\) and so \(\tilde{g} \ll \tilde{g}_{th}\), the photon multiplication will not be large enough to overcome the photon loss in the cavity, therefore the photon density will still remain considerably small (Figure 3.6b, region II). Once again, one can ignore the stimulated emission term in (3.28) and determine the carrier density from (3.29). Once the carrier density has been determined, the photon density can be obtained using (3.27) above (see Appendix A).

### 3.3.3 Region III—Laser near Threshold \((N \leq N_{th})\)

As the current keeps increasing, it will eventually reach a certain value for which the carrier density will equal the threshold carrier density \(N_{th}\). The current for which that happens is called the threshold current, and it is given by (3.29) and (A.8)

\(^4\)\(N_{th}\) is the threshold carrier density (see Appendix A, Equation (A.8))
for \( N = N_{th} \):

\[
I_{th} \equiv I(N = N_{th}) = \frac{qV_a}{\eta_i \tau_s} N_{th} = \frac{qV_a}{\eta_i \tau_s} \left( N_0 + \frac{\alpha_t}{\Gamma a} \right). \tag{3.30}
\]

When the carrier density \( N \) equals the threshold carrier density \( N_{th} \), the gain \( \tilde{g} \) will eventually reach the gain threshold \( \tilde{g}_{th} \), and therefore the photon density \( S \) (as predicted by (3.27)) will tend to infinity because the denominator would become zero. As a matter of fact, if the carrier density happened to exceed the threshold carrier density and thus the gain exceeded the threshold, the photon density would become negative—which makes no physical sense. As the gain \( \tilde{g} \) approaches the threshold \( \tilde{g}_{th} \), we can see that in (3.27), the optical gain \( \Gamma \nu_e g_m \) approaches the optical loss \( 1/\tau_p \) and thus the steady state photon density increases significantly because the denominator tends to zero. When the photon density becomes very large, Equation (3.29) is no longer valid since the carrier recombination term due to stimulated emission cannot be ignored anymore. Hence, we would need to use (3.28) to determine the carrier density in steady state. In Equations (3.27) and (3.28) we can observe that as the photon density increases, the stimulated emission rate \( \Gamma \nu_g g_m S \) also increases and keeps the carrier density (and therefore
the gain) from increasing as much as when the stimulated emission term was ignored. Indeed, when the optical gain $\Gamma v_g g_m$ is close to the optical loss $1/\tau_p$, the increased stimulated emission rate never allows the carrier density to ever exceed the threshold carrier density, and therefore the gain never exceeds the threshold gain. This gain saturation is needed to stabilize the photon density within the cavity, because if the optical gain was to exceed the threshold gain, means that the steady state photon density would have approached an asymptote, hence there would be no steady state—which is why (3.27) predicts a negative photon density for $\Gamma v_g g_m > 1/\tau_p$.

### 3.3.4 Region IV—Laser above Threshold ($N \approx N_{th}$)

As the current increases beyond the threshold current $I_{th}$, the photon density becomes so large such that the increasing recombination due to stimulated emission prevents the carrier density from increasing above threshold $N_{th}$. Now, to calculate the photon density for $I > I_{th}$, rearranging (3.28) and (3.30) we have:

$$\eta_i I = \frac{N}{\tau_s} + v_g g_m S \quad (3.31)$$

$$\eta_i I_{th} = \frac{N_{th}}{\tau_s} \quad (3.32)$$

Subtracting (3.32) from (3.31) yields

$$\frac{\eta_i (I - I_{th})}{qV_a} = \frac{N - N_{th}}{\tau_s} + v_g g_m S. \quad (3.33)$$
Since $I > I_{th}$, assuming $N \approx N_{th}$ makes the first term on the right side of the equation equal to zero, and $\bar{g} \approx \bar{g}_{th}$ implies that $\Gamma v_s g_m = 1/\tau_p$.

Therefore, (3.33) becomes

$$S = \Gamma \frac{\eta I_{th}}{q V_a} (I - I_{th}).$$  \hspace{1cm} (3.34)

Equation (3.34) shows that the photon density increases linearly with the current beyond threshold (Figure 3.7b, region IV). Above threshold, the carrier density and optical gain have reached saturation, which means that the corresponding increase in the stimulated emission rate as the current increases is enough in order to maintain the carrier density close at its threshold value (Figure 3.7a, region IV). As we can see in Figure 3.7b, the photon density clearly shows two different behaviors. From regions I-III, $S$ increases for the most part due to spontaneous emission (since we ignored the stimulated emission term in (3.28)). Then, as the current increases beyond threshold $I_{th}$, $S$ increases linearly with the current and the contribution is mainly made by means of stimulated emission. The latter region is called lasing.

![Figure 3.7: Carrier and photon density vs. current for $I > I_{th}$](image)
3.3.5 Laser Output Power above Threshold \((I > I_{th})\)

As we stated in Section 3.2.5, the light coming out of the laser from the end mirrors constitutes the output power:

\[ P_{out} = \eta_0 \frac{V_a}{\Gamma \tau_p} h \omega S. \]

And since for \(I > I_{th}\), the photon density \(S\) is given by

\[ S = \Gamma \frac{\eta_i \tau_p}{qV_a} (I - I_{th}), \]

the total output power in terms of the current \((I, I_{th})\) is

\[ P_o = \eta_o \eta_i \frac{h \omega}{q} (I - I_{th}), \quad (3.35) \]

which shows that the output power also increases linearly with the injected current beyond threshold.

3.4 Semiconductor Laser Simulation with MATLAB

In order to validate the results obtained in the previous sections, we carried out a simulation of a basic semiconductor laser using the software MATLAB. For that reason, we chose the typical values in terms of dimensions and operating wavelength so we would be able to illustrate the theory we presented. In Appendix B.1, one can find the basic parameters used for an InGaAs semiconductor laser, and in Appendix B.2 one can find the script in order to run the simulations.

We performed a simulation for both dynamic response of the laser (rate equations) and the output power response to a biased current source. In Figure 3.8 we can
observe the response of the carrier and photon density within the cavity. In the upper graph, we can see how carriers (electrons) start building up inside the cavity until they reach the threshold density $N_{th}$ and then remain at a stable value for the photon density to start increasing. As we mentioned in Section 3.3.3, we can observe in the lower graph how rapidly the photon density varies due to spontaneous emission and losses in the cavity. As the carrier density $N$ stabilizes,
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Figure 3.8: Upper graph shows the dynamic response of the carrier density $N$ inside the cavity. Lower graph shows the response of the photon density $S$ inside the active region.

the photon density $S$ begins to settle when stimulated emission kicks in, since the gain increases and tries to compensate the losses. After a small period of time, the
gain overcomes the losses and so the photon density reaches its stable value mainly due to stimulated emission. In the insight on the upper graph in Figure 3.8, we defined a parameter \( t_d \) called the switch-on delay, which is the amount of time the laser needs to switch on and start emitting light at the output. As for the photon density graph, we defined the parameter \( S_{on} \) which is the photon density level when in lasing mode (stimulated emission). Figure 3.9 shows the power at the output \( P_{out} \) along time. Similarly to the photon density \( S \) in Figure 3.8, the output shows fluctuating values at the beginning mainly because it depends entirely on the photon density. We can see that at first, the power varies rapidly because the gain is still not large enough to overcome the cavity losses. Once the gain reaches
threshold, lasing begins and the laser shows a fairly stable output.

Next, we also wanted to represent what is the laser response to a biased current source. For that matter, in Figure 3.10 we can observe the light output ($P_{out}$) vs. the current. As we explained in Section 3.3, we can perfectly indentify all the regions in which the laser operates. At first, when the current is switched on, we can see how small the photon density and thus the power is because the gain is not large enough to compensate the losses, hence what we see on the left part of the graph is mainly produced by spontaneous emission. Once the current increases and approaches the threshold $I_{th}$, the gain increases and the photon density starts to grow. Once exceeded the threshold, the gain equals the losses and the lasing

![Figure 3.10: Light output ($P_{out}$) vs. current ($I$).](image)
begins. That is what we see on the right part of the graph, where the photon density (and output power) increase linearly with the current, due to stimulated emission.

Note that for all the figures shown above, we used the most typical values in terms of dimensions and intrinsic properties of the cavity for conventional semiconductor lasers, and thus we adjusted and scaled the results in the graphs in order to represent the simulations. The main reason to do that is because there are few orders of magnitude between parameters, and so it is difficult to show the results properly scaled on the same graph. Nonetheless, it shows a good approximation to the theory and gives an idea of how semiconductor lasers work.

However, as we will discuss in the next section, the performance of a semiconductor laser worsens when we try to shrink its size and operating wavelength. Since one of our goals is to fulfill the requirements of nanotechnology, we carried out another simulation with the same kind of device, but this time we tried it out for a nanoscale configuration and for an operating frequency around 600 THz.

The results showed a bad performance of the laser in terms of both dynamic response and light-output curve. The main issue we observed was that the smaller the size of the cavity, the higher losses the laser experienced. This translates to the gain medium not able to compensate the absorption of photons from the cavity as well as the losses from the end mirrors. Therefore, stimulated emission processes were practically inexistent, thus no multiplication of photons was achieved.

That led us to think of other configurations, with different structures and materials. In the next section we summarize and discuss the suitability of a semiconductor laser for optical nanoscale communications and we propose a different alternative which represents a huge leap from conventional semiconductor lasers.
3.5 Outlook

Throughout this chapter we have seen the basic theory concerning semiconductor lasers, the equations that govern their dynamic response as well as the output characteristic when we apply a biased current. Last, we put all the theory presented together and simulated a basic semiconductor laser using MATLAB. Although recent implementations and novel techniques in the fabrication of semiconductor lasers allow these to work under room temperature and be as small as the operating wavelength, there are some aspects that makes us go beyond in the research of the most suitable signal source for our optical nanoscale communication system. The reason why we feel the need to go beyond semiconductor lasers is because after thorough study of these devices, their properties and performance in such conditions do not seem appropriate enough for what we are trying to achieve.

The first issue we encountered was that most of the semiconductor lasers work at infrared or near-infrared wavelengths ($1.55 \mu m$), making them impossible to work at optical frequencies due to the high dissipation losses. Although recent techniques and implementations allow subwavelength cavity configurations, semiconductor lasers would be inefficient because they would hardly support plasmonic modes. An optical source that couples electronic transitions directly to strongly localized optical modes is highly desirable because it would avoid the limitations of delivering light from a macroscopic external source to a nanometer scale plasmonic waveguide, such as low coupling efficiency and difficulties in accessing individual optical modes. Recent studies, however, have come up with a new class of optical sources capable of exciting and amplifying surface plasmons. These are called plasmon lasers or SPASERs (Surface Plasmon Amplification by Stimulated Emission of Radiation), and are the focus of our next chapter.
Plasmon Nanolasers

In this chapter we propose a better and more suitable option for the demands of nanotechnology. As we mentioned in Section 3.5 and throughout this work, our goals were to shrink the size of the main components in a wireless communication system down to the nanometer scale, which that implicitly implied the change of perspective in the way material and electromagnetic waves behave; as well as to work at optical frequencies—which it also affects both the material and EM waves. That led us to surface plasmon-polaritons as the electromagnetic waves to carry the information throughout the communications system.

4.1 Introduction

Plasmon nanolasers constitute a new concept of optical source that have emerged in the recent years. They are nanoscale optical sources capable of exciting and amplifying SPP waves. Surface plasmon-polaritons show a great promise for an exciting new class of light sources capable of reconciling photonic and electronic
length scales [34]. Moreover, SPPs are capable of extremely strong mode confinement, enabling plasmon lasers to deliver intense, coherent and directional optical energy well below the diffraction limit.

The working principle of the first devices reported to date [33, 34] consist in creating an interface between a dielectric layer and metallic surface, where the electromagnetic waves (photons) hybridize with the surface plasmons existing in dielectric-metal interface. Then, by adding a high-quality semiconductor gain material, we are able to achieve surface plasmon-polariton radiation (Figure 4.1).

![Figure 4.1](image)

(a) CdS nanopatch from [33].
(b) CdS nanowire from [34].

Figure 4.1: Different configurations for plasmon nanolasers. The CdS compound acts as the gain medium, while the interface between the thin dielectric layer of MgF$_2$ and the Ag substrate enable the excitation and propagation of SPP modes.

## 4.2 Basics

As the size of a laser is shrunk to the nanometer scale, both the gain medium and cavity have to be treated quantum mechanically. This constitutes a huge leap from conventional semiconductor lasers to the aforementioned nanolasers. The quantum properties of the optical mode of the nanocavity, such as the Purcell effect [37]
due to the strong confinement of the optical modes, become important. Moreover, the dispersion of the material, which is usually neglected in semiconductor lasers, is no longer negligible for plasmon nanolasers. For example, the confinement factor $\Gamma$ traditionally used in Fabry-Pérot cavities for semiconductor lasers can be negative due to negative real part of the permittivity in metals. Indeed, the material inhomogeneity and dispersion are usually not critical when it comes to semiconductor lasers. However, for plasmonic nanolasers these are not true, since the metals exhibit negative and dispersive permittivities in these configurations. Therefore, all these differences have to be properly reflected on the equations that describe the operation of a laser, the rate equations. That is why we need a new formulation which takes into account the effects of the material dispersion and inhomogeneity from the very beginning.

In the next sections, we follow the methodology introduced in [8–10] to characterize plasmonic nanolasers. The notation is slightly different from the one we used in Chapter 3, since nanolasers are treated from a quantum point of view.

### 4.3 Fundamental Formulation

#### 4.3.1 Optical Mode in Dispersive and Inhomogeneous Media

First, let us begin with a certain optical mode oscillating at frequency $\omega$, its electric field can be expressed in the phasor form as

$$E(r, t) = \frac{\mathcal{E}(r)e^{-i\omega t} + \mathcal{E}^*(r)e^{i\omega t}}{2},$$  \hspace{1cm} (4.1)
where $\mathcal{E}(r)$ is the electric-field phasor of the optical mode. If we think of the phasor field $\mathcal{E}(r)$ as a single-photon field, its energy has to be quantified as

$$h\omega = \int_V \frac{\varepsilon_0}{2} \left[ \varepsilon'_g(r, \omega) + \varepsilon'_r(r, \omega) \right] |\mathcal{E}(r)|^2 dr$$  \hspace{1cm} (4.2)$$

where the quantity $h\omega$ represents a single-photon energy. In (4.2),

$$\varepsilon'_g(r, \omega) = \frac{\partial \left[ \omega' \varepsilon'_r(r, \omega') \right]}{\partial \omega'} \bigg|_{\omega' = \omega}$$  \hspace{1cm} (4.3)$$

is the real part of the relative group permittivity, $\varepsilon'_r(r, \omega)$ is the real part of the relative permittivity, and $\varepsilon_0$ is the vacuum permittivity. In (4.2), the term proportional to $\varepsilon'_g(r, \omega)$ comes from the electric energy in the dispersive medium whereas the term proportional to $\varepsilon'_r(r, \omega)$ denotes the magnetic energy. For plasmonic nanocavities, the introduction of the averaged permittivity $[\varepsilon'_g(r, \omega) + \varepsilon'_r(r, \omega)]/2$ ensures the integrand in (4.2) to be always positive [9].

One can also make use of the modal profile function $f(r)$, which is the analogous to the wave functions in Schrödinger’s equation [7]:

$$\mathcal{E}(r) \equiv -i \sqrt{\frac{2\hbar\omega}{\varepsilon_0}} f(r),$$  \hspace{1cm} (4.4)$$

$$1 = \int_V \frac{\left[ \varepsilon'_g(r, \omega) + \varepsilon'_r(r, \omega) \right]}{2} |f(r)|^2 dr.$$  \hspace{1cm} (4.5)$$

### 4.3.2 Rate Equations for Nanolasers

Similarly to what we introduced in Section 3.2 for semiconductor lasers, the rate equations are powerful tools to understand the basics of semiconductor lasers and even using the simple forms of these equations, one can understand most of the
processes that take place in the cavity. For that reason, let us begin with a similar but different notation and form for the rate equations, this time in terms of the carrier number $N_e$ in the active region and the total photon number $S'$ of the lasing mode:

\[
\frac{\partial N_e}{\partial t} = \eta_i \frac{I}{q} - R'_{nr} - R'_{sp} - R'_{st} S' \\
\frac{\partial S'}{\partial t} = R'_{st} S' - \frac{S'}{\tau_p} + \beta_{sp} R'_{sp}
\]

where $\eta_i$ is the injection efficiency, $I$ the injection current [A], $q$ is the electron charge, $R'_{nr}$ is the total nonradiative recombination rate [s$^{-1}$], $R'_{sp}$ is the total spontaneous emission rate [s$^{-1}$], $R'_{st}$ is the total stimulated emission rate [s$^{-1}$], $\beta_{sp}$ is the spontaneous emission factor, and $\tau_p$ is the photon lifetime [s], expressed as follows from [10]:

\[
\tau_p^{-1} = \tau_{p,mat}^{-1} + \tau_{p,rad}^{-1},
\]

where $\tau_{p,mat}$ and $\tau_{p,rad}$ are its components from material and radiation loss. One can also write the photon lifetime $\tau_p$ in terms of the lasing frequency $\omega$ and the quality factor of the lasing mode $Q_t$ as:

\[
\frac{1}{Q_t} = \frac{1}{Q} - \frac{R'_{st}}{\omega} = \frac{2\Delta\omega}{\omega} = \frac{1}{\tau_p\omega}.
\]

Hence we obtain:

\[
\tau_p^{-1} = \frac{\omega}{Q_t},
\]
with
\[
\frac{1}{Q} = \frac{1}{Q_{\text{mat}}} + \frac{1}{Q_{\text{rad}}},
\]
(4.11)
where in (4.9), $\Delta \omega$ is the linewidth of the lasing mode. In (4.11), $Q_{\text{mat}} = \omega \tau_{p,\text{mat}}$ and $Q_{\text{rad}} = \omega \tau_{p,\text{rad}}$ are the quality factor contributions due to material and radiation loss of the lasing mode (excluding the contribution from laser medium). $Q$ represents the quality factor when the gain medium is absent (transparent).

Despite (4.6) and (4.7), the “famous” rate equations used by the scientific community (and as we stated in Chapter 3) are written by means of the carrier density $N \ [m^{-3}]$ and photon density $S \ [m^{-3}]$:

\[
\frac{\partial N}{\partial t} = \frac{\eta_i I}{q V_a} - R_{nr}(N) - R_{sp}(N) - R_{st}(N)S
\]
(4.12)
\[
\frac{\partial S}{\partial t} = \Gamma R_{st}(N)S - \frac{S}{\tau_p} + \Gamma \beta_{sp}(N)R_{sp}(N)
\]
(4.13)

with
\[
N = \frac{N_e}{V_a}, \quad S = \frac{S'}{V_{\text{eff}}}, \quad \Gamma \equiv \frac{V_a}{V_{\text{eff}}},
\]
(4.14)
where $V_a$ is the volume of the active region $[m^3]$, $V_{\text{eff}}$ is the effective modal volume $[m^3]$, $\Gamma$ is the confinement factor, and $R_{nr}(N), R_{sp}(N)$ and $R_{st}(N)$ are obtained from their counterparts in (4.6) and (4.7) as follows:

\[
R_{nr}(N) = \frac{R'_{nr}}{V_a} = \frac{N}{\tau_s} + CN^3
\]
(4.15)
\[
R_{sp}(N) = \frac{R'_{sp}}{V_a}
\]
(4.16)
\[
R_{st}(N) = \frac{R'_{st}}{\Gamma}
\]
(4.17)
where $\tau_s$ is the carrier recombination lifetime and $C$ is the Auger recombination coefficient. The interesting thing about the confinement factor $\Gamma$ is that it arises from the fact that the two densities $N$ and $S$ are defined on two different volumes $V_a$ and $V_{eff}$, respectively (see eq. (4.14)). In most of the semiconductor lasers (Section 3.2.2.1), the volume of the active region $V_a$ is well defined whereas the effective modal volume $V_{eff}$ is usually not. The arbitrariness of $V_{eff}$ originates from the nature of the electromagnetic wave which spreads out in real space and leads to the ambiguity of the confinement factor $\Gamma$. The use of $\Gamma = \Gamma_E$ as the energy confinement factor and the relation $V_{eff} = V_a/\Gamma_E$ leads to the natural definition of effective modal volume. One would have to define first the confinement factor $\Gamma$, and then calculate $V_{eff}$ from (4.14). Also note that in (4.17), $R_{st}(N)$ depends on the confinement factor and thus depends on how the effective modal volume is defined. Traditionally, the stimulated emission rate $R_{st}(N)$ is written in terms of the material gain $g_m(N)$ of the active region and the group velocity $v_g$ as the following:

$$R_{st}(N) = v_g g_m(N).$$  \hspace{1cm} (4.18)

Since the quantity $R'_{st}$ takes into account the effects of modal distribution and overlap with the active region, does not depend on how the effective modal volume is defined. Therefore, we obtain two different quantities which are independent of the effective modal volume $V_{eff}$ as

$$\Gamma R_{st}(N) = R'_{st},$$  \hspace{1cm} (4.19)

$$\Gamma v_g = \frac{R'_{st}}{g_m(N)}.$$

\hspace{1cm} (4.20)
Although $R_{st}(N)$, $\Gamma$ and $v_g$ depend on how one defines $V_{eff}$, their product do not. So the next step is to find the definitions for $\Gamma$ and $v_g$ which give a physical interpretation of the rate equations.

### 4.3.3 Spontaneous and Stimulated Emission Rates and Confinement Factor

In order to define the confinement factor $\Gamma$ and thus the effective modal volume $V_{eff}$ and stimulated emission rate $R_{st}(N)$, let us introduce a *slowly-varying* approximation of the spontaneous and stimulated emission rates derived from Fermi’s Golden rule via the real-space approach from [8,10] as:

\[
R_{sp}(N) \simeq \sum_n \frac{1}{V_a} \left[ \int_{V_a} \frac{|\mathcal{E}_n(r)|^2}{4} \right] \frac{2\pi \mu_{ev}^2}{\hbar \frac{V_{eff}}{V_a}} \times \sum_{c,v,K} \gamma_n \frac{p_{c,K} - p_{v,K}}{(E_{c,K} - E_{v,K} - \hbar \omega_n)^2 + \gamma_n^2}  
\]

\[
R_{st}(N) \simeq \frac{V_{eff}}{V_a} \left[ \int_{V_a} \frac{|\mathcal{E}(r)|^2}{4} \right] \frac{2\pi \mu_{ev}^2}{\hbar \frac{V_{eff}}{V_a}} \times \sum_{c,v,K} \gamma \frac{p_{c,K} - p_{v,K}}{(E_{c,K} - E_{v,K} - \hbar \omega)^2 + \gamma^2}  
\]

where the indexes $c, v$ correspond to the initial state in the conduction band $c$ and final state in the valence band $v$. The variable $K = [k_c + k_v]/2$ is the averaged momentum of the conduction and valence wave vectors $k_c$ and $k_v$, respectively\(^1\). $\gamma$ is the linewidth of the optical transition, $\omega_n$ is the frequency of mode $n$, and $\gamma_n = \gamma + \hbar \omega_n/Q_n$ is the total linewidth including the broadening from the quality

\(^1\)|c, k_c⟩ and |v, k_v⟩ represent the Bloch states near the Brillouin zone [12, p. 107-113].
factor $Q_n$. The terms $p_{c,K}$ and $p_{v,K}$ are the corresponding occupation probabilities of electrons in either conduction band $c$ and valence band $v$, whereas $E_{c,K}$ and $E_{v,K}$ are the corresponding energies in those two bands. The term $\hbar \omega$ in (4.22) is the photon energy of the lasing mode. In (4.21), however, the summation over all optical modes ($n$) is necessary in order to obtain the spontaneous emission rate. Last, $\mu_{cv}$ represents the magnitude of the interband dipole moment [8, App. A].

From the density-matrix formalism [11], the imaginary part of the susceptibility contributed from the gain medium can be expressed as

$$\chi''_a(\omega) = -\frac{\pi \mu_{cv}^2}{\varepsilon_0 V_a} \sum_{c,v,K} \frac{\gamma}{\pi} \frac{p_{c,K} - p_{v,K}}{\left(E_{c,K} - E_{v,K} - \hbar \omega\right)^2 + \gamma^2},$$

(4.23)

therefore the stimulated emission rate $R_{st}(N)$ becomes

$$R_{st}(N) = \frac{1}{2\hbar} \frac{V_{eff}}{V_a} \left[ \int_{V_a} \varepsilon_0 |\mathcal{E}(r)|^2 dr \right] \chi''_a(\omega).$$

(4.24)

The imaginary part of the susceptibility $\chi''_a(\omega)$ is related to the material gain $g_m(\hbar \omega)$ of the active region as

$$g_m(\hbar \omega) = -\frac{\omega \chi''_a(\omega)}{c n_a(\omega)}$$

(4.25)

$$n_a(\omega) = \left[ \frac{\varepsilon'_{r,a}(\omega) + \sqrt{\varepsilon'^2_{r,a}(\omega) + 4 \varepsilon''_{r,a}(\omega)}}{2} \right]^{1/2}$$

(4.26)

where $n_a(\omega)$ is the refractive index of the active region, which contains the contributions from the real and imaginary parts of the relative permittivity $\varepsilon'_{r,a}(\omega)$ and $\varepsilon''_{r,a}(\omega)$ in the active region, respectively. Using the expression in (4.25), we
can rewrite (4.24) in terms of the material gain $g_m(h\omega)$ as

$$R_{st}(N) = \frac{V_{\text{eff}}}{V_a} \left[ \frac{\int_{V_a} \varepsilon_0 |\mathcal{E}(r)|^2 dr}{h\omega} \right] n_a(\omega)c \frac{2}{2} g_m(h\omega). \quad (4.27)$$

Using the $h\omega$-normalization defined in (4.2), (4.27) becomes

$$R_{st}(N) = \frac{V_{\text{eff}}}{V_a} \left[ \frac{\int_{V_a} \frac{\varepsilon_0}{4} [\varepsilon_{g,a}'(\omega) + \varepsilon_{r,a}'(\omega)] |\mathcal{E}(r)|^2 dr}{\int_{V_a} \frac{\varepsilon_0}{4} [\varepsilon_g'(r,\omega) + \varepsilon_r'(r,\omega)] |\mathcal{E}(r)|^2 dr} \right] \times \left[ \frac{2n_a(\omega)}{\varepsilon_{g,a}'(\omega) + \varepsilon_{r,a}'(\omega)} \right] g_m(h\omega), \quad (4.28)$$

where $\varepsilon_{g,a}'(\omega)$, $\varepsilon_{r,a}'(\omega)$ are the real parts of the group permittivity and relative permittivity in the active region, respectively. The first term in brackets of (4.28) is defined as the energy confinement factor $\Gamma = \Gamma_E$ as follows:

$$\Gamma_E \equiv \frac{\int_{V_a} \frac{\varepsilon_0}{4} [\varepsilon_{g,a}'(\omega) + \varepsilon_{r,a}'(\omega)] |\mathcal{E}(r)|^2 dr}{\int_{V_a} \frac{\varepsilon_0}{4} [\varepsilon_g'(r,\omega) + \varepsilon_r'(r,\omega)] |\mathcal{E}(r)|^2 dr}. \quad (4.29)$$

The second term in brackets of (4.28) can be simplified to the inverse of the material group index $n_{g,a}(\omega)$ if we assume the term of the imaginary part $\varepsilon_{r,a}''(\omega)$ in (4.26) is irrelevant:

$$\frac{\varepsilon_{g,a}'(\omega) + \varepsilon_{r,a}'(\omega)}{2n_a(\omega)} \approx \frac{1}{2n_a(\omega)} \left[ \frac{\partial[\omega n_a^2(\omega)']}{\partial \omega'} \right]_{\omega' = \omega} + n_a^2(\omega)$$

$$= \omega' \frac{\partial n_a(\omega')}{\partial \omega'} \bigg|_{\omega' = \omega} + n_a(\omega)$$

$$= \frac{\partial[\omega n_a(\omega)']}{\partial \omega'} \bigg|_{\omega' = \omega} + n_{g,a}(\omega). \quad (4.30)$$
Now, from (4.29) and (4.30), the stimulated emission rate $R_{st}(N)$ can be written in its simple form when we define the effective modal volume as

$$V_{eff} = \frac{V_a}{\Gamma_E},$$

(4.31)

$$R_{st}(N) = v_{g,a}(\omega) g_m(h\omega),$$

(4.32)

where $v_{g,a}(\omega) = c/n_{g,a}(\omega)$ is the material group velocity of the active region. It is important to notice that in (4.29), the energy confinement factor $\Gamma_E < 1$, which makes physical sense, since an optical mode cannot totally overlap with the gain medium. This condition still holds onto a plasmonic cavity, where the real part of the metal permittivity is negative [9].

With the results obtained for the confinement factor $\Gamma = \Gamma_E$ and therefore the effective modal volume $V_{eff}$ and stimulated emission rate $R_{st}(N)$, the rate equations for a plasmonic nanolaser (4.12) and (4.13) are now well defined.

### 4.3.4 Characterization to a Fabry-Pérot Cavity

Fabry-Pérot cavities are the most common waveguides used for both semiconductor lasers and plasmonic nanolasers. In order to follow a similar procedure like in Chapter 3 (Section 3.2.1), we will apply the concepts that we have presented in previous sections of this chapter to Fabry-Pérot cavities.

For a Fabry-Pérot cavity length $L$, the expression for the amplitude of the lasing mode can be approximated to the one of a standing wave (superposition of two counterpropagating waves) for $z \in (0, L)$ as the following:

$$\mathcal{E}(r) \simeq \mathcal{E}(\rho) F(z) e^{ikz} + \tilde{\mathcal{E}}(\rho) B(z) e^{-ikz},$$

(4.33)
where $k_z$ is the corresponding propagation constant of the mode, $F(z)$ and $B(z)$ are the forward and backward amplitudes of the counterpropagating waves that satisfy the boundary conditions at the two ends of the cavity. $\mathcal{E}(\rho)$ is the transverse profile of the waveguide mode (transverse coordinates $\rho$), and $\mathcal{E}(\rho)$ and $\mathcal{E}(\rho)$ have identical transverse components but opposite longitudinal components ($\tilde{\mathcal{E}}(\rho) = -\mathcal{E}(\rho)$). If we take the normalization condition from (4.2), for the Fabry-Pérot case is

\[
\hbar \omega = \int_0^L dz \int_A d\rho \frac{\epsilon_0}{4} \left\{ [|F(z)|^2 + |B(z)|^2]|\mathcal{E}(\rho)|^2 + 2 \text{Re}[\mathcal{E}(\rho)\tilde{\mathcal{E}}^*(\rho)F(z)B^*(z)e^{2ik_z z}] \right\} \times [\varepsilon'_g(\rho, \omega) + \varepsilon'_r(\rho, \omega)] + \int \text{outside of the cavity}. \quad (4.34)
\]

where $A$ is the total cross section of the cavity. The last term in (4.34) is a contribution from the residual field outside the cavity region. From (4.34), one can factorize the normalization condition as follows:

\[
\int_A d\rho \frac{\epsilon_0}{4} [\varepsilon'_g(\rho, \omega) + \varepsilon'_r(\rho, \omega)]|\mathcal{E}(\rho)|^2 = \hbar \omega \quad (4.35)
\]

\[
\int_0^L dz [|F(z)|^2 + |B(z)|^2] + \text{effective } \int \text{outside of the cavity} = 1 \quad (4.36)
\]

where $\varepsilon'_g(\rho, \omega)$ and $\varepsilon'_r(\rho, \omega)$ now depend on the transverse coordinates $\rho$, assuming that the gain and losses do not affect much on the translational invariance of $\varepsilon'_g(\rho, \omega)$ and $\varepsilon'_r(\rho, \omega)$ along the cavity direction, and the integration of the oscillatory part in (4.34) is neglected. The approximation of the integral from outside the cavity in (4.34) for an effective value in (4.36) leads to the introduction of an effective
longitudinal confinement factor $\Gamma_z$ as

$$\Gamma_z \equiv \int_0^L \left[ |F(z)|^2 + |B(z)|^2 \right] dz,$$

which is close to one in most Fabry-Pérot-based cavities, whose active region and cavity are the same in length.

### 4.3.4.1 Energy Confinement Factor ($\Gamma = \Gamma_E$)

Now, if we assume a uniform material gain along the $z$-direction, the stimulated emission rate $R_{st}(N)$ from (4.27) can be expressed as

$$R_{st}(N) = \frac{V_{eff}}{V_a} \Gamma_z \left[ \frac{\int_{A_a} \varepsilon_0 |\mathcal{E}(\rho)|^2 d\rho}{\hbar \omega} \right] \frac{n_a(\omega)c}{2} g_m(h\omega),$$

where $A_a$ is the cross section of the active region. Following the same procedure like in Section 4.3.3, we obtain a new confinement factor $\Gamma = \Gamma_E$, defined by the longitudinal confinement factor $\Gamma_z$ and a certain transverse energy confinement factor $\Gamma_{E,t}$ as:

$$\Gamma_E = \Gamma_z \Gamma_{E,t},$$

$$\Gamma_{E,t} = \frac{\int_{A_a} \frac{\pi}{4} \left[ \varepsilon_{g,a}^\prime(\omega) + \varepsilon_{r,a}^\prime(\omega) \right] |\mathcal{E}(\rho)|^2 d\rho}{\int_{A} \frac{\pi}{4} \left[ \varepsilon_g^\prime(\rho, \omega) + \varepsilon_r^\prime(\rho, \omega) \right] |\mathcal{E}(\rho)|^2 d\rho},$$

which in turn gives a new definition for the effective modal volume $V_{eff}$ for a Fabry-Pérot cavity as

$$V_{eff} = \frac{V_a}{\Gamma_E} = \frac{V_a}{\Gamma_z \Gamma_{E,t}}.$$  

With the results obtained for the confinement factor $\Gamma = \Gamma_E$ and therefore the effective modal volume $V_{eff}$ and stimulated emission rate $R_{st}(N)$, the rate
equations for a plasmonic nanolaser (4.12) and (4.13) are now well defined for a Fabry-Pérot cavity.

4.3.4.2 Waveguide Confinement Factor \((\Gamma = \Gamma_M)\)

Now, if we solve the photon density rate equation (4.13) in steady state \(\left(\frac{\partial S}{\partial t} = 0\right)\), we can obtain the threshold condition for the nanolaser as follows:

\[
0 = \Gamma R_{st}(N)S - \frac{S}{\tau_p} + \Gamma \beta_{sp}(N)R_{sp}(N). \tag{4.42}
\]

Ignoring the spontaneous emission term in (4.42) and using the expression in (4.18) we obtain:

\[
0 = \Gamma R_{st}(N_{th}) - \frac{1}{\tau_p} \tag{4.43}
\]

\[
0 = \Gamma v_g g_{th}(h\omega) - \frac{1}{\tau_p} \tag{4.44}
\]

where \(N_{th}\) is the threshold carrier density and \(g_{th}(h\omega)\) is the threshold material gain of the active region. As we stated for Fabry-Pérot cavities in Chapter 3 (Section 3.2.2.3), the threshold gain must satisfy the condition for one complete roundtrip oscillation:

\[
0 = \Gamma \tilde{g}_{th}(h\omega) - \alpha_s - \frac{1}{2L} \ln \left(\frac{1}{R_1 R_2}\right), \tag{4.45}
\]

where we used \(\tilde{g}(h\omega) = \Gamma g_m(h\omega)\) as the modal gain. The term \(\alpha_s\) represents the intrinsic modal losses of the waveguide, and the last term represents the losses due to the end facets of the cavity \((R_1, R_2)\). Comparing (4.44) with (4.45), we can write the confinement factor \(\Gamma\) as the product \(\Gamma_z \Gamma_t\), where \(\Gamma_t\) is a certain
transverse confinement factor which satisfies

$$
\tilde{g}(\hbar \omega) = \Gamma_t g_m(\hbar \omega).
$$

(4.46)

Then, we can define the photon lifetime $\tau_p$ as

$$
\frac{1}{\tau_p} = v_{g,z} \left[ \alpha_s + \frac{1}{2L} \ln \left( \frac{1}{R_1 R_2} \right) \right],
$$

(4.47)

where $v_{g,z}$ is the waveguide group velocity along the $z$-direction.

Since $\Gamma v_g = \Gamma_z \Gamma_t v_g$ does not depend on $V_{eff}$ (see (4.20)), and $\Gamma_t$ has been defined by the modal gain in (4.46), the group velocity $v_{g,z}$ is not arbitrary anymore, otherwise the photon lifetime $\tau_p$ would depend on $V_{eff}$, which makes no physical sense.

Now, taking back the modal gain $\tilde{g}(\hbar \omega)$, we can express it in terms of the Poynting theorem from [28,41] as:

$$
\tilde{g}(\hbar \omega) = \frac{cn_a(\omega) \int_a \frac{\varepsilon_0}{2} |\mathcal{E}(\rho)|^2 d\rho}{P_z} g_m(\hbar \omega),
$$

(4.48)

where $P_z$ is the propagating power flow along the $z$-direction, which is the surface of the real part of the Poynting vector $S(\rho)$ as

$$
P_z = \int_a \text{Re}[S(\rho)] d\rho \cdot \hat{z},
$$

(4.49)

$$
S(\rho) = \frac{1}{2} [\mathcal{E}(\rho) \times \mathcal{H}^*(\rho)]
$$

(4.50)

where $\mathcal{H}(\rho)$ is the transverse profile of the magnetic field $\mathcal{H}(r)$ as

$$
\mathcal{H}(r) = \mathcal{H}(\rho) F'(z)e^{ik_z z} + \bar{\mathcal{H}}(\rho) B'(z)e^{-ik_z z}
$$

(4.51)
where \( F'(z) \) and \( B'(z) \) are the forward and backward amplitudes of the counterpropagating waves and \( \mathcal{H}(\rho) \), \( \mathcal{H}^\perp(\rho) \) have identical longitudinal components but opposite transverse components (\( \mathcal{H}^\perp(\rho) = -\mathcal{H}(\rho) \)). If we compare (4.46) and (4.48) we obtain the transverse confinement factor \( \Gamma_t \) as

\[
\Gamma_t \equiv \Gamma_{wg} = \frac{cn_a(\omega) \int_{A_a} \frac{\varepsilon_0}{2} |\mathcal{E}(\rho)|^2 d\rho}{P_z}
\]

where \( \Gamma_{wg} \) is the waveguide confinement factor and \( \eta_0 \) is the intrinsic impedance\(^2\).

If we were to assume that the optical modes are weakly guided with a frequency much above the cutoff such that \( |\mathcal{E}_z(\rho)| \ll |\mathcal{E}_t(\rho)| \) and \( k_z/k_0 \approx n_a(\omega) \), where \( k_0 = \omega/c \) is the propagation constant, the waveguide confinement factor \( \Gamma_{wg} \) would approach the power confinement factor \( \Gamma_p \), which is typically used by the semiconductor laser community:

\[
\Gamma_p = \frac{\int_{A_a} \text{Re} \left\{ \frac{1}{2} [\mathcal{E}(\rho) \times \mathcal{H}^*(\rho)] \right\} d\rho \cdot \hat{\mathbf{z}}}{\int_{A} \text{Re} \left\{ \frac{1}{2} [\mathcal{E}(\rho) \times \mathcal{H}^*(\rho)] \right\} d\rho \cdot \hat{\mathbf{z}}}. \quad (4.53)
\]

For a strongly guided mode (or plasmonic mode), the confinement factor \( \Gamma_t \equiv \Gamma_{wg} \) defined in (4.52) may exceed one. Thus the interpretation of \( \Gamma_{wg} \) as a confinement factor is mathematically correct but it lacks physical sense. Furthermore, the propagating power flow pointing at \( \hat{\mathbf{z}} \) in (4.53) may become negative for a plasma medium, which may lead to the wrong results. We will further discuss this approach in Section 4.5.

Now, in order to find an expression to characterize the waveguide group velocity

\(^2\)Intrinsic impedance \( \eta_0 = (\varepsilon_0 c)^{-1} \), where \( \varepsilon_0 \) and \( c \) are the permittivity and speed of light in vacuum, respectively.
introduced in (4.47), by taking the expression from (4.18) we obtain:

$$v_{g,z} = \frac{R_{st}(N)}{g_m(h\omega)}.$$  

(4.54)

Using the expressions for $R_{st}(N)$ in (4.38), and the confinement factor $\Gamma$ as:

$$\Gamma = V_a / V_{eff}, \quad \Gamma = \Gamma_z \Gamma_t, \quad \Gamma_t = \Gamma_{wg},$$  

(4.55)

we obtain

$$v_{g,z} = \frac{P_z}{h\omega} = \frac{\int_A \Re \left\{ \frac{1}{2} [\mathcal{E}(\rho) \times \mathcal{H}^*(\rho)] \right\} d\rho \cdot \hat{z} \int_A \frac{\epsilon'_g(\rho,\omega) + \epsilon'_r(\rho,\omega)}{\epsilon_g(\rho,\omega)} |\mathcal{E}(\rho)|^2 d\rho.} \quad \Gamma = \frac{\int_A \frac{\epsilon'_g(\rho,\omega) + \epsilon'_r(\rho,\omega)}{\epsilon_g(\rho,\omega)} |\mathcal{E}(\rho)|^2 d\rho}{\int_A \Re \left\{ \frac{1}{2} [\mathcal{E}(\rho) \times \mathcal{H}^*(\rho)] \right\} d\rho \cdot \hat{z} \int_A \frac{\epsilon'_g(\rho,\omega) + \epsilon'_r(\rho,\omega)}{\epsilon_g(\rho,\omega)} |\mathcal{E}(\rho)|^2 d\rho.}$$  

(4.56)

It can be proved from [8] that under a lossless and nonmagnetic condition, the waveguide group velocity in (4.56) along the $z$-direction can be written as

$$\frac{1}{V_{g,z}(\omega)} = \frac{\int_A \Re \left\{ \frac{1}{2} [\mathcal{E}(\rho) \times \mathcal{H}^*(\rho)] \right\} d\rho \cdot \hat{z} \int_A \frac{\epsilon'_g(\rho,\omega) + \epsilon'_r(\rho,\omega)}{\epsilon_g(\rho,\omega)} |\mathcal{E}(\rho)|^2 d\rho}{\int_A \Re \left\{ \frac{1}{2} [\mathcal{E}(\rho) \times \mathcal{H}^*(\rho)] \right\} d\rho \cdot \hat{z} \int_A \frac{\epsilon'_g(\rho,\omega) + \epsilon'_r(\rho,\omega)}{\epsilon_g(\rho,\omega)} |\mathcal{E}(\rho)|^2 d\rho.} = \frac{\partial k_z(\omega)}{\partial \omega}.$$  

(4.57)

Hence, we obtain another set of rate equations based on total waveguide confinement factor $\Gamma = \Gamma_M$ given by

$$\Gamma_M = \Gamma_z \Gamma_{wg},$$  

(4.58)

$$\Gamma_{wg} = \frac{n_a(\omega)}{2\eta_0} \frac{\int_A |\mathcal{E}(\rho)|^2 d\rho}{\int_A \Re \left\{ \frac{1}{2} [\mathcal{E}(\rho) \times \mathcal{H}^*(\rho)] \right\} d\rho \cdot \hat{z}}.$$  

(4.59)

which defines a new effective modal volume in terms of the waveguide confinement factor $\Gamma_M$ as

$$V_{eff} = \frac{V_a}{\Gamma_M} = \frac{V_a}{\Gamma_z \Gamma_{wg}}.$$  

(4.60)
Now we can write the expression for the photon lifetime $\tau_p$ in terms of the waveguide group velocity $v_{g,z}(\omega)$, which no longer depends on the confinement factor used:

$$\frac{1}{\tau_p} = v_{g,z}(\omega) \left[ \alpha_s + \frac{1}{2L} \ln \left( \frac{1}{R_1 R_2} \right) \right].$$  

(4.61)

In this section we have presented a model for plasmonic nanolasers. By taking into account the singularities of materials in such configurations and inspecting the concept of confinement factor in different situations, we have formulated the equations that describe plasmonic nanolasers. We have seen that the energy confinement factor $\Gamma_E$ and material group velocity $v_{g,a}(\omega)$ of the active region are well defined and give a good interpretation for both general configuration of nanolasers and Fabry-Pérot cavities, while the concept of waveguide confinement factor $\Gamma_{wg}$ and waveguide group velocity $v_{g,z}(\omega)$ in Fabry-Pérot cavities might not always be a good choice, since $\Gamma_{wg}$ may exceed one when $v_{g,z}(\omega)$ is too low, which leads to the wrong results.
4.4 Plasmon Nanolaser Simulation with COMSOL Multi-physics

Similarly to what we did in Section 3.4 for semiconductor lasers, we carried out a simulation of a plasmon nanolaser, this time using the multi-physics software COMSOL running on our supercomputing cluster facility (the UB Center for Computational Research).

We opted to reproduce a similar structure to what Ma et al. did in [26], which consists of a 45-nm-thick cadmium sulphide (CdS) nanopatch atop a silver surface separated by a 5-nm-thick magnesium fluoride (MgF$_2$) gap layer (see Figure 4.2). The close proximity between the high-permittivity CdS nanopatch and the silver surface enables modes of the CdS to hybridize with the surface plasmons of the dielectric-metal interface, leading to strong confinement of light in the gap region with relatively low metal loss.

![Figure 4.2: Plasmon nanolaser layout.](image)

4.4.1 Definition of the Nanolaser Structure

The first step is to define a set of global parameters to determine the geometry of the nanolaser. The global parameters for the nanolaser can be found in Appendix C.2,
and the resulting built structure is shown in Figure 4.3. To guarantee the accuracy of the simulation and to minimize the number of reflections from the simulation space boundaries, we define a *Perfectly Matched Layer* or PML, which is the sphere-like structure surrounding the whole nanopatch shown in Figure 4.3e.

![Figure 4.3](image)

**Figure 4.3:** Plasmon nanolaser layout with COMSOL. The purple-colored zones in (b), (c) and (d) represent the CdS layer, the MgF$_2$ layer and the Ag surface, respectively. (e) shows the sliced-sphere PML surrounding the entire nanostructure.

The next step consists in assigning the corresponding material to each layer. For that, the gain medium is defined by the relative permittivity of CdS, which can be modeled as the following expression from [26]:

\[
\varepsilon_{Cds} = 4.23 + \frac{\lambda^2}{\lambda^2 - 0.18},
\]

(4.62)
where $\lambda$ is the operating wavelength. Then, the gap layer of MgF$_2$ is defined by its refractive index $n_{\text{MgF}_2} = 1.374$. As for the metallic surface, since it will act as the ground plane, in COMSOL we define it as a boundary condition, which is the bottom face of the dielectric layer (Figure 4.3d). If we wanted to be realistic with the simulations, we should define the metallic surface by its optical properties for this particular case, given by the expression of complex permittivity for metals at high frequencies extracted from the Drude-Lorentz model (see Appendix C.1). However, as a first approach and to save computation time, we will consider the ground plane as a Perfect Electric Conductor (PEC), which we define in the next part.

### 4.4.2 Frequency Domain Study

In order to analyze the response of the laser, we define a new *Electromagnetic Waves, Frequency Domain* study in COMSOL. We use the frequency form of the wave equation to be solved by the simulator. Then, since the ground plane is modeled as a PEC, we assign the corresponding boundary as a new Perfect Electric Conductor condition in COMSOL.

The next thing we need for the simulation is a source of excitation. For that matter, we define a plane wave as:

$$E_z = E_0 e^{-i k_0 y}, \quad (4.63)$$

where $E_0$ is the amplitude and $k_0$ the propagation constant at the frequency under study. The electromagnetic wave propagates along $y$-direction and “illuminates” the structure, exciting the gain medium within the laser.
The last step before running the simulation is to define the mesh structure. The mesh creates a “web” of certain number of elements in which the solver computes the equations. The recommended maximum element size for the mesh to guarantee accuracy in the results is $\lambda/5$, where $\lambda$ refers to the wavelength at the frequency under study. Since our structure contains very small sections (i.e., the 5-nm thick gap layer), a much finer mesh needs to be defined separately. The resulting meshed geometry is shown in Figure 4.4. An extremely fine mesh is defined on the MgF$_2$ layer (blue-colored layer), a less finer mesh is defined for the CdS nanopatch and finally for the PML we define a swept mesh.

Figure 4.4: Meshed geometry. The mesh element size is defined by “lda”, which is the wavelength at the frequency under study. For the blue-colored zone and the dark top patch we defined a much finer mesh to capture all the fine features.
4.4.3 Simulation Results

Once the structure is properly defined, it is time to call the solver. In this case, we carried out a frequency domain simulation for one single operating frequency of 600 THz. The simulation results are shown in Figure 4.5. The electric field distribution within the cavity clearly shows a confined TM-like mode\(^3\) that has not completely hybridized with the surface plasmons existing at the dielectric-metal interface. The expected SPP modes should be reflected at the cavity boundaries, but since this is a non-resonant mode, we only see weak field confinement at those boundaries (all 4 corners in the nanopatch).

In order to obtain resonant modes in the cavity we should compute an eigenfrequency study, in which the solver tries to find resonant frequencies around a center frequency fixed by the user.

Figure 4.5: Plasmon nanolaser simulation with COMSOL. (a) and (b) show the electric field distribution confined in the interface between the MgF\(_2\) layer and the Ag surface.

\(^3\)TM \equiv \text{Transverse Magnetic mode.\)
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Unfortunately, we are unable to show an eigenfrequency study in this work, mainly due to the complexity in the geometry and computation capacity and time required to solve this system in particular. To give the reader an idea of how much computation is needed, the results shown in Figure 4.5 were carried out in one of our supercomputer nodes. This specific node consists in 16 cores working at 2.20 GHz with 128 GB of RAM, in which the simulation for just one computed frequency took up to 8 hours. The complexity in the geometry, the fine sections like the 5-nm-thick gap layer in front of the 1-μm-long nanopatch require an extremely fine mesh to capture all the features without losing accuracy. Although we tried different approaches to obtain the corresponding eigenfrequencies in one of our High Memory Compute nodes (32 cores with 256 GB of RAM), we were unable to obtain any good results due to a timeout/memory failure in the cluster. That led us to consider other alternatives for future simulations: i) redefine the mesh structure increasing the maximum element size; ii) split the simulation into a 2D+1D approach; iii) adjust the parameters in COMSOL for cluster computing.

4.5 Outlook

In this chapter we have presented the fundamental formulation for plasmonic nanolasers. By taking into account the effects on the metals at optical frequencies as well as the cavity phenomena at the nanometer scale, we introduced a new set of rate equations that describe the operation of such devices. The fact that plasmonic nanolasers need to be treated quantum mechanically requires a change in our mindset, since light-matter interactions in such small configurations differ from what we had seen to date.

Then, we carried out a simulation of a plasmon nanolaser with COMSOL in our
supercomputing cluster facility. We described all the steps to define the structure, select the frequency study and finally run the simulation. The results obtained were not optimal, since we were unable to fully represent the plasmonic modes confined at the cavity boundaries. The main reason was that we encountered some major issues in terms of the complexity in the geometry vs. the computation time needed to solve the equations. For that matter, we proposed different alternatives to solve this problem for future simulations.

Although plasmon lasers show a great promise for an exciting new class of light sources, they still are at very early stages. Recent studies have demonstrated the realization of such nanolasers, enabling the excitation and amplification of SPP waves under optical pumping at room temperature. Despite that, all plasmon lasers reported to date have not been able to operate under electrical injection/pumping. The main reason is that electrical injection introduces high dissipation losses, making the plasmon lasers unable to operate at room temperature. That means we require a light source (semiconductor laser) to provide with sufficient energy feedback in order to make a plasmon nanolaser work, which it makes the whole system bulky and inefficient, unable to satisfy the requirements of nanotechnology. The realization of a plasmon nanolaser capable of working under electrical injection constitutes the main challenge for the future.
Conclusions and Future Work

In this thesis, we presented the basics of wireless optical communications in the nanoscale, in which we described the state-of-the-art devices to date that deal with the manipulation of surface plasmon-polaritons, strongly localized electromagnetic waves existing at a dielectric-metal interface. The exceptional properties of these modes make them suitable to propagate in nanometer scale regions, being able to carry our information through the communication system. For that purpose, as the main focus of this work two different alternatives of light sources to achieve surface plasmon-polariton excitation and amplification were proposed.

First, we revised the fundamentals of semiconductor lasers, which are the most common light sources in optical communications. We described their working principles and validate them in a simulation with MATLAB. Although recent implementations and advanced techniques demonstrated the ability for semiconductor lasers to work under some of the conditions imposed by nanotechnology, they still are not suitable for optical nanoscale communications. We identified the
challenges when going into the nanometer scale for semiconductor lasers and we came up with an exciting, new class of light source: plasmonic nanolasers. We presented the fundamental formulation for plasmonic nanolasers, taking into account the effects on the material and the cavity in such nanoscale configurations and at optical frequencies. Last, we presented a plasmon nanolaser simulation with the multi-physics software COMSOL in our supercomputing facility. After the first results came out, we realised how important the geometry in nanoscale lasers is. Even though we ran the simulations in our supercomputer, we were unable to obtain good enough results to fully characterize plasmonic nanolasers. Our future research directions include the further and thorough study of plasmonic nanolasers through better understanding of the quantum theory behind the formulation and through large scale simulations. Eventual development of experimental prototypes are considered as well for the future. However, to the best of our knowledge, a plasmon nanolaser working under electrical injection at room temperature has not been demonstrated yet. Besides the arduous fabrication process of nanoscale plasmon lasers, a major challenge is posed by the limitations in the laser feeding source, since electrical injection introduces high dissipation losses, making nanolasers unable to work at room temperature. Along with this challenge, achieving stimulated amplification of surface plasmon-polaritons at visible frequencies constitutes another great challenge owing to the intrinsic ohmic losses of metals. Optical nanoscale communications is a very new research area within the broad field of communications and networks. The realization and integration of nanoscale components into a nanomachine to communicate among nanonetworks will enable a whole new range of long-awaited applications in many fields of our society.
APPENDIX A

L-1 Formulation

In Sections 3.3.1 and 3.3.2:

\[ N = \frac{\eta \tau_s}{qV_a} I \]  \hspace{1cm} (A.1)

\[ S = \frac{\beta_{sp} \eta I}{\left(\frac{1}{\tau_p} - A \left(\frac{\eta \tau_s}{qV_a} I - N_0\right)\right) qV_a}, \]  \hspace{1cm} (A.2)

where in (A.2),

\[ A = \Gamma av_g, \]

and

\[ g_m = a(N - N_0) = a \left(\frac{\eta \tau_s}{qV_a} I - N_0\right). \]
In Sections 3.3.2 to 3.3.4, the threshold carrier density $N_{th}$ is the carrier density at which the gain reaches the threshold—that is, the gain equals the losses and the lasing begins. Using the expressions found in (3.3), (3.17) and (3.18):

\[
\tilde{g}(N_{th}) = \Gamma g_m(N_{th}) = \alpha_t \tag{A.3}
\]

\[
\alpha_t = \alpha_s + \alpha_m \tag{A.4}
\]

\[
g_m(N_{th}) = a(N_{th} - N_0) \tag{A.5}
\]

\[
\tilde{g}(N_{th}) = \Gamma a(N_{th} - N_0) \tag{A.6}
\]

we obtain the following equation

\[
\Gamma a(N_{th} - N_0) = \alpha_t. \tag{A.7}
\]

Therefore, the expression for the carrier density at threshold is:

\[
N_{th} = N_0 + \frac{\alpha_t}{\Gamma a}. \tag{A.8}
\]
B.1 InGaAs Semiconductor Laser Parameters

Table B.1

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Quantity</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(d)</td>
<td>Height</td>
<td>0.2 (\mu m)</td>
</tr>
<tr>
<td>(L)</td>
<td>Length</td>
<td>500 (\mu m)</td>
</tr>
<tr>
<td>(w)</td>
<td>Width</td>
<td>2 (\mu m)</td>
</tr>
<tr>
<td>(\lambda)</td>
<td>Operating wavelength</td>
<td>1.55 (\mu m)</td>
</tr>
</tbody>
</table>

Table B.2

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Quantity</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(c)</td>
<td>Speed of light in vacuum</td>
<td>(3 \times 10^8 \text{ ms}^{-1})</td>
</tr>
<tr>
<td>(h)</td>
<td>Planck’s constant</td>
<td>(6.626 \times 10^{-34} \text{ m}^2\text{kg}s^{-1})</td>
</tr>
<tr>
<td>(q)</td>
<td>Electron charge</td>
<td>(1.602 \times 10^{-19} \text{ C})</td>
</tr>
</tbody>
</table>
### Intrinsic parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Quantity</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \tau_s )</td>
<td>Carrier lifetime</td>
<td>3 ns</td>
</tr>
<tr>
<td>( \tau_p )</td>
<td>Photon lifetime</td>
<td>1 ps</td>
</tr>
<tr>
<td>( \Gamma )</td>
<td>Confinement factor</td>
<td>0.17</td>
</tr>
<tr>
<td>( n )</td>
<td>Refractive index</td>
<td>3.4</td>
</tr>
<tr>
<td>( R_1 )</td>
<td>Reflective index</td>
<td>0.3</td>
</tr>
<tr>
<td>( R_2 )</td>
<td>Reflective index</td>
<td>0.3</td>
</tr>
<tr>
<td>( a )</td>
<td>Gain coefficient</td>
<td>( 6.67 \times 10^{-20} ) m(^2)</td>
</tr>
<tr>
<td>( N_0 )</td>
<td>Transparency carrier density</td>
<td>( 10^{24} ) m(^{-3})</td>
</tr>
<tr>
<td>( \beta_{sp} )</td>
<td>Spontaneous emission factor</td>
<td>( 10^{-4} )</td>
</tr>
</tbody>
</table>

### Derived parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Quantity</th>
<th>Expression</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f )</td>
<td>Operating frequency</td>
<td>( \frac{c}{\lambda} )</td>
<td>( 193.55 ) THz</td>
</tr>
<tr>
<td>( v_g )</td>
<td>Group velocity</td>
<td>( \frac{\lambda}{n} )</td>
<td>( 8.82 \times 10^7 ) m( s^{-1})</td>
</tr>
<tr>
<td>( A_a )</td>
<td>Area of active region</td>
<td>( d \times w )</td>
<td>0.4 ( \mu m^2 )</td>
</tr>
<tr>
<td>( V_a )</td>
<td>Volume of active region</td>
<td>( A_a \times L )</td>
<td>200 ( \mu m^3 )</td>
</tr>
<tr>
<td>( \alpha_t )</td>
<td>Total losses</td>
<td>( \frac{1}{\tau_p \nu_g} )</td>
<td>1.13 ( \times 10^4 ) m(^{-1})</td>
</tr>
<tr>
<td>( \alpha_m )</td>
<td>Mirror losses</td>
<td>( \frac{1}{2L} \ln \left( \frac{1}{R_1 R_2} \right) )</td>
<td>0.24 ( \times 10^4 ) m(^{-1})</td>
</tr>
<tr>
<td>( \eta_o )</td>
<td>Output coupling efficiency</td>
<td>( \frac{\alpha_m}{\alpha_t} )</td>
<td>0.22</td>
</tr>
</tbody>
</table>
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%SCRIPT %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
clear all
close all
clc
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%CONSTANTS AND PARAMETERS%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
tau_s = 3e-9; % Carrier lifetime
tau_p = 1e-12; % Photon lifetime
gamma = 0.17; % Confinement factor
q = 1.602e-19; % Electron charge
c = 3e8; % Speed of Light in vacuum
vg = c/3.4; % Group velocity
a = 1e-12/(gamma*vg); % gain coefficient
A = gamma*a*vg; % gain factor
N0 = 1e24; % Transparency carrier density
S0 = 1/(A*tau_s); % Term to normalize S
beta = 1e-4; % Spontaneous emission factor
h = 6.625e-34; % Planck's constant
lambda = 1.55e-6; % Operating wavelength
f = c/lambda; % Operating frequency
d = 0.2e-6; % height
w = 2e-6; % width
area = d*w; % Area of active region
L = 500e-6; % length
V = area*L; % Volume of active region
I0 = N0*q*V/tau_s; % Transparency current
I = 0; % Initial value for bias current
Appendix B. MATLAB Simulation

B.2. MATLAB Script

tau_n = tau_s/tau_p; % Normalized tau
eta = A*tau_p*N0; % Term to normalize rate equations
R = 0.3; % Reflective index (R1 = R2)
effi = 1; %injection efficiency
alpha_t = 1/(vg*tau_p); % Total losses (a_s+a_m)
alpha_m = (1/(2*L))*log(1/R^2); % Mirror losses
effo = alpha_m/alpha_t; %output coupling efficiency

%%%%%%%%%%%%%%%%%%%%%%%%%%%% RATE EQUATIONS %%%%%%%%%%%%%%%%%%%%%%%%%%%%%
TSPAN = [0 10]; % Time span for the differential equations
Y0 = [0 0]; % Initial conditions for both N and S
[T,Y] = ode45(@rate_equations,TSPAN,Y0,[],I); % Calling to the equations solver
% Representation of the carrier density 'N' along time 't'
H = figure(1);
set(H,'color','w');
subplot(2,1,1)
plot(tau_s*1e9*T, Y(:,1), 'r', 'Linewidth', 1)
%title('Carrier density in the upper lasing level')
xlabel('time [ns]')
ylabel('N ( x 10^{24} [m^{-3}] )')
% Locate threshold carrier density
Nth = Y(end,1); % Threshold Carrier density
hold all
% Plot Nth constant in the same graph
line(TSPAN,[Nth Nth], 'Color', 'k', 'LineStyle', ':')
% Find the switch-on delay of the laser
idx = find(Y>Nth,1,'first'); % Find the first time N ~ Nth
td = T(idx)*tau_s*1e9; % Switch-on delay (fix units in ns)
% Represent the switch-on delay within the carrier density graph
line([td td], ylim, 'Color', 'b', 'LineStyle', ':')
Appendix B. MATLAB Simulation  B.2. MATLAB Script

```matlab
legend('N', 'N = N_{th}', 't = t_{d}', 'Location', 'SouthEast')
axis auto

% Representation of the photon density 'S' along time 't'
subplot(2,1,2)
plot(tau_s*1e9*T,Y(:,2)*S0*1e-20, 'b', 'Linewidth', 1)
%title('Photon density in active region')
ylabel('S ( x 10^{20} [m^{-3}] )')
xlabel('time [ns]')
axis auto

% Locate Son parameter, which is the photon density level at which lasing
% occurs
Son = Y(end,2)*S0*1e-20; % Lasing mode (fix units)
line(xlim,[Son Son], 'Color', 'k', 'LineStyle', ':')
legend('S', 'S = S_{on}', 'Location', 'NorthEast')
H = figure(2);
set(H,'color','w');
Po = effo*V*h*f*S0.*Y(:,2)./tau_p; % Output power
plot(tau_s*1e9*T,Po*1e3, 'k')
%title('Output Power')
ylabel('P_{out} [mW]')
xlabel('time [ns]')

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%%%%%%%%%% L-I CHARACTERISTIC %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

% Calculate the threshold current, the limit at which the laser is working
% under stimulated emission instead of spontaneous emission
Ith = q*V*Nth/tau_s; % Threshold current
Ith = Ith*N0; % fix magnitude
Ith = Ith*1e3; % fix units

N = 10; % Number of samples (the more samples, the more resolution)
```
% Create empty arrays for both S and current
S = zeros(1,N);
current = zeros(1,N);
I = 0; % Initial condition for the pumping current
d_I = 11e-3; % Rate at which the current increases
% Loop in which we will call to the equations solver for each iteration
% and we will store the current values for both photon density 'S'
% and current 'I'
for i=1:N
    [T,Y] = ode15s(@rate_equations2,TSPAN,Y0,[],I);
    S(i) = Y((length(Y(:,2))),2);
    current(i) = I;
    I = I + d_I;
end
% Once we have all the values stored in the arrays, we will calculate the
% output power, which depends on the photon density 'S'
Pout = effo*V*h*f*S*S0/tau_p; % Output power
% We create a new window to represent the L-I characteristic
H = figure(3);
set(H,'color','w');
% Representation of the Light-output vs current of the laser
plot(current*1e3,Pout*1e3, 'r','LineWidth', 1.5)
hold all
%title('L - I characteristic')
xlabel('I [mA]')
ylabel('P_{out} [mW]')
axis([0 60 0 5])
line([Ith Ith], ylim, 'Color', 'b', 'LineStyle', ':')
legend('P_{out}', ['I = I_{th} = ',num2str(Ith), ' mA'], 'Location', 'NorthWest')
function dy = rate_equations(t,y,I)
% Create an array for both derivatives 'N' and 'S'
dy = zeros(2,1);
% Constants and parameters
tau_s = 3e-9; % Carrier lifetime
tau_p = 1e-12; % Photon lifetime
gamma = 0.17; % Confinement factor
c = 3e8; % Speed of Light in vacuum
vg = c/3.4; % Group velocity
a = 1e-12/(gamma*vg); % gain coefficient
A = gamma*a*vg; % gain factor
N0 = 1e24; % Transparency carrier density
beta = 1e-4; % Spontaneous emission factor
q = 1.602e-19; % Electron charge
d = 0.2e-6; % height
w = 2e-6; % width
area = d*w; % Area of active region
L = 500e-6; % length
V = area*L; % Volume of active region
effi = 1; % injection efficiency
I0 = N0*q*V/tau_s; % Transparency current
tau_n = tau_s/tau_p; % Norm tau
eta = A*tau_p*N0; % Norm term for the equations
% For the first case (rate equations) we will use a constant pumping
% current fixed to a given value
I = 3*I0; % Injection current
n = y(1); % Normalized carrier density (N/N0)
s = y(2); % Normalized photon density (S/S0)
k = tau_n*eta; % Term to simplify the equations
% RATE EQUATIONS

dy(1)= effi*I/I0 - (n-1)*s - n; % dn/dT

dy(2) = k*(n-1)*s - tau_n*s + beta*k*n; % ds/dT

end
% Note that in this case, 'I' is one of the arguments for the equations
function dy = rate_equations2(t,y,I)
% Create an array for both derivatives 'N' and 'S'
dy = zeros(2,1);
% Constants and parameters
tau_s = 3e-9; % Carrier lifetime
tau_p = 1e-12; % Photon lifetime
gamma = 0.17; % Confinement factor
c = 3e8; % Speed of Light in vaccum
vg = c/3.4; % Group velocity
a = 1e-12/(gamma*vg); % gain coefficient
A = gamma*a*vg; % gain factor
N0 = 1e24; % Transparency carrier density
beta = 1e-4; % Spontaneous emission factor
q = 1.602e-19; % Electron charge
d = 0.2e-6; % height
w = 2e-6; % width
area = d*w; % Area of active region
L = 500e-6; % length
V = area*L; % Volume of active region
effi = 1; % injection efficiency
I0 = N0*q*V/tau_s; % Transparency current
tau_n = tau_s/tau_p; % Norm tau
eta = A*tau_p*N0; % Norm term for the equations
n = y(1); % Normalized carrier density (N/N0)
s = y(2); % Normalized photon density (S/S0)
k = tau_n*eta; % Term to simplify the equations
% RATE EQUATIONS

dy(1)= effi*I/I0 - (n-l)*s - n;  % dn/dT

dy(2) = k*(n-l)*s - tau_n*s + beta*k*n;   % ds/dT

end
APPENDIX C

COMSOL Simulation of a Plasmon Nanolaser

C.1 Drude-Lorentz Model for Noble Metals

The Drude-Lorentz model for noble metals at high frequencies, which accounts for the photons with higher energies, gives a good approximation for both interband and intraband transitions. The frequency-dependent relative permittivity $\varepsilon_r(\omega)$ is derived from solving the equation of motion for electrons excited by a time-harmonic electric field. Then, the relative complex permittivity is related to the conductivity $\sigma(\omega)$ as follows:

\begin{align}
\sigma(\omega) &= \sigma'(\omega) + i\sigma''(\omega) = \varepsilon_0 \omega \varepsilon_r(\omega), \tag{C.1} \\
\varepsilon_r(\omega) &= \varepsilon'_r(\omega) + i\varepsilon''_r(\omega), \tag{C.2} \\
\varepsilon'_r(\omega) &= 1 - \frac{\omega_p \tau_D^2}{1 + \omega^2 \tau_D^2}, \tag{C.3} \\
\varepsilon''_r(\omega) &= \frac{\omega_p^2 \tau_D}{\omega(1 + \omega^2 \tau_D^2)}, \tag{C.4}
\end{align}
where \( \omega_p = \sqrt{\frac{N e^2}{m \varepsilon_0}} \) is the plasma frequency, \( N \) is the carrier density, \( e \) is the electron charge, \( m \) is the electron effective mass, \( \varepsilon_0 \) is the vacuum permittivity, \( \omega \) is the operating frequency and \( \tau_D \) is the electron relaxation time. Table C.1 shows the optical constant values for different noble metals [21,42].

Table C.1

<table>
<thead>
<tr>
<th>Metal</th>
<th>( \omega_p (\times 10^{15} \text{ rad/s}) )</th>
<th>( \tau_D (\times 10^{-14} \text{ s}) )</th>
<th>( N (\times 10^{28} \text{ m}^{-3}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al</td>
<td>22.8</td>
<td>26</td>
<td>18.1</td>
</tr>
<tr>
<td>Au</td>
<td>13.8</td>
<td>3.3</td>
<td>5.9</td>
</tr>
<tr>
<td>Ag</td>
<td>13.4</td>
<td>0.8</td>
<td>5.9</td>
</tr>
<tr>
<td>Cu</td>
<td>14.1</td>
<td>0.8</td>
<td>8.5</td>
</tr>
</tbody>
</table>
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C.2. Plasmon Nanolaser Parameters

C.2 Plasmon Nanolaser Parameters

<table>
<thead>
<tr>
<th>Name</th>
<th>Expression</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>D</td>
<td>5[nm]</td>
<td>5E-9 m</td>
<td>MgF2 layer thickness</td>
</tr>
<tr>
<td>W_patch</td>
<td>1000[nm]</td>
<td>1E-6 m</td>
<td>CoS patch width</td>
</tr>
<tr>
<td>L_patch</td>
<td>1000[nm]</td>
<td>1E-6 m</td>
<td>CoS patch length</td>
</tr>
<tr>
<td>E0</td>
<td>1[V/m]</td>
<td></td>
<td>Incident field amplitude</td>
</tr>
<tr>
<td>f0</td>
<td>600[THz]</td>
<td>6E14 Hz</td>
<td>Operating frequency</td>
</tr>
<tr>
<td>lda</td>
<td>c_const/f0</td>
<td>4.9965E-7 m</td>
<td>Wavelength</td>
</tr>
<tr>
<td>k0</td>
<td>2<em>pi</em>f0/c_const</td>
<td>1.2575E7 1/m</td>
<td>Propagation constant</td>
</tr>
<tr>
<td>r0</td>
<td>max(2<em>L_patch,2</em>W_patch)</td>
<td>2E-6 m</td>
<td>Reclus</td>
</tr>
<tr>
<td>nd</td>
<td>1.374</td>
<td>1.374</td>
<td>MgF2 refractive index</td>
</tr>
<tr>
<td>W_sub</td>
<td>2*W_patch</td>
<td>2E-5 m</td>
<td>MgF2 layer width</td>
</tr>
<tr>
<td>L_sub</td>
<td>2*L_patch</td>
<td>2E-8 m</td>
<td>MgF2 layer length</td>
</tr>
<tr>
<td>R0</td>
<td>r0+lda/2</td>
<td>2.2496E-6 m</td>
<td>PML radius</td>
</tr>
</tbody>
</table>

Figure C.1: Plasmon nanolaser parameters.
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