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Abstract—This paper presents a novel software pipelining approach, which is called Swing Modulo Scheduling (SMS). It generates schedules that are near optimal in terms of initiation interval, register requirements, and stage count. Swing Modulo Scheduling is a heuristic approach that has a low computational cost. This paper first describes the technique and evaluates it for the Perfect Club benchmark suite on a generic VLIW architecture. SMS is compared with other heuristic methods, showing that it outperforms them in terms of the quality of the obtained schedules and compilation time. To further explore the effectiveness of SMS, the experience of incorporating it into a production quality compiler for the Equator MAP1000 processor is described; implementation issues are discussed, as well as modifications and improvements to the original algorithm. Finally, experimental results from using a set of industrial multimedia applications are presented.
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1 INTRODUCTION

Software pipelining [5] is an instruction scheduling technique that exploits instruction level parallelism out of loops by overlapping successive iterations of the loop and executing them in parallel. The key idea is to find a pattern of operations (named the kernel code) so that, when repeatedly iterating over this pattern, it produces the effect that an iteration is initiated before the previous ones have completed.

The drawback of aggressive scheduling techniques, such as software pipelining, is their high register pressure. The register requirements increase as the concurrency increases [27], [22], due to either machines with deeper pipelines or wider issue or a combination of both. Registers, like functional units, are a limited resource. Therefore, if a schedule requires more registers than available, some actions, such as adding spill code, have to be performed. The addition of spill code can degrade performance [22] due to additional cycles in the schedule or due to memory interferences.

Some research groups have targeted their work toward exact methods that find the optimal solution to the problem. For instance, the proposals in [16] search the entire scheduling space to find the optimal resource-constrained schedule with minimum buffer requirements, while the proposals in [2], [7], [13] find schedules with the actual minimum register requirements. The task of generating an optimal (in terms of throughput and register requirements) resource-constrained schedule for loops is known to be NP-hard. All these exact approaches require a prohibitive time to construct the schedules and, therefore, their applicability is restricted to very small loops. Therefore, practical algorithms use some heuristics to guide the scheduling process. Some of the proposals in the literature only care about achieving high throughput [11], [19], [20], [31], [32], [37], while other proposals have also been targeted toward minimizing the register requirements [9], [12], [18], [24], which result in more effective schedules.

Stage Scheduling [12] is not a whole modulo scheduler by itself, but a set of heuristics targeted to reduce the register requirements of any given modulo schedule. This objective is achieved by moving operations in the schedule. The resulting schedule has the same throughput, but lower register requirements. Unfortunately, there are constraints in the movement of operations that might yield to suboptimal reductions of the register requirements. Similar heuristics have been included in the IRIS [9] scheduler, which is based on the Iterative Modulo Scheduling [11], [31] in order to reduce the register pressure at the same time as the scheduling is performed.

Slack Scheduling [18] is a heuristic technique that simultaneously schedules some operations late and other operations early with the aim of reducing the register requirements and achieving maximum execution rate. The algorithm integrates recurrence constraints and critical-path considerations in order to decide when each operation is scheduled. The algorithm is similar to Iterative Modulo Scheduling in the sense that it uses a limited amount of backtracking by possibly ejecting operations already scheduled to give place to a new one.

Hypernode Reduction Modulo Scheduling (HRMS) [24], [25] is a heuristic strategy that tries to shorten loop variant lifetimes, without sacrificing performance. The main contribution of HRMS is the node ordering strategy. The
ordering phase sorts the nodes before scheduling them such that only predecessors or successors of a node can be scheduled before it is scheduled (except for recurrences). During the scheduling step, the nodes are scheduled as soon/late as possible if predecessors/successors have been previously scheduled. The effectiveness of HRMS has been compared in terms of achieved throughput and compilation time against other heuristic methods [18], [37] showing better performance. The main drawback of HRMS is that the scheduling heuristic does not take into account the criticality of the nodes.

In this paper, we present a novel scheduling strategy, Swing Modulo Scheduling (SMS), which considers the criticality of the nodes. It is a heuristic technique that has a low computational cost (e.g., compiling all the innermost loops without conditional exits and procedure calls of the Perfect Club takes less than half a minute). The paper also describes its implementation in a production compiler for specific VLIW processors targeting digital consumer products. The performance figures reveal the efficiency of the schedules generated on a variety of customer workloads.

The rest of the paper is organized as follows: Section 2 presents an overview of the main concepts underlying software pipelining. Section 3 discusses an example to motivate our proposal, which is formalized in Section 4. Section 5 shows the main results of our experimental evaluation of the schedules generated by SMS. Section 6 is devoted to describing the experience of incorporating SMS into a production compiler and its evaluation on some real workloads. The main concluding remarks are given in Section 7.

2 OVERVIEW OF SOFTWARE PIPELINING

In a software-pipelined loop, the schedule for an iteration is divided into stages so that the execution of consecutive iterations which are in distinct stages is overlapped. The number of stages in one iteration is termed stage count (SC).

The number of cycles between the initiation of successive iterations (i.e., the number of cycles per stage) in a software pipelined loop is termed the Initiation Interval (II) [32]. Fig. 1 shows a simple example with the execution of a software-pipelined loop composed of three operations (V1, V2, and V3). In this example, II = 4 and SC = 3.

The Initiation Interval II between two successive iterations is bounded by both recurrence circuits in the graph (RecMII) and resource constraints of the architecture (ResMII). This lower bound on the II is termed the Minimum Initiation Interval (MII = max(RecMII, ResMII)). The reader is referred to [11], [31] for an extensive dissertation on how to calculate ResMII and RecMII.

Values used in a loop correspond either to loop-invariant variables or to loop-variant variables. Loop-invariants are repeatedly used but never defined during loop execution. Each loop-invariant has a single value for all iterations of the loop thus requiring one register regardless of the schedule and the machine configuration.

For loop-variants, a value is generated in each iteration of the loop and, therefore, there is a different lifetime corresponding to each iteration. Because of the nature of software pipelining, lifetimes of values defined in an iteration can overlap with lifetimes of values defined in subsequent iterations. This is the main reason why the register requirements are increased. In addition, for values with a lifetime larger than the II, new values are generated before the previous ones are used. To fix this problem, software solutions (modulo variable expansion [21]) as well as hardware solutions (rotating register files [10], [17]) have been proposed.

Some of the software pipelining approaches can be regarded as the sequencing of two independent steps: node ordering and node scheduling. These two steps are performed assuming MII as the initial value for II. If it is not possible to obtain a schedule with this II, the scheduling step is performed again with an increased II. The next section shows how the ordering step influences the register requirements of the loop.

Fig. 1. Basic execution model for a software pipelined loop.
3 Motivating Example

Consider the dependence graph in Fig. 2 and an architecture configuration with the pipelined functional units and latencies specified in the same figure. Since the graph in Fig. 2 has no recurrence circuits, its initiation interval is constrained only by the available resources; in this case, the most constraining resource is the multiplier, which causes $MII = 4/1 = 4$.

A possible approach to order the operations to be scheduled would be to use a top-down strategy that gives priority to operations in the critical path; with this ordering, nodes would be scheduled in the following order: $\langle n_1, n_2, n_5, n_8, n_9, n_3, n_{10}, n_6, n_4, n_{11}, n_{12}, n_7 \rangle$. Fig. 3a shows the top-down schedule for one iteration and Fig. 3c the kernel code (numbers in brackets represent the stage to which the operation belongs). Fig. 3b shows the lifetimes of loop variants. The lifetime of a loop variant starts when the producer is issued and ends when the last consumer is issued. Fig. 3d shows the register requirements for this schedule; for each cycle, it shows the number of live values required by the schedule. The maximum number of simultaneously live values at any cycle can approximate the number of registers required, which is called $MaxLive$ (in [33] it is shown that register allocation never required more than $MaxLive + 1$ registers for a large number of loops). In Fig. 3d, $MaxLive = 11$. Notice that, with this approach, variables generated by nodes $n_2$ and $n_9$ have an unnecessarily large lifetime due to the early placement of the corresponding operations in the schedule; as a consequence, the register requirements for the loop increase.

In HRMS [24], the ordering is done with the aim that all operations (except for the first one) have a previously scheduled reference operation. For instance, for the previous example, they would suggest the following order to schedule operations $\langle n_1, n_3, n_5, n_6, n_4, n_7, n_8, n_{10}, n_{11}, n_9, n_2, n_{12} \rangle$. Notice that, with this scheduling order, both $n_2$ and $n_9$ (the two conflicting operations in the top-down strategy) have a reference operation ($n_8$ and $n_{10}$, respectively) already scheduled when they are going to be placed in the partial schedule.

Fig. 4a shows the final schedule for one iteration. For instance, when operation $n_9$ is scheduled, operation $n_{10}$ has already been placed in the schedule (at cycle 8), so it will be scheduled as close as possible to it (at cycle 6), thus reducing the lifetime of the value generated by $n_9$. Something similar happens with operation $n_2$, which is placed in the schedule once its successor is scheduled. Fig. 4b shows the lifetimes of loop variants and Fig. 4d shows the register requirements for this schedule. In this case, $MaxLive = 9$.

The ordering suggested by HRMS does not give preference to operations in the critical path. For instance, operation $n_5$ should be scheduled two cycles after the initiation of operation $n_1$; however, this is not possible since, during this cycle, the adder is busy executing.
operation \( n_3 \), which has been scheduled before. Due to that, an operation in a more critical path (\( n_5 \)) is delayed in front of another operation that belongs to a less critical path (\( n_3 \)). Something similar happens with operation \( n_{11} \) that conflicts with the placement of operation \( n_6 \), which belongs to a less critical path but the ordering has selected it before. Fig. 5a and Fig. 5c show the schedule obtained by our proposal and Fig. 5b and Fig. 5d the lifetime of variables and register requirements for this schedule. \( \text{MaxLive} \) for this schedule is 8. The schedule is obtained using the following ordering \(<n_{12}, n_{11}, n_{10}, n_8, n_5, n_6, n_1, n_2, n_9, n_3, n_4, n_7>\). Notice that nodes in the critical path are scheduled with a certain preference with respect to the others. The following section details the algorithm that orders the nodes based on these ideas and the scheduling step.

### 4 Swing Modulo Scheduling (SMS)

Most modulo scheduling approaches consist of two steps. First, they compute a schedule trying to minimize the \( \Pi \), but without caring about register pressure, and then variables are allocated to registers. The execution time of a software pipelined loop depends on the \( \Pi \), the maximum number of live values of the schedule (\( \text{MaxLive} \)) and the stage count. The \( \Pi \) determines the issue rate of loop iterations. Regarding the second factor, if \( \text{MaxLive} \) is not higher than the number of available registers, then the computed schedule is feasible and then it does not influence the execution time. Otherwise, some action must be taken in order to reduce the register pressure. Some possible solutions outlined in [33] and evaluated in [22] are:

- Reschedule the loop with an increased \( \Pi \). In general, increasing the \( \Pi \) will reduce \( \text{MaxLive} \), but it decreases the issue rate.
- Add spill code. This again has a negative effect since it increases the required memory bandwidth and it will result in more memory penalties (e.g., cache misses). In addition, memory may become the most utilized resource and, therefore, adding spill code may require an increase of the \( \Pi \).

Finally, the stage count determines the number of iterations of the epilogue part of the loop (it is exactly equal to the stage count minus one).

**Swing Modulo Scheduling (SMS)** is a modulo scheduling technique that tries to achieve a minimum \( \Pi \), reduce \( \text{MaxLive} \), and minimize the stage count. It is a heuristic technique that has a low computational cost while producing schedules very close to those generated by optimal approaches based on exhaustive search, which have a prohibitive computational cost for real programs. In order to have this low computation cost, SMS schedules each node only once (unlike other methods that are based on backtracking [9], [11], [18], [31]). Despite not using backtracking, SMS produces effective schedules because nodes are scheduled in a precomputed order that guarantees certain properties, as described in Section 4.2.

In order to achieve a minimum \( \Pi \) and to reduce the stage count, SMS schedules the nodes in an order that takes into account the \( \text{RecMII} \) of the recurrence to which each node belongs (if any) and as a secondary factor it considers the criticality of the path to which the node belongs.

To reduce \( \text{MaxLive} \), SMS tries to minimize the lifetime of all the values of the loop. To achieve that, it tries to keep every operation as close as possible to both its predecessors and successors. When an operation is to be scheduled, if the partial schedule has only predecessors, it is scheduled as soon as possible. If the partial schedule contains only successors, it is scheduled as late as possible. The situation in which the partial schedule contains both predecessors and successors of the operation to be scheduled is undesirable since in this case, if the lifetime from the predecessors to the operation is minimized, the lifetime from the operation to its successors is increased. This situation happens only for one node in each recurrence and it is avoided completely if the loop does not contain any recurrence.

The algorithm followed by SMS consists of the following steps which are described in detail below:

- Computation and analysis of the dependence graph,
- Ordering of the nodes,
- Scheduling.

SMS can be applied to generate code for innermost loops without subroutine calls. Loops containing conditional statements (IF) can be handled after applying if-conversion [38] and provided that either the processor supports predicated execution [10] or reverse if-conversion [1] follows pipelining.

#### 4.1 Computation and Analysis of the Dependence Graph

The dependence graph of an innermost loop consists of a set of four elements \((DG = (V, E, \delta, \lambda)):\)

- \( V \) is the set of nodes (vertices) of the graph, where each node \( v \in V \) corresponds to an operation of the loop.
- \( E \) is the set of edges, where each edge \((u, v) \in E\) represents a dependence from operation \( u \) to
operation \( v \). Only data dependences (flow, anti and output dependences) are included since the type of loops that SMS can handle only includes one branch instruction at the end that is associated to the iteration count. Other branches have been previously eliminated by the if-conversion phase.

- \( \delta_{u,v} \) is called the distance function. It assigns a nonnegative integer to each edge \((u,v) \in E\). This value indicates that operation \( v \) of iteration \( I \) depends on operation \( u \) of iteration \( I - \delta_{u,v} \).

- \( \lambda_u \) is called the latency function. For each node of the graph, it indicates the number of cycles that the corresponding operation takes.\(^2\)

> Given a node \( v \in V \) of the graph, \( \text{Pred}(v) \) is the set of all the predecessors of \( v \). That is, \( \text{Pred}(v) = \{ u \mid u \in V \text{ and } (u, v) \in E \} \).

In a similar way, \( \text{Succ}(v) \) is the set of all the successors of \( v \). That is, \( \text{Succ}(v) = \{ u \mid u \in V \text{ and } (v, u) \in E \} \).

Once the dependence graph has been computed, some additional functions that will be used by the scheduler are calculated. In order to avoid cycles, one backward edge of each recurrence is ignored for performing these computations. These functions are the following:

- \( \text{ASAP}_u \) is a function that assigns an integer to each node of the graph. It indicates the earliest time at which the corresponding operation could be scheduled. It is computed as follows:
  
  \[
  \text{If} \ \text{Pred}(u) = \emptyset \ \text{then} \ \text{ASAP}_u = 0
  \]
  
  \[
  \text{else} \ \text{ASAP}_u = \max(\text{ASAP}_v + \lambda_v - \delta_{v,u} \times \text{MII}) \quad \forall v \in \text{Pred}(u).
  \]

- \( \text{ALAP}_u \) is a function that assigns an integer to each node of the graph. It indicates the latest time at which the corresponding operation could be scheduled. It is computed as follows:
  
  \[
  \text{If} \ \text{Succ}(u) = \emptyset \ \text{then} \ \text{ALAP}_u = \max(\text{ASAP}_v) \forall v \in V
  \]
  
  \[
  \text{else} \ \text{ALAP}_u = \min(\text{ALAP}_v - \lambda_v + \delta_{u,v} \times \text{MII}) \quad \forall v \in \text{Succ}(u).
  \]

- \( \text{MOB}_u \) is called the mobility (slack) function. For each node of the graph, it denotes the number of time slots at which the corresponding operation could be scheduled. Nodes in the most critical path have a mobility equal to zero and the mobility will increase as the path in which the operation is located is less critical. It is computed as follows:

  \[
  \text{MOB}_u = \text{ALAP}_u - \text{ASAP}_u.
  \]

- \( D_u \) is called the depth of each node. It is defined as its maximum distance to a node without predecessors. It is computed as follows:

  \[
  \text{If} \ \text{Pred}(u) = \emptyset \ \text{then} \ D_u = 0
  \]

  \[
  \text{else} \ D_u = \max(D_v + \lambda_v) \forall v \in \text{Pred}(u).
  \]

- \( H_u \) is called the height of each node. It is defined as the maximum distance to a node without successors. It is computed as follows:

  \[
  \text{If} \ \text{Succ}(u) = \emptyset \ \text{then} \ H_u = 0
  \]

  \[
  \text{else} \ H_u = \max(H_v + \lambda_v) \forall v \in \text{Succ}(u).
  \]

### 4.2 Node Ordering

The ordering phase takes as input the dependence graph previously calculated and produces an ordered list containing all the nodes of the graph. This list indicates the order in which the nodes of the graph will be analyzed by the scheduling phase. That is, the scheduling phase (see the next section) first allocates a time slot for the first node of the list, then it looks for a suitable time slot for the second node of the list, and so on. Notice that as the number of nodes already placed in the partial schedule increases there are more constraints to be met by the remaining nodes and, therefore, it is more difficult to find a suitable location for them.

As previously outlined, the target of the ordering phase is twofold:

- Give priority to the operations that are located in the most critical paths. In this way, the fact that the last operations to be scheduled should meet more constraints is offset by their higher mobility (\( \text{MOB}_u \)). This approach tends to reduce the II and the stage count.

- Try to reduce \( \text{MaxLive} \). In order to achieve this, the scheduler will place each node as close as possible to both its predecessors and successors. However, the order in which the nodes are scheduled has a severe impact on the final result. For instance, assume the sample dependence graph of Fig. 6 and a dual-issue processor.

\[\lambda_a = \lambda_b = \lambda_c = \lambda_d = \lambda_e = 1\]
\[\delta_{a,b} = \delta_{b,c} = \delta_{b,d} = \delta_{b,e} = \delta_{c,d} = \delta_{d,e} = 0\]
\[\text{ASAP}_a = 0; \ \text{ASAP}_b = \text{ASAP}_c = \text{ASAP}_d = 1; \ \text{ASAP}_e = 2\]
\[\text{ALAP}_a = 0; \ \text{ALAP}_b = \text{ALAP}_c = \text{ALAP}_d = 1; \ \text{ALAP}_e = 2\]
\[\text{MOB}_a = \text{MOB}_b = \text{MOB}_c = \text{MOB}_d = \text{MOB}_e = 0\]
\[\text{D}_a = 0; \ \text{D}_b = \text{D}_c = \text{D}_d = 1; \ \text{D}_e = 2\]
\[\text{H}_a = 2; \ \text{H}_b = \text{H}_c = \text{H}_d = 1; \ \text{H}_e = 0\]

Fig. 6. A sample dependence graph.
If node $a$ is scheduled at cycle 0 and then node $e$ is scheduled at cycle 2 (that is, they are scheduled based on their ASAP or ALAP values), it is not possible to find a suitable placement for nodes $b$, $c$, and $d$ since there are not enough slots between $a$ and $e$. On the other hand, if nodes $a$ and $e$ are scheduled too far away, there are many possible locations for the remaining nodes. However, MaxLive will be too high no matter which possible schedule is chosen. For instance, if we try to reduce the lifetime from $a$ to $b$, we are increasing by the same amount the lifetime from $b$ to $e$. In general, having scheduled both predecessors and successors of a node before scheduling it may result in a poor schedule. Because of this, the ordering of the nodes tries to avoid this situation whenever possible (notice that, in the case of a recurrence, it can be avoided for all the nodes except one).

If the graph has no recurrences, the intuitive idea to achieve these two objectives is to compute an ordering based on a traversal of the dependence graph. The traversal starts with the node at the bottom of the most critical path and moves upward, visiting all the ancestors. The order in which the ancestors are visited depends on their depth. In the case of equal depth, nodes are ordered from less to more mobility. Once all the ancestors have been visited, all the descendants of the already ordered nodes are visited but now moving downward and in the order given by their height. Successive upward and downward sweeps of the graph are performed alternately until the entire graph has been traversed.

If the graph has recurrences, the graph traversal starts at the recurrence with the highest RecMII and applies the previous algorithm considering only the nodes of the recurrence. Once this subgraph has been traversed, the nodes of the recurrence with the second highest RecMII are traversed. At this step, the nodes located on any path between the previous and the current recurrence are also considered in order to avoid having scheduled both predecessors and successors of a node before scheduling it. When all the nodes belonging to recurrences or any path among them have been traversed, then the remaining nodes are traversed in a similar way.

Concretely, the ordering phase is a two-level algorithm. First, a partial order is computed. This partial order consists of an ordered list of sets. The sets are ordered from the highest to the lowest priority set, but there is no order within each set. Each node of the graph belongs to just one set.

The highest priority set consists of all the nodes of the recurrence with the highest RecMII. In general, the $i$th set consists of the nodes of the recurrence with the $i$th highest RecMII, eliminating those nodes that belong to any previous set (if any) and adding all the nodes located in any path that joins the nodes in any previous set and the recurrence of this set. Finally, the remaining nodes are grouped into sets of the same priority, but this priority is lower than that of the sets containing recurrences. Each one of these sets consists of the nodes of a connected component of the graph that do not belong to any previous set.

Once this partial order has been computed, then the nodes of each set are ordered to produce the final and complete order. This step takes as input the previous list of sets and the whole dependence graph. The sets are handled in the order previously computed. For each recurrence of the graph, a backward edge is ignored in order to obtain a graph without cycles. The final result of the ordering phase is a list of ordered nodes $O$ containing all the nodes of the graph.

The ordering algorithm is shown in Fig. 7, where $\text{Pred}_L(O)$ and $\text{Succ}_L(O)$ are the sets of predecessors and successors of a list of nodes, respectively, which are defined as follows:

$$\text{Pred}_L(O) = \{v \mid \exists u \in O \text{ such that } v \in \text{Pred}(u) \text{ and } v \notin O\}$$

$$\text{Succ}_L(O) = \{v \mid \exists u \in O \text{ such that } v \in \text{Succ}(u) \text{ and } v \notin O\}.$$

### 4.3 Filling the Modulo Reservation Table

This step analyzes the operations in the order given by the ordering step. The scheduling tries to schedule the operations as close as possible to their neighbors that have already been scheduled. When an operation is to be scheduled, it is scheduled in different ways depending on the neighbors of this operation that are in the partial schedule.

- If an operation $u$ has only predecessors in the partial schedule, then $u$ is scheduled as soon as possible. In this case, the scheduler computes the Early_Start of $u$ as:

$$\text{Early}_\text{Start}_u = \max_{v \in \text{PSS}(u)}(t_v + \lambda_v - \delta_{v,u} \times \text{II}),$$

where $t_v$ is the cycle where $v$ has been scheduled, $\lambda_v$ is the latency of $v$, $\delta_{v,u}$ is the dependence distance from $v$ to $u$, and PSS($u$) is the set of predecessors of $u$ that have been previously scheduled. Then, the scheduler scans the partial schedule for a free slot for the node $u$ starting at cycle $\text{Early}_\text{Start}_u$ until the cycle $\text{Early}_\text{Start}_u + \text{II} - 1$. Notice that, due to the modulo constraint, it makes no sense to scan more than $\text{II}$ cycles.

- If an operation $u$ has only successors in the partial schedule, then $u$ is scheduled as late as possible. In this case, the scheduler computes the Late_Start of $u$ as:

$$\text{Late}_\text{Start}_u = \min_{v \in \text{PSS}(u)}(t_v - \lambda_u + \delta_{u,v} \times \text{II}),$$

where PSS($u$) is the set of successors of $u$ that have been previously scheduled. Then, the scheduler scans the partial schedule for a free slot for the node $u$ starting at cycle $\text{Late}_\text{Start}_u$ until the cycle $\text{Late}_\text{Start}_u + \text{II} + 1$.

- If an operation $u$ has both predecessors and successors, then the scheduler computes $\text{Early}_\text{Start}_u$ and $\text{Late}_\text{Start}_u$ as described above and scans the partial schedule starting at cycle $\text{Early}_\text{Start}_u$ until the cycle $\min(\text{Late}_\text{Start}_u, \text{Early}_\text{Start}_u + \text{II} - 1)$. This situation will only happen for exactly one node of each recurrence circuit.
Finally, if an operation \( u \) has neither predecessors nor successors, the scheduler computes the Early_Start of \( u \) as:

\[
\text{Early}_{-}\text{Start}_u = \text{ASAP}_u
\]

and scans the partial schedule for a free slot for the node \( u \) from cycle \( \text{Early}_{-}\text{Start}_u \) to cycle \( \text{Early}_{-}\text{Start}_u + II - 1 \).

If no free slots are found for a node, then the \( II \) is increased by 1. The scheduling step is repeated with the increased \( II \), which will provide more opportunities for finding free slots. One of the advantages of our proposal is that the nodes are ordered only once, even if the scheduling step has to do several trials.

4.4 Examples

This section illustrates the performance of SMS by means of two examples. The first example is a small loop without recurrences and the second example uses a dependence graph with recurrences.

Assume that the dependence graph of the body of the innermost loop to be scheduled is that of Fig. 2, where all the edges represent dependences of distance zero. Assume also a four-issue processor with four functional units (one adder, one multiplier, and two load/store units) fully pipelined with the latencies listed in Fig. 2.

The first step of the scheduling is to compute the \( MII \) and the \( \text{ASAP}, \text{ALAP}, \text{mobility}, \text{depth}, \) and \( \text{height} \) of each node of the graph. \( MII \) is equal to 4. Table 1 shows the remaining values for each node.

If no free slots are found for a node, then the \( II \) is increased by 1. The scheduling step is repeated with the increased \( II \), which will provide more opportunities for finding free slots. One of the advantages of our proposal is that the nodes are ordered only once, even if the scheduling step has to do several trials.

4.4 Examples

This section illustrates the performance of SMS by means of two examples. The first example is a small loop without recurrences and the second example uses a dependence graph with recurrences.

Assume that the dependence graph of the body of the innermost loop to be scheduled is that of Fig. 2, where all

\[
O := \text{Empty_list}
\]

For each set of nodes \( S \) in decreasing priority do

\[
\text{if (Pred}_{-}\text{L}(O) \cap S) \neq \emptyset \text{ then}
\]

\[
R := \text{Pred}_{-}\text{L}(O) \cap S
\]

\[
\text{order} := \text{bottom-up}
\]

\[
\text{else if (Succ}_{-}\text{L}(O) \cap S) \neq \emptyset \text{ then}
\]

\[
R := \text{Succ}_{-}\text{L}(O) \cap S
\]

\[
\text{order} := \text{top-down}
\]

\[
\text{else}
\]

\[
R := \{ \text{node with the highest ASAP value in } S \};
\]

\[
\text{if more than one, choose anyone}
\]

\[
\text{order} := \text{bottom-up}
\]

end if

Repeat

if order = top-down

while \( R \neq \emptyset \) do

\[
v := \text{Element of } R \text{ with the highest } H_v;
\]

\[
\text{if more than one, choose node}
\]

\[
\text{with lowest } \text{MOB}_u
\]

\[
O := O \cup \{ v \}
\]

\[
R := R \setminus \{ v \} \cup (\text{Succ}(v) \cap S)
\]

endwhile

order := bottom-up

R := \text{Pred}_{-}\text{L}(O) \cap S

else

while \( R \neq \emptyset \) do

\[
v := \text{Element of } R \text{ with the highest } D_v;
\]

\[
\text{if more than one, choose node}
\]

\[
\text{with lowest } \text{MOB}_u
\]

\[
O := O \cup \{ v \}
\]

\[
R := R \setminus \{ v \} \cup (\text{Pred}(v) \cap S)
\]

endwhile

order := top-down

R := \text{Succ}_{-}\text{L}(O) \cap S

endif

until \( R = \emptyset \)

endfor

Fig. 7. Ordering algorithm.

- Finally, if an operation \( u \) has neither predecessors nor successors, the scheduler computes the Early_Start of \( u \) as:

\[
\text{Early}_{-}\text{Start}_u = \text{ASAP}_u
\]

and scans the partial schedule for a free slot for the node \( u \) from cycle \( \text{Early}_{-}\text{Start}_u \) to cycle \( \text{Early}_{-}\text{Start}_u + II - 1 \).

- Initially, \( R = \{ n12 \} \) and \( \text{order} = \text{bottom-up} \).

- Then, all the ancestors of \( n12 \) are ordered depending on their depth and their mobility as a secondary factor. This gives the partial order \( O = \langle n12, n11, n10, n8, n5, n6, n1, n2, n9 \rangle \).

- Then, the order shifts to top-down and all the descendants are ordered based on their height and mobility. This gives the final ordering \( O = \langle n12, n11, n10, n8, n5, n6, n1, n2, n9, n3, n4, n7 \rangle \).
The next step is to schedule the operations following the previous order. II is initialized to \( M_{II} \) and the operations are scheduled, as shown in Fig. 5:

- The first node of the list, \( n_{12} \), is scheduled at cycle 10 (given by its ASAP) since there are neither predecessors nor successors in the partial schedule.\(^3\) Once the schedule is folded, this will become cycle 3 of stage 2.
- For the remaining nodes, the partial schedule contains either predecessors or successors of it, but not both of them. Nodes are scheduled as close as possible to their predecessors/successors. For instance, node \( n_{11} \) is scheduled as late as possible since the partial schedule only contains the successor of it. Because of resource constraints, this is not always possible as it happens for nodes \( n_8 \) and \( n_3 \).
- For instance, \( n_8 \) tries to be scheduled as late as possible, which should be cycle 5 in Fig. 5. However, at this cycle, the multiplier is already occupied by \( n_{11} \), which forces node \( n_8 \) to move one cycle above.

The second example consists of a loop with a more complex dependence graph with recurrences, as depicted in Fig. 8. We will assume a four-issue machine with four general-purpose functional units fully pipelined and with two-cycle latency.

In this example, \( M_{II} \) is equal to 6. The first step of the ordering phase is to group nodes into an ordered list of sets. As a result, the following list of three sets is obtained:

- \( S_1 = \{A, C, D, F\} \). This is the first set since it contains the recurrence with the highest \( RecM_{II} \) (i.e., \( (3 \text{ nodes} \times 2 \text{ cycles})/(1 \text{ distance}) = 6 \)).
- \( S_2 = \{G, J, M, I\} \). This is the set that contains the second recurrence
  
  \[
  \text{(RecM}_{II} = (3 \text{ nodes} \times 2 \text{ cycles})/(2 \text{ distance}) = 3)
  \]
  and the nodes in all paths between \( S_1 \) and this recurrence (i.e., node \( I \)).

### Table 1

<table>
<thead>
<tr>
<th>Node</th>
<th>ASAP</th>
<th>ALAP</th>
<th>( M )</th>
<th>( D )</th>
<th>( H )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n_1 )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>( n_2 )</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>8</td>
</tr>
<tr>
<td>( n_3 )</td>
<td>2</td>
<td>6</td>
<td>4</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>( n_4 )</td>
<td>4</td>
<td>8</td>
<td>4</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>( n_5 )</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>8</td>
</tr>
<tr>
<td>( n_6 )</td>
<td>2</td>
<td>6</td>
<td>4</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>( n_7 )</td>
<td>6</td>
<td>10</td>
<td>4</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>( n_8 )</td>
<td>4</td>
<td>4</td>
<td>0</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>( n_9 )</td>
<td>0</td>
<td>4</td>
<td>4</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>( n_{10} )</td>
<td>6</td>
<td>6</td>
<td>0</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>( n_{11} )</td>
<td>8</td>
<td>8</td>
<td>0</td>
<td>8</td>
<td>2</td>
</tr>
<tr>
<td>( n_{12} )</td>
<td>10</td>
<td>10</td>
<td>0</td>
<td>10</td>
<td>0</td>
</tr>
</tbody>
</table>

3. In fact, the resulting schedule stretches from cycles –1 to 10, but, in all the figures, we have normalized the representation, always starting at cycle 0, so \( n_{12} \) is in cycle 11 of Fig. 5.

Fig. 8. A sample dependency graph.

- \( S_3 = \{B, E, H, K, L\} \). This is the set with all remaining nodes.

Then, the nodes are ordered as follows:

- First, the nodes of \( S_1 \) are ordered, producing the partial order \( O = <F, C, D, A> \).
- Then, the ordering algorithm computes the predecessors of these four nodes, but finds that none of them belongs to \( S_2 \). It then computes the successors and finds that \( I \) and \( G \) belong to \( S_2 \), so it proceeds with a top-down sweep. This produces the following partial ordering: \( O = <F, C, D, A, G, I, J, M> \).
- Finally, the nodes of \( S_3 \) are considered. The traversal proceeds with the predecessor of \( S_1 \) and \( S_2 \) and performs a bottom-up sweep which produces the partial order \( O = <F, C, D, A, G, I, J, M, H, E, B> \). Then, the direction shifts to top-down and all the successors are traversed producing the final order: \( O = <F, C, D, A, G, I, J, M, H, E, B, L, K> \).

The scheduling phase generates the schedule shown in Fig. 9.

### 5 Performance Evaluation

#### 5.1 Experimental Framework

In this section, we present some results of our experimental study. We compare SMS with two other scheduling methods: HRMS and Top-Down.\(^4\) Both methods have been implemented in C++ using the LEDA libraries \([29]\). For this evaluation, we used all the innermost loops of the Perfect Club benchmark suite \([4]\) that have neither subroutine calls nor conditional exits. Subroutine calls prevent the loops from being software pipelined (unless they are inlined). Although loops with conditional exits can be software pipelined \([36]\), this experimental feature has not been added to our scheduler and is out of the scope of this work. Loops with conditional structures in their bodies have been IF-converted \([1]\) so that they behave as a single basic block loop. The dependence graphs of the loops have been obtained with the compiler described in \([3]\).

A total of 1,258 loops that represent the 78 percent of the total execution time of the Perfect Club (measured on a HP-PA 735) have been scheduled. From those loops, 438 (34.8 percent) have recurrence circuits, 18 (1.4 percent) have conditionals, and 67 (5.4 percent) have both, while the

4. A comparison with other scheduling approaches can be found in \([23]\).
remaining 735 (58.4 percent) loops have neither recurrences nor conditionals. Also, 152 (12 percent) of the loops have nonpipelined operations (i.e., modulo operations, divisions, and square roots) that complicate the scheduling task. The scheduled loops have a maximum of 376 nodes and 530 dependence edges, even though the average is slightly more than 16 nodes and 20 edges per graph.

We assume unit latency for store instructions, a latency of 2 for loads, a latency of 4 for additions and multiplications, a latency of 17 for divisions, and a latency of 30 for square roots. The loops have been scheduled for a machine configuration with two load/store units, two adders, two multipliers, and two Div/Sqrt units. All units are fully pipelined except the Div/Sqrt units, which are not pipelined at all.

5.2 Performance Results

Table 2 shows some performance figures for the three schedulers. Notice that SMS obtains an II equal to the MII for more loops than the other methods. It also requires fewer registers and obtains schedules with fewer stages than the other methods. In general, it produces results much better than the Top-Down scheduler, somewhat better than HRMS and very close to the optimal (SMS only fails to obtain a schedule with $II = MII$ for 18 loops; in other words, it is optimal for at least 98.6 percent of the loops). There is only one parameter (stage count, SC) for which it obtains worse results than the Top-Down scheduler, but it is due to the fact that Top-Down obtains larger initiation intervals. Larger initiation intervals mean that less parallelism is exploited and that less overlapping between iterations is obtained, requiring, in general, fewer stages but a higher execution time. Despite this, notice that SMS has smaller initiation intervals than HRMS, but it requires slightly fewer stages. This is because SMS was designed to optimize all three parameters: $II$, register requirements, and SC.

Once the loops have been scheduled, a lower bound of the register requirements ($MaxLive$) can be found by computing the maximum number of live values at any cycle of the schedule. As shown in [33], the actual register allocation almost never requires more than $MaxLive + 1$ registers; therefore, we use $MaxLive$ as a measurement of the register requirements.

Fig. 10 shows the cumulative distribution of the register requirements for the three schedulers. Each point $(x, y)$ in the graph represents that $y$ percent of the loops can be scheduled with $x$ registers or less. Since SMS and HRMS have the objective of minimizing the register requirements, there is little difference among them, even though SMS is slightly better in all aspects. This plot only considers the register requirements caused by the loop variants; the requirements for the loop invariants do not depend on the quality of the scheduling.

5.3 Compilation Time

In the context of using software pipelining as a code generation technique, it is also important to consider the cost of computing the schedules. In fact, this is the main reason why integer linear programming approaches are not used. The time to produce the schedule has, for instance, extreme importance when dynamic rescheduling techniques are used [6]. Fig. 11 compares the execution time of the three schedulers running on a Sparc-10/40 workstation. SMS only requires 27.5 seconds to schedule the 1,258 loops of the Perfect Club. Fig. 11 also compares the time required to compute the MII, to order the nodes (or compute the priority of the nodes), and the time required to perform the scheduling. Notice that Top-Down (which is the simplest scheduler) requires less time than the others to compute the priority of the nodes, and the time required to perform the scheduling. Notice that Top-Down (which is the simplest scheduler) requires less time than the others to compute the priority of the nodes, and the time required to perform the scheduling. This is because, when the scheduler fails to find a schedule with $MII$ cycles, the loop is

---

<table>
<thead>
<tr>
<th>Metric</th>
<th>SMS</th>
<th>HRMS</th>
<th>Top-Down</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Sigma II$</td>
<td>8815</td>
<td>8839</td>
<td>10113</td>
</tr>
<tr>
<td>$II / MII$</td>
<td>1.0101</td>
<td>1.0128</td>
<td>1.1588</td>
</tr>
<tr>
<td>Loops with $II &gt; MII$</td>
<td>18</td>
<td>31</td>
<td>157</td>
</tr>
<tr>
<td>$\Sigma SC$</td>
<td>5302</td>
<td>5408</td>
<td>5039</td>
</tr>
<tr>
<td>$\Sigma Regs.$</td>
<td>15157</td>
<td>15332</td>
<td>17183</td>
</tr>
</tbody>
</table>

---

Fig. 9. SMS scheduling of the dependence graph of Fig. 6. (a) Schedule of one iteration and (b) kernel of the scheduling.

Fig. 10. Cumulative distribution of the register requirements of loop-variants.
rescheduled with an increased initiation interval, and Top-Down has to reschedule the loops much more often than the other schedulers.

HRMS obtains much better schedules (requiring less time to schedule the loops) at the expense of a sophisticated and more time-consuming preordering step. SMS uses a simple, but very effective, heuristic to order the nodes that requires almost the same time as Top-Down to order the nodes and the same time as HRMS to schedule them. In total, it is about twice as fast as the two other schedulers.

6 SMS IN A PRODUCTION COMPILER

In this section, we describe an industrial implementation of SMS in the Equator Technologies, Inc. (ETI) optimizing compiler (introduced in [8]). ETI is a descendent of Multiflow Computer, Inc. [26] that produces a family of VLIW processors for digital consumer products.

6.1 Target Architecture

ETI’s MAP1000 processor is the target architecture used here. It is the first implementation of ETI’s series of Media Accelerated Processors (MAP). The experiments were executed on a preproduction (engineering prototype) MAP1000 chip running at 170 MHz. The MAP1000 is a quad-issue VLIW processor, composed of two identical clusters cl0 and cl1, as depicted in Fig. 12.

Each cluster contains:

- I-ALU unit (32-bit integer, load/store, and branch subunits),
- IFG-ALU unit (single-precision floating-point, DSP, and 64-bit integer subunits),
- general register file (64 × 32-bit registers),
- predicate register file (16 × 1-bit predicate registers),
- special-purpose PLV register (1 × 128 bits),
- special-purpose PLC register (1 × 128 bits).

An instruction word is 136-bits long and consists of four operations to drive the two clusters. Most operations can only be executed on either an I-ALU or an IFG-ALU. However, some operations, such as simple integer operations, can execute on both units, which gives a software pipeliner more flexibility when placing them. All functional units except for the divide units are fully pipelined and thus can accept a new operation on every cycle.

Branch instructions are delayed—the branch is issued at cycle i, but does not commit until cycle i + 2. Thus, there are 11 operations in the “delay slots” that must be filled (three operations in the instruction word containing the branch plus eight operations in the two following instruction words). This is significant for modulo scheduling as it forces MinII to be at least three cycles and those kernels with three cycles of work or less execute entirely in the delay slots. Of course, it is sometimes necessary to unroll small loops in order to produce enough work to populate these cycles.

The architecture contains limited support for software-pipelined loops, including a fully predicated instruction set (supporting if-conversion, for example) and speculative memory operations. Further, a select instruction is provided which selects one of two general register inputs based on a third predicate input. There is no other hardware support for overlapped loops—specifically, there are no rotating register files or corresponding loop instructions. Thus, for each pipelined loop, we must generate prologue and epilogue compensation and at least one copy of the compacted kernel (more if there are any lifetimes that overlap themselves).

Processor resources must be managed precisely by the compiler as there is no hardware interlocking (with the exceptions of bank stalls and cache misses). Further, due to the clustered functional units and register files, the compiler must be concerned with the cost of data movement between clusters. Cross-cluster movement can be accomplished by a simple register-register copy operation or by result broadcasting. Broadcasting refers to the ability of an operation to target its result to both the local register file as well as a register file on a remote cluster.

Each general-purpose register file holds integer, floating-point, and multimedia data. The registers are viewed as a set of overlapping classes depending on the instructions used to write or read them. These classes present complications for the software pipeliner and register allocator. Instructions with a restricted register operand, for example, must read the operand from r0 through r7 or r16 through r23. Further, instructions that broadcast can only write destination registers r0 through r15. Finally, 64-bit instructions read and write register pairs rN:rN+1 (where N is even and the instruction references N).

One class of operations, the sigma operations, needs special mention as they significantly affect the implementation of SMS. Consider one such operation

srshinprod.ps64.ps16 rd, rs, iw, ip,
where \( r_d \) and \( r_s \) are general register pairs and \( i_w \) and \( i_p \) are immediate operands:

\[
PLV = r_s[8 \times (i_p + i_w) - 1 : 8 \times i_p] \mid PLV[127 : 8 \times i_w]
\]

\[
r_d = \sum_{i=0}^{7} PLC.16i \times PLV.16i.
\]

The notation \([x : y]\) denotes a range of bits and \( x \parallel y \) represents concatenation of bits. The operation first updates the PLV register by shifting it to the right with the leftmost bits being replaced by bits from \( r_s \). Then, an inner product is computed into \( r_d \) by treating the 128-bit PLC and PLV registers each as a vector of eight signed 16-bit integers. Due to the fact that there is only one PLV register per cluster, it is not possible to have more than one corresponding lifetime intersecting in any given cycle (on the same cluster). This causes a problem for software pipelining which attempts to overlap operations. Section 6.2 addresses the issue in more detail, along with a method to handle such operations.

### 6.2 Improvements and Modifications to SMS

While the addition of SMS to the existing software pipeline was fairly straightforward, there were a few aspects that needed special attention. Some modifications were done without changing the essential characteristics of SMS, but rather to allow it to perform better when dealing with the complexities presented by the target VLIW architecture.

First of all, the interaction of the ordering algorithm with the ETI dependence graph structure presented a problem. Consider the section of the algorithm in Fig. 7 between lines 15 and 19 (and the analogous section between lines 23 and 27). An implicit assumption made here is that nodes are topologically distinguishable based on their height or depth. That is, it is assumed that nodes with dependence relationships will have distinct values for height and depth that correspond to their topological position in the graph. This is a reasonable assumption, yet the ETI graph structure does not satisfy it because some nodes may have an associated latency of 0. In fact, a negative latency will exist for nodes that constrain a branch due to the branch delay slots of the architecture. For example, if the latency of a node (with one successor) is 0, then that node and its successor will have the same height and depth. In these cases, the SMS algorithm cannot rely on just the height/depth values since they can be ambiguous when nonpositive latencies are involved. A simple modification is made in the ETI version so that, when choosing between related nodes (e.g., lines 16 and 24 in Fig. 7), the intervening graph edges are examined and not just the height/depth values. In other words, we pay attention to the full graph structure when height and depth don’t give a complete characterization of the graph topology. This is slightly more expensive, but is only necessary in compilers with graph representations allowing nodes with nonpositive latencies, which is a feature not used by many compilers.

A second modification relates to a special group of operations that are particularly troublesome for pipelining. The sigma operations, in addition to using the general registers, rely on an exclusive register resource. This special-purpose 128-bit register (PLV) is larger than the general registers but only one of them exists per cluster.

Sigma operations read the value of the cluster-local PLV and write a new value to it (in addition to the general register destination). Because there is only one PLV (per cluster), the modifying operations must be issued sequentially. Typically, sigma operations appear in chains of four or more (at least in the programs developers are producing). Since these instructions appear in groups and they read/modify an exclusive resource, it is important that they be issued as close as possible to each other. This increases the chance that the \( MII \) will be achieved or that the chains can be issued at all. In most cases, the kernel is not large relative to the size of the chain and, so, issuing them atomically is crucial. To achieve this, SMS has been extended by treating a chain of sigma operations like a recurrence, that is, as a high priority subgraph. During the first phase of SMS, chains are detected and a separate set is created for each one. The sets are ordered with the longest chains having highest priority. These sets are prioritized higher than recurrence sets since the resources consumed on a recurrence will likely prevent a chain from being able to be issued. It is usually easier to schedule all other nodes around the chains. Fig. 13 depicts the problem presented by the exclusive PLV resource. The asetinprod operation initializes the PLV register while the srshinprod operation consumes the PLV, resulting in the lifetime shown in Fig. 13b. However, the PLV requirement of the kernel (Fig. 13d) is greater than one in cycle 0, which is illegal. Normal operations can simply write to another register, but, for sigma operations, the scheduler must ensure that such a situation never arises.

Two additional improvements aim at obtaining the smallest possible \( II \) by ensuring good resource compaction. SMS tries to simultaneously optimize a number of factors, such as register pressure, \( II \), and \( Stage \ Count \). Sometimes, optimizing one factor can have a negative impact on another. In a few cases, the optimization of register usage by SMS produced schedules with a larger \( II \) than could have been achieved. This does not happen frequently, but can be seen more often on machines with very complex resource usage. The behavior has been observed on the target VLIW, which has multiple clusters and end-of-pipeline resource
contention, such as register write ports (all managed by the scheduler). Because of the resource complexity, it is possible to place certain operations which will prevent others from being placed even when there are enough total resources available. The third modification involves the choice of nodes that occur at various points in the algorithm: lines 10, 16, and 24. In all three cases, there is the possibility that more than one node matching the criteria will be available to choose from. The original algorithm will arbitrarily pick one of the multiple nodes. The actual node picked could depend on the data structure tracking the nodes or other factors. In this way, an undesirable node might be chosen which would later lock-out another node, thereby increasing the II. The modified version replaces the random choice with a guess based on resource consumption of the node. For instance, if one node is a long latency, nonpipelined divide operation and the other a single-cycle addition operation, it is assumed choosing the first would probably result in better resource compaction. Similarly, if we notice that, between two nodes, one is more constraining in terms of read or write port resources than the other, we choose it.

The fourth modification tries to obtain tight resource compaction by adding a symmetric case in the initialization of work set R (lines 3 to 12). The order of the conditions gives preference to the bottom-up direction which is desirable in most cases. The symmetric case below would give preference to the top-down direction instead:

```plaintext
3' if (Succ_L(O) ∩ S) \neq \emptyset then
4' R := Succ_L(O) ∩ S
5' order := top-down
6' else if (Pred_L(O) ∩ S) \neq \emptyset then
7' R := Pred_L(O) ∩ S
8' order := bottom-up
9' else
10' R := \{node with the smallest ASAP value in S; if more than one, choose anyone
11' order := top-down
12' end if
```

In the actual implementation, the loop is first scheduled with the original method and only scheduled a second time with the symmetric case if MII is not achieved. If the second attempt results in the same II as the first (or larger), then the first schedule is chosen since the bottom-up preference usually produces better lifetime reduction given the same II. A similar idea of using multiple scheduling attempts at each II is also used by the SGI MIPSpro compiler described in [34] and the PGI i860 compiler [28]. However, neither of those compilers simultaneously schedules some operations bottom-up and others top-down as in the SMS method.

### 6.3 Performance Results

In this section, we evaluate the effectiveness of SMS compared to the original ETI modulo scheduler and validate that the effort spent implementing it in a production compiler was worthwhile. The experiments here are based on a small number of critical customer application programs from the areas of signal processing and 2D/3D graphics as well as some benchmark codes. Table 3 describes the industrial workbench.

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>UWICSL</td>
<td>A library of signal and image processing routines from the University of Washington Image Computing Systems Lab.</td>
</tr>
<tr>
<td>Omika</td>
<td>A customer benchmark for 3D geometry setup and lighting calculations.</td>
</tr>
<tr>
<td>Rasterizer</td>
<td>Selected routines from a software 3D rasterizer.</td>
</tr>
<tr>
<td>MPEG2</td>
<td>ETT’s MPEG2 video decoder.</td>
</tr>
<tr>
<td>Modem</td>
<td>A software v.34 modem.</td>
</tr>
<tr>
<td>NAS</td>
<td>A C language version of the NAS Parallel Benchmarks apbp and apsp.</td>
</tr>
</tbody>
</table>

There are 75 total loops with the following characteristics: 15 (20 percent) contain nontrivial recurrences; 17 (22.7 percent) contain conditionals; and five (6.7 percent) contain both recurrences and conditionals. While a detailed instruction breakdown is not presented, many of the loops contain complex operations such as nonpipelined divides and chains of sigma operations which complicate scheduling.

We first compare the two schedulers from the point of view of initiation interval, stage count (SC), replication factor (RF), and register requirements assuming an infinite number of registers. The replication factor is the number of copies of the kernel needed to perform modulo variable expansion [20]. Later, we consider the addition of spill code and its effect in performance when a finite number of registers is considered (64 registers per cluster).

Table 4 compares some performance metrics. The total register requirements are shown as well as per-cluster totals (CL0, CL1). First of all, both schedulers achieve the MII for all the loops except two (one loop in UWICSL and one in the NAS APBPT applications) due to resource conflicts; they obtain the same II in the two loops.

The average number of registers per loop is 47.2 for SMS compared to 55.6 for top-down. Further, a detailed analysis of the individual results show that, of the 75 loops, SMS uses fewer registers than top-down in 63 of them. In six other cases, the register usage is identical. The top-down scheduler uses fewer registers than SMS in only six of the
loops. Table 5 also shows that SMS performs considerably better than top-down in terms of RF (more on this later).

Although the average register requirements are reasonable for the architecture we are considering, it is important to look to the requirements of the individual loops in more detail. Fig. 14 shows the cumulative register requirements for this workbench. Notice that, in this case, the register pressure for this collection of software pipelined loops is much higher than the pressure for the loops in the Perfect Club. In particular, SMS is able to schedule only 45 percent and 81 percent of the loops with 32 and 64 registers, respectively; the original top-down approach does the same for only 40 percent and 71 percent of the loops.

The target architecture described earlier includes a 128-register file organized as two clusters of 64 registers each. For this configuration, we see that only two loops need the addition of spill code when scheduled using SMS; however, six loops need spill code when scheduled using the top-down approach. Table 6 shows the final II that is obtained after adding spill code and rescheduling the loops.

What is a bit more interesting than a static loop-level comparison is the dynamic speed up of the applications containing the affected loops. In the MPEG2 application, for example, the bottleneck loop (accounting for 70 percent of total run-time) was significantly slower when scheduled with top-down than with SMS. This is due to a larger final II, extra memory references resulting from spill code, and a larger replication factor that affected the instruction cache performance. As shown in Table 7, the resulting total MPEG2 speedup is 11 percent when compiled with SMS rather than top-down. This is one of ETI’s most critical applications, so obtaining this improvement with a simple recompile is exciting. Also shown are the other affected applications and their speed-ups.

On the 128-register MAP1000, most of the loops are scheduled without needing spill code. Even in cases where spill code is not necessary, it is still important to reduce register pressure. An inner-loop reduction of register requirements can increase the availability of registers to outer-loops and to the overall surrounding code. However, we can get a better idea of the positive impact of SMS on this particular workbench by assuming a smaller number of registers. To this end, another experiment was performed by forcing the compiler to assume only 64 total general-purpose registers (two clusters of 32 registers each). The results of rescheduling the loops with the smaller configuration are shown in Table 8. For this trial, 13 loops required spilling with SMS, whereas 21 loops required spilling with top-down. One loop from the UWICSL suite could not be compiled at all with 64 registers due to its very high register requirements. This loop was excluded from the computations in the table.

As seen in Table 9, SMS compiled applications have significantly better dynamic run-time in 12 instances. As expected, SMS is more effective as the register file size decreases. The MPEG speed-up in the 64-register model was slightly less than in the 128-register model because, this time, both SMS and top-down schedules had some amount of spilling (there was no spilling for SMS in the 128-register case). The dynamic results indicate that, for typical RISC processors with 32 registers, lifetime-sensitive modulo scheduling would be very beneficial.

Finally, because SMS reduces register lifetimes, it seems intuitive that the replication factor might also be reduced. The experiments support this intuition. On average, loops scheduled with SMS require one less copy of the kernel than loops scheduled with the top-down scheduler (Table 4). While not completely unexpected, the results shown in

<table>
<thead>
<tr>
<th>Application or function</th>
<th>SMS Compiled (cycles)</th>
<th>Top-Down (cycles)</th>
<th>Speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td>UWICSL: hurst</td>
<td>10,124,474</td>
<td>10,657,342</td>
<td>5%</td>
</tr>
<tr>
<td>Omika</td>
<td>983,627</td>
<td>1,101,662</td>
<td>12%</td>
</tr>
<tr>
<td>MPEG2</td>
<td>5,812,230</td>
<td>6,451,576</td>
<td>11%</td>
</tr>
<tr>
<td>Modem</td>
<td>38,315,392</td>
<td>39,081,699</td>
<td>2%</td>
</tr>
</tbody>
</table>

| TABLE 5 |
| Analysis of Individual Loop Results—Registers and Replication Factor |

<table>
<thead>
<tr>
<th>Method</th>
<th>Registers</th>
<th>Replications</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>&lt; = &gt;</td>
<td>&lt; = &gt;</td>
</tr>
<tr>
<td>SMS</td>
<td>63 6 6</td>
<td>44 26 5</td>
</tr>
<tr>
<td>Top-down</td>
<td>6 6 63</td>
<td>5 26 44</td>
</tr>
</tbody>
</table>

| TABLE 6 |
| Static Comparison of the Two Schedulers in ETI after Adding Spill Code (128 Registers) |

<table>
<thead>
<tr>
<th>Metric</th>
<th>SMS</th>
<th>Top-Down</th>
</tr>
</thead>
<tbody>
<tr>
<td>Σ II (average)</td>
<td>1702 (22.7)</td>
<td>1735 (23.1)</td>
</tr>
<tr>
<td>II / MII</td>
<td>1.03</td>
<td>1.05</td>
</tr>
<tr>
<td># of loops w/ spills</td>
<td>2</td>
<td>6</td>
</tr>
</tbody>
</table>

| TABLE 7 |
| Dynamic Speed-Up of SMS Compiled Applications of the Prototype MAP1000 (128 Registers) |

<table>
<thead>
<tr>
<th>Application or function</th>
<th>SMS (cycles)</th>
<th>Top-Down (cycles)</th>
<th>Speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td>UWICSL: hurst</td>
<td>10,124,474</td>
<td>10,657,342</td>
<td>5%</td>
</tr>
<tr>
<td>Omika</td>
<td>983,627</td>
<td>1,101,662</td>
<td>12%</td>
</tr>
<tr>
<td>MPEG2</td>
<td>5,812,230</td>
<td>6,451,576</td>
<td>11%</td>
</tr>
<tr>
<td>Modem</td>
<td>38,315,392</td>
<td>39,081,699</td>
<td>2%</td>
</tr>
</tbody>
</table>
were a bit surprising. SMS was able to schedule 54 percent of the loops with two replications and 92 percent of the loops with four replications. Top-down, on the other hand, scheduled only 21 percent and 77 percent of the loops with two and four replications, respectively. Since most of the literature on modulo scheduling assumes that the target architectures have rotating register files, little attention is given to the replication factor issue. However, the VLIW targeted here has a relatively small instruction cache and code size reduction is very important. Examination of the replication factors shows a possible area for improvement in the ETI pipeliner, even considering the SMS results.

6.4 Additional Implementation Observations

Finally, we outline three additional aspects, primarily related to the target processor architecture, that have not been included in the current implementation and that need further attention. Future research is needed to determine how these aspects interact with our lifetime-sensitive software pipelining.

First, SMS was not originally designed to take into account the limited connectivity of clustered (partitioned) architectures (e.g., the MAP1000) and the data movement required when assigning functional units. This implies that minimizing lifetimes may not necessarily produce a register reduction since an imbalance across clusters may result. Even so, SMS performs quite well on average and the problem is rarely observed in the applications compiled. It is possible that the behavior would be more pronounced on a machine with more than two clusters. SMS has been extended to deal with clustered architectures [14], [30].

Second, the broadcast feature mentioned earlier contributes to register pressure on both clusters simultaneously, so it is worthwhile to make any register-sensitive scheduler take it into consideration. Also important is determining which operations should broadcast their results. Another issue relates to certain operations requiring an operand to be in a restricted register—a register from a subset of the register file. These restricted register operands can cause high register pressure within the restricted subset (which is only 25 percent of the registers) even though there may not be high contention in the nonrestricted subset. It would be beneficial for SMS to take into account that these restricted lifetimes are usually more important to minimize than others.

And, third, applying loop unrolling before pipelining may provoke undesirable effects in the SMS algorithm. The dependence graph of a loop body unrolled \( n \) times will be roughly \( n \) times “wider” than it would be without unrolling. Further, each of the unrollends has the same length critical path as each of the others. SMS will begin ordering at the bottom-most node of one of the unrollends. It will then proceed to order all of the nodes at the same depth but from distant parts of the whole graph (i.e., from the different unrollends). Thus, the final node order may cause too wide a computation to be in progress at some point during scheduling. That is, too many simultaneously live values from distinct unrollends may consume all available registers. The problem is analogous to top-down list schedulers that order nodes in a breadth-first fashion, potentially causing too much parallelism and the corresponding increase in register pressure. One possible solution for reducing the register requirements would be to confine the ordering phase to smaller sections of the graph. For example, if it is assumed the unrolled graph contains no recurrences, then the current ordering phase is presented with one large set containing the entire graph (all the unrollends). This set could be partitioned into \( m \) new sets such that \( n/m \) unrollends are contained in each. During

<table>
<thead>
<tr>
<th>Application or function</th>
<th>SMS (cycles)</th>
<th>Top-Down (cycles)</th>
<th>Speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td>UW: median3</td>
<td>1,182,304</td>
<td>1,288,712</td>
<td>9%</td>
</tr>
<tr>
<td>UW: affine8</td>
<td>2,696,915</td>
<td>3,020,544</td>
<td>12%</td>
</tr>
<tr>
<td>UW: persp8</td>
<td>4,912,518</td>
<td>5,860,634</td>
<td>19%</td>
</tr>
<tr>
<td>UW: rotate8</td>
<td>751,798</td>
<td>856,000</td>
<td>14%</td>
</tr>
<tr>
<td>UW: rgb2cmky</td>
<td>2,825,179</td>
<td>2,912,760</td>
<td>3%</td>
</tr>
<tr>
<td>UW: div8</td>
<td>261,238</td>
<td>276,387</td>
<td>6%</td>
</tr>
<tr>
<td>UW: cfft</td>
<td>4,110,541</td>
<td>4,521,592</td>
<td>10%</td>
</tr>
<tr>
<td>Omika</td>
<td>1,658,147</td>
<td>1,940,033</td>
<td>17%</td>
</tr>
<tr>
<td>Rasterizer</td>
<td>1,118,834</td>
<td>1,208,341</td>
<td>8%</td>
</tr>
<tr>
<td>MPEG2</td>
<td>7,174,036</td>
<td>7,834,048</td>
<td>9%</td>
</tr>
<tr>
<td>NAS</td>
<td>61,697,495</td>
<td>64,165,395</td>
<td>4%</td>
</tr>
<tr>
<td>Modem</td>
<td>39,614,976</td>
<td>40,644,966</td>
<td>3%</td>
</tr>
</tbody>
</table>

### TABLE 8

Static Comparison of the Two Schedulers in ETI after Spill Code Is Added (64 Registers)

<table>
<thead>
<tr>
<th>Metric</th>
<th>SMS (average)</th>
<th>Top-Down (average)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Sigma II )</td>
<td>1390 (18.8)</td>
<td>1471 (19.9)</td>
</tr>
<tr>
<td>II / MII</td>
<td>1.06</td>
<td>1.12</td>
</tr>
<tr>
<td># of loops w/ spills</td>
<td>13</td>
<td>21</td>
</tr>
</tbody>
</table>
scheduling, the final ordering would allow a narrower computation with less register pressure, albeit probably at the expense of a larger stage count.

7 Conclusions

We have presented a novel software pipelining technique that is called Swing Modulo Scheduling (SMS). It is a heuristic technique that produces near optimal schedules in terms of initiation interval, prologue/epilogue size, and register requirements while requiring a very low compilation time. The technique has been deeply evaluated using 1,258 loops of the Perfect Club that represent about 78 percent of the total execution time of this benchmark suite. We have shown that SMS outperforms other heuristic approaches in terms of quality of the obtained schedules, which is measured by the attained initiation interval, register requirements, and stage count. In addition, it requires less compilation time (about half of the time of the schedulers used for comparison).

In the paper, we have also evaluated an implementation of SMS in a production compiler for VLIW architectures targeted to digital consumer products. Experimental results show that it outperforms the original available software pipeliner implementation on a variety of customer workloads.
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