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As companies store, process, and analyse bigger and bigger volumes of highly heterogeneous data, novel research and technological challenges are emerging. Traditional and rigid data integration and processing techniques become inadequate for a new class of data-intensive applications. There is a need for new architectural, software, and hardware solutions that are capable of providing dynamic data integration, assuring high data quality, and offering safety and security mechanisms, while facilitating online data analysis. In this context, we propose moduli, a novel disaggregated data management reference architecture for data-intensive applications that organizes data processing in various zones. Working on moduli allowed us also to identify open research and technological challenges.

1. INTRODUCTION

A data-intensive workflow is a process, composed of a series of tasks, in which the primary focus is on handling and manipulating large volumes of multi-modal data (a.k.a. heterogeneous data), like structured relational records, semi-structured xml/json, graphs, web pages, short and long texts. Such workflows typically involve the acquisition, storage, processing, analysis, and management of substantial amounts of data. Today, machine learning (ML) plays a crucial role in data-intensive workflows by providing tools and techniques to extract valuable insights, patterns, and predictions from large and complex datasets. This impact spans various fields, including: (1) data analysis (utilizing machine learning for classification, regression, clustering, and anomaly detection), (2) performance optimization of tasks and processes, (3) automation of repetitive tasks, (4) enhancement of decision-making processes through data-driven insights, and (5) the personalization of user experiences by recommending
products, content, or services, based on user behavior and preferences.

The most common business areas of machine learning applications include: Recommender Systems, Natural Language Processing, web search engines, E-commerce, User Behaviour Prediction, and Social Media Analysis.

—In **Recommendation Systems** ML is used to analyze current and past user behavior, preferences, and historical data to recommend articles, products, or videos, tailored to individual users.

—**Natural Language Processing (NLP)** techniques like Large Language Models (LLMs) empower chatbots and virtual assistants for customer support to answer user queries and provide recommendations as well as for well being of elderly people.

—For **Search Engine Optimization (SEO)**, high-ranking keywords need to be identified; moreover, web content needs to be optimized accordingly, i.e., its quality rated and improved to increase search engine visibility.

—In **E-commerce** applications, ML may help to adjust product prices in real-time, based on factors like demand, competition, and historical sales data.

—Tasks of the **User Behavior Prediction** include the prediction of the time various users spent on a given website and the likelihood of a user clicking on an ad or link to optimize ad placements.

—**Social Media Analysis** is concerned, e.g., with the identification of social media influencers who are relevant to a brand or product, and with monitoring social media trends and sentiment to inform marketing strategies.

Despite the different purposes, all these applications are data driven, i.e., require data processing workflows to extract, ingest, store, clean, homogenize, integrate, and analyse multi-modal data to generate insights, typically, in the form of dashboards or mathematical models. A typical data science approach to running data processing workflows is based on Python or R scripts run in notebooks [Psallidas et al. 2022]. However, such an approach has a number of clearly identifiable drawbacks, especially for data-intensive workflows, including: poor performance, lack of data safety and security, and no central (master) repository of code and data. Yet, we observe that current practices largely ignore the relevance of data engineering solutions such as database technologies, data integration architectures, data curation techniques, and the optimisation of data processing pipelines [Romero and Wrembel 2020].

In this paper, we highlight the relevance of data management for data-intensive workflows and argue that it must be considered as a first-class citizen to unleash the full potential of any kind of data-driven technologies. We put forward a database management system (DBMS)-centric approach, where data are systematically managed and where the main data engineering tasks are operationalised to promote good practices among analysts. Combining the concept of a DBMS, i.e., data engineering technologies, with the needed functionalities of data-intensive workflows is however not trivial. As a result, we discuss the need to extend the traditional architecture of a DBMS to accommodate such needs in what we call a **disaggregated DBMS architecture**. Furthermore, we identify the main research and technological challenges to facilitate its adoption by data engineers and data scientists.

We argue that a systematic approach, following a DB-centric approach, is required in order to successfully manage and analyse data regardless of the final objective.

This paper results from:

— a panel discussion entitled *Future Trends in Databases: from Data Science through Artificial Intelligence to Quantum Computing*[^1][^2], organized within the 60th anniversary of the *International Federation for Information Processing (IFIP)*[^3].

—the research carried out by the IFIP Working Group 2.6 - Databases[^4].

2. DISAGGREGATED ARCHITECTURE

A disaggregated DBMS architecture consists of a set of system modules, repositories, and data flows that inter-operate to provide, as a whole, not only the functionality of a DBMS, but also providing means to collect, store, transform, format, homogenize, clean, and integrate highly heterogeneous data. These data will be made available for analytical tasks. Even though architectures of this type have been previously proposed [Amer-Yahia et al.

[^1]: https://www.youtube.com/watch?v=GefT0T1nQ
[^2]: https://www.ifipnews.org/ifip60-upcoming-future-information-processing-events/
[^3]: https://ifip.org/
moduli · 2021; Ghosh et al. 2022; Hai et al. 2021], they focus on specific applications. Therefore, a general and comprehensive reference architecture, with a description of its core modules, is still missing. For this reason, we start by introducing a reference architecture, named *moduli* that will help us drive the discussion.
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**Fig. 1. moduli: the data backbone and modules**

Figure 1 rethinks the concept of a DBMS within *moduli*. *moduli* is disaggregated by nature (as opposed to single-product DBMS solutions) and spans different types of tools (e.g., scripting, notebooks, NoSQL databases, distributed processing such as Spark) to flexibly accommodate the needs of data-intensive workflows and to serve as a master data repository for organisations.

First, the *loader* module ingests data from data sources via a pull (e.g., API-based) or push (e.g., streaming) mechanism. Each dataset (or its version) is stored as is in the **landing zone**. A key (e.g., data source name plus a timestamp) must be defined to find and fetch a given dataset. The *transformer* module transforms the raw datasets into new datasets following a common data model (the system’s canonical data model) and moves them into the **formatted zone**. In this zone, datasets are homogenized w.r.t. a common data model and format. The *cleaning* module reads the formatted zone, applies data quality rules and moves the data into the **trusted zone**. Since data are common for all organisations, quality rules applied by this module must be general and not specific to a given data analysis. Finally, the *data integration* module integrates the individually processed datasets into single views for the analysts. These views, which reside in the **exploitation zone** are exposed to the analysts and are enriched with the day-by-day vocabulary in the organisation, thus facilitating their understanding and usage.

The separation of concerns is essential in *moduli* to facilitate maintenance and incremental data management, while accommodating specific solutions tackling specific needs of the organisation. Furthermore, metadata must be generated and stored to be later exploited (e.g., for provenance or model explainability purposes).

In addition, throughout the data backbone, optimisation processes are run. They are traversal and dependent on the chosen architecture but generic in nature. Optimisation tasks in *moduli* are, in essence, are the same as conducted in a DBMS but they are challenged by the disaggregated architecture and heterogeneous hardware. Traditional descriptive data analysis techniques (e.g., OLAP) connect with the **exploitation zone**. However, more advanced analytical pipelines require further data management specific to the analysis at hand (as shown in Figure 2). For example, ML algorithms require specific data pre-processing, including the so-called feature engineering [Boeschoten et al. 2023] and vectorization [Villamizar et al. 2023].

Every analytical project must define an analysis backbone. It starts with the **data discovery** module that helps data analysts find relevant data views in the **exploitation zone** for their targeted analysis. Relevant datasets are made available in **sandboxes** where analytical transformations happen. First, the **feature engineering** module generates features (based on available data) and labels the instances, if needed. The generated features are stored in the **feature store**, which is a repository handling the required metadata to understand how a feature has been generated. The **data preparation** module prepares data for the learning phase by applying preparation rules (e.g., specific data imputation or discretisation) and as a result, it generates training and validation datasets. These datasets are used by the **model training** module to learn and validate a model given a set of hyperparameters. Performance metrics are generated and stored as metadata to guarantee traceability.

The analysis backbone must largely automate the data flows and automation of experiments, based on the specific analytical objectives. Also, it must provide out-of-the-box support to run most of these steps using current good
practices (e.g., Python / R notebooks), similar to in-DB-processing currently offered for languages such as Java. Last but not least, the backbone must provide validation modules allowing to assess the accuracy of the discovered models using methods that are specific to the studied problem. It must also verify the application of non-biased decisions and the reproducibility of the results.

The presented new backbones open up new research opportunities and expose a number of challenges around moduli, which are discussed in the following sections of the paper.

3. METADATA MANAGEMENT AND PROVENANCE

moduli identifies a set of key metadata artifacts, which are an essential part of the architecture. Most of them are meant to enable first-class citizen data governance. Whereas most research has been focusing on providing data provenance for answers of structured queries evaluated over datasets [Glavic et al. 2013; Herschel et al. 2017], provenance can also be used to describe the datasets themselves, independent of the analysis that they are used for.

As we target a trustworthy data management and processing platform, it is important to manage metadata about datasets as well, i.e., data describing the data. The basic information to capture include: (1) when a dataset was uploaded, (2) by whom, (3) in which format, (4) a dataset content. If we also capture information about data ownership and policies about who should have access to which dataset, then we lay the foundations of data governance, which aims at supporting data availability, usability, integrity and security [Stedman 2022].

Driven by new regulations such as GDPR and HIPAA, this point becomes increasingly important. Yet, it remains an open challenge how to support this at scale, especially in the presence of heterogeneous data and mostly undocumented processes going through legacy data workflows.

Often, datasets that are being stored and used are the result of a process, where the original data were extracted (maybe even from a natural language text), cleansed and maybe integrated with other datasets. Capturing metadata about such provenance is vital to enable trustworthiness and explainability. This can, for instance, include who pre-processed the data, which version of an original dataset was used, which version of a particular software, etc.

Such datasets then typically become part of data science pipelines and complex processes to run specific analyses. Data scientists typically select only relevant subsets, integrate them with other datasets – maybe also external data, build and train ML models, and make predictions.

Keeping metadata and provenance about such pipelines is yet another important aspect that forms the foundation of repeatability and explainability; explaining the ML model is one aspect attracting much attention in research at the moment [Dwivedi et al. 2023] but it remains incomplete if we cannot explain what the data the model was trained on, how it was pre-processed, and where it came from.

Open challenges stretch from the lack of sufficient standardization, scalability, privacy-compliance, versioning of datasets and software to interactive support of meta-data based search and data exploration. Another line of research tries to learn from available metadata and workflows to help data scientists across different platforms exchange information and learn from each other [Mansour et al. 2021], which eventually leads to better support of AutoML [He et al. 2021], where data scientists are assisted in formulating pipelines.

Yet another unexplored challenge is structure lineage, which allows to track dependencies between data structures
in a database (e.g., tables, attributes, views, procedures, functions) along the whole data processing pipeline. Such dependencies are needed to be able to discover which objects are affected by changes made to other objects. The difficulty in this context results from (1) temporal objects (e.g., temporal tables), which cause lineage breaks, (2) a large number of big heterogeneous data sources (e.g., banks integrate hundreds of data sources in one system) to be tracked, (3) dozens or hundreds of thousands of dependencies to be legibly visualized. In standard data science processing pipelines, which are based on files as storage and Python/R as data processing tools, structure lineage is practically impossible.

4. DATA INTEGRATION

Data integration is the last step in moduli's data backbone (see Figure 1) and the module responsible for this step produces the datasets available in the exploitation zone. Classic data integration was mostly considered and designed for relational database systems [Golshan et al. 2017]. The basic principle is to distinguish between a global schema that integrates the data from all the source datasets and the local schemas of the sources themselves, and then define mappings that convert the data and queries (e.g., the GAV, LAV, GLAV approaches). This principle can be applied to Big Data [Dong and Srivastava 2015] with data warehouses and ETL processes, including advanced topics, such as data fusion and duplicate detection [Christophides et al. 2021], as well as to distributed and loosely coupled mediator-wraper architectures [Wiederhold 1992] in distributed environments. A new data integration architecture has been proposed recently - it is called a data mesh. It uses virtual integration, like mediator-wraper, to build a federation of independent data sources (see for example [Wrembel 2023] for an overview of various data integration architectures).

However, especially in recent years, the requirements have significantly changed. For example, whereas in the past it was often possible to design a global schema (almost) manually, the amount and heterogeneity of data that is being collected in today's use cases go far beyond the scalability of traditional approaches. It is still an open challenge how to integrate the vast amounts of multi-modal data [Stonebraker and Ilyas 2018] that come in different formats, quality, and versions. In general, it is not always possible to design a single global schema that fits all possible applications. Instead, we have witnessed an on-demand style of data integration, where data are integrated when needed and for specific analyses. Although this development goes hand-in-hand with Data Lakes (DL) [Hai et al. 2021; Nargesian et al. 2019a] or Data Lakehouses [Harby and Zulkernine 2022; Tagliabue et al. 2023], which become the standard way of collecting and storing large amounts of heterogeneous data, there are no efficient and advanced solutions yet (going significantly beyond keyword search) that help data scientists find relevant datasets for a specific information need or analysis.

Nevertheless, we argue that the data integration module in moduli needs to be flexible, as in modern DLs, and it needs to assist data scientists to find and integrate tables and other data objects relevant for a given task. To achieve this flexibility and to efficiently accommodate changes and evolution of the underlying datasets, graph technologies, in particular knowledge graphs (KGs), have become popular – in some cases, entire analytical frameworks can be built upon this paradigm, with graphs being used as the common data format [Cudré-Mauroux 2020; Gu et al. 2022; Nadal et al. 2023; Nath et al. 2022; Noy et al. 2019; Sakr et al. 2021], or as a compact representation of heterogeneous raw data [Mavlyutov et al. 2017]. KGs can also be used to introduce semantics that assists in solving challenges, such as: (1) identifying semantically relevant and related datasets – beyond straightforward string similarity of keywords, and (2) integrating them in a meaningful way by exploiting semantic links between entities across heterogeneous datasets. Still, scaling this principle to automatically integrate thousands of heterogeneous datasets in a general-purpose framework remains an open challenge.

5. DATA QUALITY

Successful data-intensive workflows require high-quality data, as the results they produce strictly depend on the input data [Eppler and Helfert 2004; Haug et al. 2011]. Data quality is still an issue in standard relational data repositories owned by corporations. External data sources being integrated in data lakes (e.g., open data repositories, foras, web portals, social media) provide data of much lower quality (e.g., missing, misspelled, erroneous, contradictory, differently formatted).

Experts agree in identifying high-quality data as data fit for its intended purpose. This definition, akin to the notion of quality for business products [Juran and Godfrey 1999] is well-accepted in several fields of application [Kohavi et al. 2004; Karkouch et al. 2016].

Data quality techniques are even more important in data-intensive workflows, which process large volumes of data from multiple and heterogeneous sources [Dong and Srivastava 2013]. The heterogeneity and the lack of a global
structure, render low-quality data even harder to process [Nargesian et al. 2019b]. Whenever possible, data quality issues should be addressed at ingestion time, i.e., before data enters the loading zone (see, e.g., [Ceravolo et al. 2018]). Since this is typically not possible or guaranteed, the data cleaning module must guarantee the right fit for the intended purpose. Specific algorithms can make some data-intensive workflows noise robust [Liu et al. 2021; Mehrabi et al. 2022; Natarajan et al. 2013; Ratner et al. 2016].

To reflect the need for high quality data, moduli imposes that data must reach the trusted zone only after their quality has been assessed (and possibly improved) by the cleaning module. Cleaning and assessment processes must be traced with the corresponding metadata artefacts (see Figure 1).

The cleaning module may consist of any combination of data quality techniques that are fit for the data arriving at the formatted zone. Usually, these techniques are tailored to work in specific domains [Batini et al. 2009] and may tackle only specific data issues. This extreme specificity makes their results hard to compare [Wang et al. 1995] and generally insufficient for our needs because the data in the formatted zone may belong to multiple domains and their quality may depend on cross-domain information.

In this scenario, domain-specific data quality techniques should be used alongside domain-independent ones that are capable of describing the bigger picture. Accordingly, multiple efforts have produced frameworks that can accommodate such techniques and make them work in practice [Mezzanzanica et al. 2015; Sessions and Valtorta 2009]. These efforts have been further fostered by the introduction of the ISO 25012 standard that prescribes a unified framework for data quality. Despite the broad interest, the problem of defining data quality techniques that can work effectively across different domains remains still open.

In this context, we foresee the importance of a framework that can provide a unified view of the quality of the data in the formatted zone. This framework should be able to reconcile the results of different domain-specific techniques without losing the specificity of their results and foster appropriate cleaning techniques.

To define quality characteristics that remain relevant across different domains, the notion of data quality dimensions (from now on simply dimensions) [Batini and Scannapieco 2016] may be used. Intuitively, a dimension is an aspect of the overall quality that can be interpreted, assessed, and possibly improved individually [Ceravolo and Bellini 2019; Sattler 2009]. Dimensions usually come with a corresponding assessing technique that defines how the specific characteristics can be measured on data.

In moduli, we foresee the use of dimensions as a conceptual tool to define the data quality rules applied by the cleaning module. Accordingly, an important challenge is to define dimensions and corresponding assessing techniques that are suitable for use in specific data-intensive workflows, while still remaining relevant across different domains. The definition of the set of dimensions relevant to data analytics pipelines is still preliminary [Paggi et al. 2021].

In the context of data-intensive workflows, traditional data quality approaches face additional challenges related to scalability, since data quality techniques are time and resource consuming, and therefore unfit for fast-paced production and consumption. Techniques addressing data quality issues in real-time are necessary, but yet missing. To this end, together with known techniques based on random sampling, we foresee the importance of metadata and semantic data annotations (i.e., providing context) [Führing and Naumann 2007] for data reaching the formatted zone.

Finally, as data-intensive workflows are becoming ubiquitous in decision-making processes, data quality techniques should also aim at avoiding or mitigating biases. We thus foresee the importance of data quality techniques that can provide support for human interaction. These techniques should augment the conventional automatic data analysis process by providing proactive support throughout the phases of analysis and refinement of the models (i.e., in the analysis backbone), and, if required, propagating data quality issues and solutions backward to the data backbone. All these tasks should be performed iteratively and foster the creation of the Human in the Loop model of interaction. To the best of our knowledge, there is no approach supporting these needs yet.

6. IN-DATABASE-ML

Reducing the time to market for products is one of the keys to business success. Following practices of continuous software engineering, ML Operations (MLOps) aim to efficiently and reliably deploy and maintain ML models in production [Kreuzberger et al. 2023]. MLOps map to moduli analysis backbone (see Figure 2). MLOps refer to the entire lifecycle: from continuous training and evaluation, continuous development and deployment of models, workflow orchestration of ML pipelines to continuous performance monitoring, model improvement, and experiments reproducibility. According to a recent survey [Makinen et al. 2021], companies are on their way to applying
the entire ML lifecycle, resulting in a continuously increasing importance of MLOps.

For many years, research on data management systems offering ML functionalities [Günnemann 2017; Park et al. 2022] has been popular, aiming at implementing MLOps in databases. An obvious benefit of combining ML technologies with those of data engineering is to leverage the advanced memory management, data access optimization, safety, security, parallelism, and fault tolerance solutions of databases for ML tasks. For processing ML tasks, data do not need to leave a database if using in-database-ML, thus avoiding time-consuming model mappings, data types conversions, and data transfers [Xu et al. 2022], failures of networks as well as privacy and security compliance concerns. In comparison to classical data processing tasks, ML poses additional requirements like: (1) data pre-processing specific to ML algorithms, (2) specific storage of pre-processed data, e.g., vector databases, (3) scalable training phase on large-scale datasets, (4) managing models and their parameters for fast and durable access, (5) out-of-the-box script and query language support for ML tasks as well as (6) automatic selection and tuning ML models.

7. PERFORMANCE

Modern hardware solutions are key to improve not only standard analytical processing but also ML-based systems performance. moduli acknowledges it by including an optimisation layer in its analysis backbone that should automatically decide when it is appropriate to use different hardware solutions. To the best of our knowledge, such an optimiser has not been considered yet.

Common ML tasks like training and inference heavily use matrix operations and convolution operators [Park et al. 2022]. Hence, most hardware accelerators for ML, such as General Purpose Computation on Graphics Processing Units (GPGPUs) [Park et al. 2022; Nurvitadhi et al. 2016], Tensor Processing Units (TPUs) [Jouppi et al. 2018], Application-Specific Integrated Circuits (ASICs) [Nurvitadhi et al. 2016] and Field-Programmable Gate Arrays (FPGAs) [Groppe 2020; Nurvitadhi et al. 2016; Backasch et al. 2014] specialize on speeding up these kinds of operations. Beyond these widely-used accelerators, new classes of hardware are adding computational capacities to historically passive components. In this context, new generations of smart SSDs [Lee et al. 2022], switches [Lerner et al. 2019], or NICs [Lerner et al. 2022] have recently been leveraged to significantly accelerate computational tasks in modern data ecosystems. Modern data processing architectures, like moduli must be able to take advantage of this new hardware plugged into the architecture. This calls for not only new query optimizers, which would utilize this hardware, but also optimizers of the whole processing pipelines.

Utilizing quantum computers for ML tasks is an upcoming trend also for the data management community [Winker et al. 2023; Çalıkylmaz et al. 2023]. Quantum ML promises exponential speedups [Rebentrost et al. 2014] and learning on fewer data points than classical methods [Caro et al. 2022]. By looking at the properties of datasets, these datasets that have a potential quantum advantage in learning tasks may be identified [Huang et al. 2021]. Recently, approaches have been studied to optimize join orders in database queries via quantum machine learning [Winker et al. 2023] and quantum annealing [Nayak et al. 2023]. The potentials and challenges of combining quantum computing and data management (called quantum data management) inclusive of the integration of quantum ML in in-database-ML have been discussed in [Groppe et al. 2022].

Whenever large-scale data needs to be handled by ML tasks (see Figure 1), the memory demands of ML approaches may outpace the system’s main memory. Using distributed ML approaches can overcome the limitations inherent in ML approaches that are typically designed for optimal in-memory performance.

For some applications, e.g., healthcare [Ng et al. 2021], data shuffling is prohibited because of data privacy and data security. For these applications, the concept of federated learning [McMahan and Ramage 2017] has been developed, where raw data remain on users’ devices for collaboratively training a model. Besides being hands-off and non-invasive, federated learning has further advantages like yielding real-time predictions due to local copies of the model and inherently supporting heterogeneous devices and access to heterogeneous data.

8. SUMMARY

In this paper, we discussed the need for a non-silo reference architecture for data-intensive workflows. Such workflows process structured (e.g., row-oriented) and semi-structured (e.g., xml/json, html) data, graphs as well as short and long texts. These workflows typically involve the acquisition of data from legacy internal company systems and from external repositories, like open data repositories and web portals with static data and streamed data. Systems implementing data-intensive workflows are inherently complex and most challenges identified here are due to the lack of a (system-wide) big picture.
To address this missing picture, we proposed a disaggregated architecture and explored the main research gaps and challenges identified in this context, namely: metadata management, multi-modal data integration, techniques for assuring data quality, DBMSs extensions for ML and new software as well as hardware-based techniques to improve performance. Metadata management is the key aspect to provide this system perspective, enriched with appropriate contexts. Inspired by the traditional idea of a DBMS, moduli is a first step towards a reference architecture that deals with end-to-end data management aspects for data-intensive heterogeneous workflows.
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