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A B S T R A C T
Stream processing has inspired new computational approaches to facilitate effectiveness and efficiency. One such approach is the dynamic pipeline, which serves as a powerful computational model for stream processing. It is particularly well suited for solving problems that require incremental generation of results, making it an approach for scenarios where real-time analysis and responsiveness are critical. This paper aims to address a family of problems using the Dynamic Pipeline approach, and as a first step, we provide a comprehensive characterization of this problem family. In addition, we present the definition of a Dynamic Pipeline framework. To demonstrate the practicality of this framework, we present a proof of concept through its implementation and perform an empirical performance study. To this end, we focus on solving the problem of enumerating or listing the weakly connected components of a graph within the proposed framework. We provide two implementations of this algorithm to demonstrate the computational power and continuous behavior of the Dynamic Pipeline framework. The first implementation serves as a baseline for our experiments, representing an ad hoc solution based on the Dynamic Pipeline approach. In contrast, the second implementation is built on top of the developed framework. The observed results strongly support the suitability and effectiveness of the Dynamic Pipeline framework for implementing graph stream processing problems, especially those where continuous and real-time result generation is essential.

1. Introduction

In the ever-evolving landscape of data-intensive applications, dynamic data processing, characterized by the adaptive and responsive manipulation of large datasets in real time, and incremental generation of results, which involves continuously updating outcomes as new data becomes available, represent pivotal approaches. Efficiently addressing these facets is a critical challenge,
offering. This to communication characters algorithm. are inherent number particularly and seem. Examples are in the pipeline. To get activated pipeline an approach is the use of the pipeline. An illustrative example, let us consider the problem of counting duplicates in a continuous stream of words, emphasizing the dynamic nature of real-time data processing. Further complexity is introduced when specific time intervals demand insights into which words have appeared in a fragment of the processed input stream and their respective frequencies. The finite yet unpredictable number of distinct words in the stream poses a challenge in allocating resources and determining system workload a priori. This inherent uncertainty underscores the necessity for an adaptive approach, dynamically reconfiguring system workload and resources. Further, the chosen approach should facilitate incremental generation of partial results.

This seemingly simple yet representative problem is pervasive across real-world scenarios requiring real-time processing. Consider, for instance, the task of monitoring and counting various types of vehicles on a highway, aiming to establish a real-time decision-making system for controlling heavy truck traffic when road density exceeds a predefined threshold. Data collected by sensors, assigning alphanumeric codes to each vehicle type 24/7, forms a continuous stream for system input. Realistic decision checkpoints are activated based on a predefined policy of observation time intervals. In this context, our work addresses the challenge of devising a computational model conducive to an adaptive approach and capable of incremental result generation. Among the various techniques that have been explored to address dynamic data processing, parallel approaches that take full advantage of computational power have received considerable attention [5,17,19,37]. One such approach is the Dynamic Pipeline approach (DPA) [40], which has recently emerged as a prominent model for stream processing. This approach is based on on-the-fly pipeline parallelism [22], where a linear pipeline is dynamically constructed during execution.

To get an intuition about how the Dynamic Pipeline approach works, let us consider two simple examples i) a simplification of the problem of counting duplicates: the duplicate removal problem and ii) finding all prime numbers by using the sieve of Eratosthenes algorithm. Fig. 1 depicts dynamic pipelines for solving these two problems. Black arrows represent the flow between the input data and the data stored in the pipeline; these data are enclosed in brackets. Dashed arrows represent the flow between the stored data and the output. Fig. 1a shows a simple example of duplicate removal where a dynamic pipeline receives as input a (finite) stream of characters c b b c a from which to remove duplicates. When the pipeline consumes a character from the stream, that character is stored in the output, if the character has not been seen before. Otherwise, it is discarded. The pipeline stops when there are no more characters in the stream. Fig. 1b shows how prime numbers are filtered. When a prime number is detected, it is stored and output. Otherwise, it is discarded. In this case, the input stream of the dynamic pipeline is infinite. We can note in both examples two of the main features of dynamic pipelines: i) the incremental generation of results and ii) the way in which it increases as new data must be stored in the pipeline. Despite the simplicity of these examples, the expressiveness and generality of the Dynamic Pipeline approach can be observed.

In the pipeline parallelism approach, computations are divided into a series of stages. At each stage of the process, data from the previous stage serves as input and is then passed downstream to the next stage. The orchestration of a linear pipeline unfolds in the form of an iterative loop that continuously consumes input data. At each iteration of this loop, the ingested data item is subjected to processing. In particular, the parallelism inherent in this design is achieved by overlapping the execution of iterations over time. In essence, an iteration can start after its predecessor has started and before its own execution is mandated to complete. Typically, communication between stages takes place through channels. Stages in the Dynamic Pipeline approach are stateful operators [33]. A stateful operator stores received data elements as state. This state can be used and/or updated when a computation is performed. States are communicated through channels, in this computation pattern, the number of stages in a pipeline is not predetermined. Instead, pipelines dynamically adjust their size based on incoming data, allowing for flexible and efficient processing.

When applying the Dynamic Pipeline approach to problem-solving, two primary concerns come to the forefront. The first involves determining the suitability of this computational pattern for a given problem, necessitating a decomposition of the problem according to the Dynamic Pipeline computational pattern. We address this concern by providing a thorough characterization. The second concern revolves around the challenges inherent in implementing dynamic pipelines, primarily stemming from the absence of a dedicated tool tailored to this computational model. This often compels developers to construct the entire framework from scratch, diverting their efforts away from solving specific problems. Our objective is to alleviate this limitation by introducing a Dynamic Pipeline framework (DPF) that works analogously to how Hadoop helps developers use MapReduce. With the DPF, users only need to define the functionality of stages (in the form of scripts) and the characteristics of channels (including their types and connections). This arrangement shifts the responsibilities for data management, process spawning, and intricacies of parallelism to the system, offering users a more streamlined and focused problem-solving experience. However, a significant challenge in implementing a
Dynamic Pipeline Framework (DPF) lies in identifying an appropriate set of tools and a programming language capable of leveraging both of its primary aspects: i) fast parallel processing and ii) theoretical foundations that elevate computation to a first-class citizen.

Problem research and objectives. The main objective of this work is to characterize a family of problems to be addressed according to the Dynamic Pipeline approach, define a Dynamic Pipeline framework, and present a preliminary implementation of the framework. The aim of this implementation is to establish the particular features to be considered for an effective and efficient implementation of the DPF. Moreover, by focusing on a well-defined and highly pertinent problem, such as the enumeration or listing of weakly connected components (Weakly Connected Components (WCC)) within a graph, we can comprehensively evaluate the implications of using the developed framework to address challenges that require a progressive generation of results.

Proposed solution. We present a formal definition of the dynamic pipeline approach that provides the basis for implementing a robust tool based on the DP computational model. We explore the basics of implementing a DPF in a (parallel) pure functional language such as Haskell. That is, we determine the particular features (i.e., versions and libraries) that allow for an efficient implementation of a DPF. We also perform an empirical evaluation to analyze the performance of the dynamic pipeline framework implemented in Haskell. To evaluate the incremental generation of results, we measure the efficiency metrics [1], i.e. the continuous efficiency of implementing a dynamic pipeline algorithm for enumerating weakly connected components incrementally on top of this framework with respect to an ad hoc Dynamic Pipeline solution.

Implementing the Dynamic Pipeline requires importing the DynamicPipeline library. This concise implementation spans 27 source lines of code (SLOC), offering abstract methods for outlining the problem using the dynamic pipeline approach. Consequently, the DynamicPipeline library’s methods enable a streamlined and comprehensible definition of generators, channels, states, and filters. On the other hand, the ad hoc implementation of the weakly connected graph components problem in Haskell is much more complex. It requires the import of seven libraries, as well as the management of concurrency and parallelism. In total, about 200 lines of code are required to specify this ad hoc implementation.

Contributions. This paper extends the work reported by Royo-Sales et al. [34]. The contributions are as follows:

- Formalization of the key concepts associated with the Dynamic Pipeline approach.
- Characterization of problems suitable for the Dynamic Pipeline approach.
- Introduction of novel algorithmic templates for each stage within a dynamic pipeline.
- Definition and demonstration of the Dynamic Pipeline Framework (DPF), implemented in Haskell.
- Empirical study comparing two dynamic pipeline implementations for incremental enumeration of weakly connected components in a graph. The first is an ad hoc dynamic pipeline approach, while the second corresponds to the previously mentioned implementation. The performance of these implementations is quantified using the efficiency metrics introduced in [1].

The remainder of this paper is organized as follows. Section 2 presents the Dynamic Pipeline approach and its computational model. In addition, this section presents a characterization of the problems that can be solved using this approach. In Section 3, an exemplary Dynamic Pipeline algorithm is presented in detail: a DP for incrementally enumerating the weakly connected components of a graph. Next, Section 4 defines a generic dynamic pipeline framework and presents a proof of concept, an implementation in Haskell, highlighting the most important points to consider when developing and deploying a specific dynamic pipeline framework. Section 5 reports the results of the empirical evaluation of the implemented framework, considering two implementations of the algorithm for incrementally enumerating weakly connected components. Finally, Section 6 analyzes the related work and positions the Dynamic Pipeline Framework with respect to existing approaches and Section 7 summarizes our conclusions and outlooks on our future work, respectively.

2. The dynamic pipeline approach

This section serves as an introduction to the concepts that underpin the dynamic pipeline approach. Initially, dynamic pipelines are introduced and defined with a focus on their structure in terms of stages. Following this, the section provides a characterization of dynamic pipeline problems, exemplified by the specific challenge of counting duplicates in a stream of words and the clustering problem. The illustration aims to enhance understanding and highlight the practical application of dynamic pipelines. In the concluding part of this section, we present a computational model tailored specifically for dynamic pipelines. This model comprises basic elements necessary for effective implementation and underscores the theoretical foundations supporting the Dynamic Pipeline approach. This section describes these basic concepts, problem characteristics, and a computational framework that define the Dynamic Pipeline approach.

---

1 https://hackage.haskell.org/package/dynamic-pipeline-0.3.2.0/docs/DynamicPipeline.html
2 https://github.com/jproyo/upc-miri-tfm/blob/17ee929b4a8be6a88ced782bf6bf535d8f80a/connected-comp/src/ConnComp/Internal.hs.
2.1. A dynamic pipeline

A dynamic pipeline is conceptualized as an evolving directed multigraph, wherein vertices represent distinct stages and edges symbolize inter-stage communication channels. Essentially, the Dynamic Pipeline (DP) approach, as defined by [40], establishes a computational model rooted in the deployment of a linear pipeline. Within this framework, the utilization of stateful operators [33] becomes pivotal for modeling data behavior and transformations within the pipeline. Defined as computational entities, stateful operators encapsulate both a memory state and a function. Consequently, the stages of the pipeline align with stateful operators connected through communicating channels, synchronized by data availability. This subsection proceeds by introducing a formal model for a dynamic pipeline.

There are two types of stages in a dynamic pipeline:

- **Structural Stages:** Consisting of the Source (Sr), Generator (G) and Sink (Sk) stages, which are responsible for ingesting data, creating new functional stages, and outputting results, respectively. There is only one instance of each structural stage.

- **Functional Stages:** Consisting of different Filter (F) stages. Many functional stages can be responsible for processing the input data. A DP grows and shrinks depending on the spawning and lifetime of its functional stages.

**Definition 1.** Stages. Given a set of data types $\mathcal{T}$ and $\mathcal{F}$ a function space, $\mathcal{F} \subseteq \mathcal{T} \rightarrow \mathcal{T}$. A stage is an element $st$ with type in the set {Source, Filter, Generator, Sink}.

- If the type of $st$ is Source, then $st = (t_{Sr}, f_{Sr})$, where $t_{Sr} \in \mathcal{T}$ represents the type of the state of $st$, and $f_{Sr} \in \mathcal{F}$ is a function that transforms its input into a given format.
- If the type of $st$ is Filter, then $st = (t_{F}, f_{F})$, where $t_{F} \in \mathcal{T}$ represents the type of the state or memory of $st$ and $f_{F} \in \mathcal{F}$ corresponds to the type of an optional filter parameter. $f_{F} \in \mathcal{F}$ is a function corresponding to the behavior of the Filter.
- If the type of $st$ is Generator $st = (F, t_{G}, f_{G})$, where $F$ is a stage of type Filter, while $t_{G} \in \mathcal{T}$ and $f_{G}$ represent the type of state of $st$ and a function specifying the behavior of the Generator stage.
- If the type of $st$ is Sink, then $st = (t_{Sk}, f_{Sk})$, then $t_{Sk} \in \mathcal{T}$ designates the type of the state of $st$, and $f_{Sk} \in \mathcal{F}$ is the function characterizing the behavior of the Sink stage.

**Definition 2.** Instances of Stages. Given a set of data types $\mathcal{T}$ and $\mathcal{F}$ a function space, $\mathcal{F} \subseteq \mathcal{T} \rightarrow \mathcal{T}$. Let $st$ be a stage in the set {Source, Filter, Generator, Sink}. An instance of $st$ denoted by $\overline{st}$, is defined as follows:

- If the type of $st$ is Source, $st = (t_{Sr}, f_{Sr})$, then $\overline{st} = (v, f_{Sr})$, where $v$ is an element in the type $t_{Sr}$, i.e., $v \in t_{Sr}$.
- If the type of $st$ is Filter, $st = (t_{F}, f_{F})$, then $\overline{st} = (v_{1}, v_{2}, f_{F})$, where $v_{1} \in t_{F}^{1}$ and $v_{2} \in t_{F}^{2}$.
- If the type of $st$ is Generator, $st = (F, t_{G}, f_{G})$, then $\overline{st} = (F, v, f_{G})$, where $v \in t_{G}$.
- If the type of $st$ is Sink, $st = (t_{Sk}, f_{Sk})$, then $\overline{st} = (v, f_{Sk})$, where $v \in t_{Sk}$.

**Example 1.** Consider a Source stage, denoted as $st = (\text{Int}, f)$. Instances of $st$ can be represented as $\overline{st}_{1} = (5, f)$ and $\overline{st}_{2} = (0, f)$. In different instances of $st$, the value of the first component varies, while the function (i.e., the behavior) remains constant. Now, let us consider a Generator stage, denoted as $st' = (\text{Int}, g)$ where $F = (t_{F}, f_{F}, f_{G})$. Possible instances of $st'$ are $\overline{st}'_{1} = (F, 0, g)$ and $\overline{st}'_{2} = (F, 7, g)$, illustrating variations in the first component while maintaining the same function. However, the 3-tuple $(F, 0, h)$ is not a valid instance of $st'$ for any $h \neq g$. In summary, this example illustrates the variability of stage instances, showcasing how different values can be assigned to components while preserving the consistent behavior defined by the associated functions.

**Example 2.** To illustrate the definition of stage specifications and instances within a Dynamic Pipeline (DP), consider the problem of counting duplicated words introduced in Section 1. Let us refer to the DP designed for this task as Dup. The stages of Dup are defined as follows:

- The stage of type Source is the pair $(\text{Sys}, f_{St}^{D})$;
- The stage of type Filter is the pair $(\text{String}, \text{Int}, f_{D}^{F})$;
- The stage of type Generator is the pair $(\text{String}, \text{Int}, f_{D}^{G})$; and
- The stage of type Sink is the pair $(\text{Sys}, f_{St}^{D})$,

where Sys is the system status type, and $f_{St}^{D}$, $f_{D}^{F}$, $f_{D}^{G}$, and $f_{St}^{D}$ are functions defining the behavior of the stages. Additionally, examples of Filter$_{Dup}$ instances are "$\text{'ABC', S, t_{F}^{D}}$" and "$\text{'CDJ03', 12, t_{F}^{D}}$". This example shows the specifications and instances of stages within DP$_{Dup}$, providing a clear understanding of the types and associated functions stating the behavior of each stage.

In the context of dynamic pipelines, it is essential for structural stages such as Source and Sink to possess the capability to communicate with the external environment, facilitating the ingestion and output of information. To formalize our model of dynamic pipelines, we take a twofold approach. Initially, we extend the definition of a pin graph, as outlined in [20], to introduce the concept
of a Dynamic Pipeline. A pin graph is represented as a 5-tuple $G = (V, E, P, I, O)$, where $(V, E)$ constitutes a directed graph, $P$ is a finite set, and $I \subset P \times V$ forms the set of input-pins for $G$, while $O \subset V \times P$ constitutes the set of output-pins for $G$.

Definition 3. Dynamic Pipeline. Given a set of data types $\mathcal{T}$, a function space $\mathcal{F}$, $\mathcal{F} \subseteq \mathcal{T} \rightarrow \mathcal{T}$, and a set of stages $\{\text{Source, Filter, Generator, Sink}\}$. A dynamic pipeline $d$ is a 9-tuple defined as follows:

- $d = (\mathcal{F}, \text{Instances}, \text{Chan}, \text{Ins} \cup \text{Outs}, I, O, \mathcal{T})$, src, tgt);
- $\mathcal{F}$ is a finite set of Filter instances;
- (Instances $\cup$ Chan, Chan) is a directed multigraph, where
  i) Instances is a set of three elements corresponding to the instances of stages types Source (aka. $\text{st}_S$), Generator (aka. $\text{st}_G$), and Sink (aka. $\text{st}_S$), i.e., Instances $= \{\text{st}_S, \text{st}_G, \text{st}_S\}$.
  ii) Chan $= \{c \mid c = (id, t, q) \wedge id \in \text{String} \land t \in \mathcal{T} \land q \in \text{Queue}(0)\}$; iii) src, tgt are functions determining the endpoints of the edges, src, tgt : Chan $\rightarrow$ Instances.
- Ins is a set of sources of input data;
- Outs is a set of recipient of results;
- $I \subset \text{Ins} \times \{\text{st}_S\}$, called input pins of $d$; and
- $O \subset \{\text{st}_S\} \times \text{Outs}$, called output pins of $d$.

Notice that identifying channels with an id allows for having more than one channel of the same type between two stages. In addition, even though Instances and $\mathcal{F}$ are sets, it is worth to stress that there are not two identical instances in a dynamic pipeline.

Definition 4. Initial Dynamic Pipeline. An initial dynamic pipeline, $\mathcal{DP}_0$, is a dynamic pipeline composed of three instances of stages: Source, Generator, and Sink (see Fig. 2). Formally, $\mathcal{DP}_0$ is defined as follows

$\mathcal{DP}_0 = (\emptyset, \text{Instances}_0, \text{Chan}_0, \text{Ins} \cup \text{Outs}, I, O, \mathcal{T}$, src, tgt), where $\text{Instances}_0 = \{\text{st}_S, \text{st}_G, \text{st}_S\}$ and the following condition holds:

i) For all $c \in \text{Chan}_0$, if src$(c) = \text{st}_S$ then tgt$(c) = \text{st}_G$ and if src$(c) = \text{st}_G$ then tgt$(c) = \text{st}_S$.
ii) For all $\overline{S} \in \text{Instances}_0$, the memory of $\overline{S}$ is empty, i.e., emptyMem.

Example 3. Consider an initial dynamic pipeline, denoted as $\mathcal{DP}_0$, designed to address the challenge of identifying duplicate words, as illustrated in Fig. 2. The input stream of words is sourced from $I$, and the results are directed to a recipient $O$. In the visual representation, boxes correspond to instances of different stages, while arrows and thick arrows symbolize input/output pins and channels, respectively.

The ability of dynamic pipelines to evolve requires a mechanism that allows new instances of Filter instances to be added to pipelines. In addition, whenever an instance stage completes its task, it must be removed from the pipeline. In the Dynamic Pipeline approach, this mechanism is provided by two operators: the function spawn, for adding Filter instances, and the function die, for removing instances.

Definition 5. Evolving Operators. Let $\mathcal{DP}$ be a set of dynamic pipelines $\mathcal{DP}$, such that $\mathcal{DP} = (\mathcal{F}, \text{Instances}, \text{Chan}, \text{Ins} \cup \text{Outs}, I, O, \mathcal{T}$, src, tgt) where Instances is a set $\{\text{st}_S, \text{st}_G, \text{st}_S\}$ of the instances of the set of Source, Generator and Sink, respectively. Generator $= (F, t_F, f_F)$, Filter $=(F', t_F', f_F')$, $t_F, t_F' \in T \land p \in t_F, m \in t_F'$ and $S$ is a stage instance. The operators spawn and die are the evolving operators of dynamic pipelines in $\mathcal{DP}$, which are defined as follows:

- $\text{spawn} : \mathcal{DP} \times t_F \times t_F' \rightarrow \mathcal{DP}$
- $\text{spawn}((\mathcal{F}, \text{Instances}, \text{Chan}, \text{Ins} \cup \text{Outs}, I, O, \mathcal{T}, \text{src}, \text{tgt}), p, m) =$
  $(\mathcal{F}', \text{Instances}, \text{Chan}', \text{Ins} \cup \text{Outs}, I, O, \mathcal{T}, \text{src}', \text{tgt}')$, where
  $\mathcal{F}' = \mathcal{F} \cup \{(p, m, f_F')\}$
  Chan' = (Chan $\setminus$ Chan$_\text{pre}$) $\cup$ Chan$_\text{pre}$, Chan$_\text{pre}$, where
  Chan$_\text{pre}$ = $\{c \mid \text{tgt}(c) = \text{st}_G\}
  \text{, if } c = (id, t, q) \in \text{Chan}_\text{pre}$ then

$\text{we assume the parameterized type Queue has defined the usual Abstract Data Type queue operators}$.

$\text{the underscore (_) stands for any term pattern as used in the programming languages Prolog and Haskell while emptyMem stands for the empty state/memory.}$
i) \((\text{id}, t, q) \in \text{Chan}_n \text{ and src}'((\text{id}, t, q)) = \text{src}(c) \land \text{tgt}'((\text{id}, t, q)) = (p, m, f_F)\)

ii) \((\text{id}, \text{emptyQueue}) \in \text{Chan}^F_n \text{ and src}'((\text{id}, \text{emptyQueue}) = (p, m, f_F) \text{ and} \\
\text{tgt}'((\text{id}, \text{emptyQueue})) = \text{st}_C\text{If} \ c \in \text{Chan} \setminus \text{Chan}_{\text{pred}} \text{ then src}(c) = \text{src}(c) \text{ and tgt}(c') = \text{tgt}(c)\)

\(\text{die} : \text{DPx}(\text{Instances} \cup \text{F}) \rightarrow \text{DP}\).

\(\text{die}(\text{F}', \text{Instances}, \text{Chan}, \text{Ins} \cup \text{Outs}, \text{I}, \text{O}, \text{T}, \text{src}, \text{tgt}, \text{S}) = \\
(\text{F}', \text{Instances}', \text{Chan}', \text{Ins} \cup \text{Outs}, \text{I}, \text{O}, \text{T}, \text{src}', \text{tgt}', \text{S})\), \text{where} \\
\text{F}' = \text{F} \setminus \{\text{S}\} \text{ and} \\
\text{Instances}' = \text{Instances} \setminus \{\text{S}\} \text{ and} \\
\text{Chan}' = (\text{Chan} \setminus (\text{Chan}_{\text{pred}} \cup \text{Chan}_{\text{succ}})) \cup \text{Chan}_R, \text{where} \\
\text{Chan}_{\text{pred}} = \{c \mid \text{tgt}(c) = \text{S}\}, \\
\text{Chan}_{\text{succ}} = \{c \mid \text{src}(c) = \text{S}\}, \\
\text{if} \ c = (\text{id}, t, q) \in \text{Chan}_{\text{pred}} \text{ and } \text{c}' = (\text{id}, t, q') \in \text{Chan}_{\text{succ}} \text{ then} \\
\text{c}'' = (\text{id}, t, \text{concat}(q', q)) \in \text{Chan}_n \text{ and} \text{src}(c'') = \text{src}(c) \text{ and} \text{tgt}(c'') = \text{tgt}(c')\)

The spawn operator creates a new filter instance \(\overline{F} = (p, m, f_F)\). This new Filter instance is positioned between the instance of the Generator in a dynamic pipeline \(\text{DP}\) and its predecessor, establishing the necessary channel connections. This operation extends \(\text{DP}\). The die operator removes the stage instance \(S\) and its outgoing arcs. The predecessor stages of \(S\) are connected to its successor stages, effectively reducing the size of \(\text{DP}\).

In addition to the flow of data through channels, the above operators facilitate the dynamic evolution of \(\text{DP}\), allowing it to adapt and respond to changing computational requirements.

**Example 4.** Fig. 3 depicts a \(\text{DP}_{\text{OUP}}\) for the problem of counting duplicates after spawning two filter instances.

Specifying an algorithmic solution as a DP corresponds to defining the behavior of each stage to solve the particular problem, as well as the number and type of channels connecting them. The deployment of a DP consists in setting up the initial configuration, i.e. a \(\text{DP}_0\). The activation or execution of a DP starts when a stream of data elements arrives at the Source stage of the \(\text{DP}_0\). During DP execution, the Generator stage spawns Filter instances according to the incoming data. The evolution of a DP continues as the stage \(\text{Sr}\) ingests data, \(\text{G}\) creates new stages as necessary, and passes to \(\text{Sk}\) the results produced (incrementally) by applying – in a sense – a composition of instances of the functions in the specification of the F stage. If the data stream is bounded, the computation ends when the lifetime of all stages of \(\text{DP}\) has expired, i.e. when all stage instances have died. Otherwise, if the data stream is unbounded, the DP remains active and results are output incrementally. The Fig. 4 shows the whole evolution of a small \(\text{DP}_{\text{OUP}}\).

### 2.2. Characterisation of dynamic pipeline problems

In a broad sense, the Dynamic Pipeline approach is well suited to address problems where the input data can be logically grouped based on a defined grouping property. This ability to categorize input data is critical because the presence of duplicate elements within the input data implies the presence of an underlying multiset structure. Consequently, each distinct group of input data, as determined by the grouping relation, effectively corresponds to a block of the partition within the multiset [3,4]. Moreover, the approach uses a function designed to operate on (multi)subsets. By skillfully integrating the results obtained by applying this function to different blocks, a unified solution is obtained for the entire input data set. This methodical integration of results guarantees the effective solution of the problem over the entire input data set.

**Counting Duplicates from Input Data.** To illustrate the concept, let us consider again the DUP problem, i.e. the task of counting duplicate entries from an input stream of words, approached here as a DP-Problem. In this context, a fundamental grouping property emerges: the equality of elements within the stream. For example, for the input stream \(w_1, w_2, w_2, w_1, w_3, w_1, w_2, w_4\), the concept of equality leads to the following partitioned blocks: \([w_1, w_1, w_1, w_1], [w_2, w_2, w_2, w_2, w_4], [w_3], \text{ and } [w_4]\). The process involves defining a function that maps each block to its length. By methodically composing the results of this function applied to all blocks within the partition, we obtain the sequence \((w_1, 4)(w_2, 3)(w_3, 1)(w_4, 1)\). This sequence reveals the desired result - a pair for each element from the input data, formed by itself and the number of times it occurs.

**Clustering Problem.** Now consider the clustering problem from the domain of data mining. This problem involves the grouping of data based on common characteristics. The clustering process involves partitioning the input data according to some clustering criterion, all without any prior information about the nature of the data set [2]. An example of a clustering algorithm is the k-means algorithm, which deals with the fundamental task of determining the optimal value of \(k\) beforehand.

Looking at the clustering problem through the lens of a DP-problem, we discover that the grouping property is consistent with the
clustering criterion - expressing similarity in a given context. The function applied to each partition block maps all its elements to an underlying multiset representing the corresponding cluster. Assembling these clusters in sequence yields the partition according to the clustering criteria. In addition, even in scenarios with unbounded data, it remains feasible to compute and deliver updated clusters as new data arrives.

This characterization of the clustering problem serves as an initial foundation for the development of an algorithm that competes with various iterations of the k-means algorithm, including the clustering of unbounded datasets. Although this challenge is beyond the scope of our current work, it remains an intriguing avenue for future research. Our research agenda specifically includes the exploration of this intriguing problem.

**Definition 6.** DP-problem. Let \( T, T' \) and \( T'' \) be sets of elements from countable domains \( D, D' \) and \( D'' \), respectively; they are not necessarily different. Let \( \mathcal{P} = (I_{\mathcal{P}}, O_{\mathcal{P}}) \) be a problem specification, \( I_{\mathcal{P}} : Sequence(T) \rightarrow \text{Bool} \) and \( O_{\mathcal{P}} : Sequence(T) \times T' \rightarrow \text{Bool} \), correspond to the pre and post conditions of \( \mathcal{P} \), respectively. Elements in \( T \) are characterized by a grouping property \( R \). Let \( D \) be the multiset comprising the elements in \( Sequence(T) \). \( \mathcal{P} \) is a DP-problem, if and only if,

1. There exists a family of (multi) subsets \( D_R = \{ B_i \} \), where \( \forall i B_i \) is a block of the partition of the multiset \( D \) induced by \( R \)
2. There exists a total function \( F : D_R \rightarrow T'' \)
3. There exists a function \( C : (D_R \rightarrow T'') \times 2^{D_R} \rightarrow T' \)

such that for every sequence \( S \in Sequence(T) \) satisfying \( I_{\mathcal{P}}, O_{\mathcal{P}}(S, C(F, D_R)) \) holds.

The following example refers to our running example on counting duplicates. In this problem, the grouping relation \( R \) is a binary relation that models equality. The induced partition by \( R \) corresponds to the quotient set of the equality relation. This is not the case in the clustering problem, where the clustering criterion could be based on different characteristics of the data, and therefore a data item could be assigned to different groups.

**Example 5.** Let \( \mathcal{P}_1 = (I_{\mathcal{P}_1}, O_{\mathcal{P}_1}) \) be the problem of counting duplicates from a sequence of words. The components are defined as follows:

- Input Data \( (I_{\mathcal{P}_1}) \): The input data \( S \) is structured as a bounded stream of words;
Result \((O_P)\): The result is a sequence containing a pair \((w, n)\) for each word \(w\) in the input sequence, where \(n > 0\) corresponds to the number of occurrences of \(w\);

Grouping Property (Equality): The grouping property is the equality of words, i.e., \(\forall w, w'\) occurring in \(S\), if \(w = w'\), then \(w\) and \(w'\) belong to the same block. This grouping property corresponds to \(R\) and induces \(D_R\);

Function \((F)\): The function \(F : D_R \rightarrow \text{words}\), that represents the function that transforms a multiset comprising the same element into an integer, i.e., \(F([w, …, w]) = (w, \text{length}([w, …, w]))\) for each block in \(D_R\); and

Function \((C)\): \(C = \text{map}\), where \(\text{map}(F, D_R)\) builds a sequence of words from the application of \(F\) to each element (block) of \(D_R\).

Using the Dynamic Pipeline approach to solve a problem \(P\) corresponds to characterizing it as a DP problem and then going into the concrete details of the definition, implementation, and use of the corresponding dynamic pipeline, \(D_{P}\). Next, we present a computational model of the DP approach.

2.3. A computation model for the dynamic pipeline approach

The Dynamic Pipeline approach is based on both the dataflow model of computation and the pipeline parallelization model, as highlighted in previous work such as [22,30]. In particular, our approach builds on the recursive dynamic computation dataflow model. This model allows for the concurrent execution of multiple instances of a node and the on-the-fly creation of such nodes at runtime, as detailed in [14]. A typical DP computation evaluates the initial configuration and activation of the DP as input data begins to arrive, i.e., the parallel and asynchronous execution of each executable stage. A stage is executable if it has enough data to evaluate its function. The computation of the DP continues as long as there are executable stages. Note that the state/memory of instances of stages can change during the computation.

Specifying the four types of stages that make up a dynamic pipeline and what dynamic pipelines are is not enough to define the dynamic pipeline model of computation. Next, we present a generic operational DP model of computation, similar to how the von Neumann model of computation is characterized by the fetch-decode-execute cycle. [36,39] and the MapReduce programming model is introduced [18,19] by defining the parallel execution of functions MAP-SHUFFLE-REDUCE. In what follows, we present the Dynamic Pipeline model of computation in the form of an algorithmically structured approach that includes i) a window policy and ii) four algorithmic templates corresponding to concurrent/parallel processes - the Source, Filter, Generator, and Sink stages.

Window policy. According to stream processing techniques, results can be generated by processing sub-streams. This is according to a window-based approach [33,25]. A windowing policy can be based on different parameters that allow the processing of sub-streams (see [10]). Very well-known parameters are the window scope, i.e., a window size (e.g., a number of data elements), which allows to define count-based policy, and a window slide, i.e., data elements within a time interval, which allows to define time-based policy. These parameters define when to start a new window on the input stream. Deciding which type of window to use to define the window policy depends on the nature of the problem and probably on the (physical) system configuration. For implementing dynamic pipelines that handle unbounded input streams, a window policy is a key consideration, although it can also be applied to problems with bounded input streams.

Generic templates. The generic templates establish a consistent format and framework that greatly simplify the implementation of DP problems. Detailed in Algorithm 1, Algorithm 2, Algorithm 3, and Algorithm 4, these templates are presented in a pseudo-code format. Notable statements in this pseudocode are i) The operator \(<\) for sending to a channel (when channels are on the left) and receiving from a channel (when channels are on the right). We can think of channels as having input and output ports. Send and receive operations are blocked until the channel is ready. ii) Get allows to receive data from sources outside the DPs, i.e. from input pins, and Put allows to send values outside the DPs, i.e. to output pins. These kinds of operators mentioned above, suitable for managing pipelines of stages processing stream data, are available for instance, in Go language\(^5\) and Elixir Flow.\(^6\) iii) The control structure for( )do{...} corresponds to an infinite loop whose sequence of instructions is repeated indefinitely until a break instruction, if any, is reached. A break statement passes control to the statement following the loop in the immediate outer block (see RE1 control structure in [21]). Without loss of generality, input data is assumed to be an unbounded data stream. It is assumed that \(D_{P}\) operates within an abstract machine with infinite resources (memory, processors, etc.).

The generic Source template is guided by a window policy, \(\theta\), defined in terms of the state of the system. In fact, the policy \(\theta\) effectively manages the ingestion of sub-streams and, in addition, a signal, \(\rho_1\), is used to notify the rest of the DP to stop ingesting data from their input channels and start collecting the results produced by the processing of the data ingested during the last window. If aggregated results need to be computed, an initial value, \(\nu_0\), is provided to the rest of the DP.

Within Algorithm 1, data ingestion adheres to the specified window policy \(\theta\) (Lines 2-4). In Algorithm 2, CreateGroup() (Lines 1-17) orchestrates the construction of partition blocks \(D_R\) linked to filter instances. The decision function \(\nu_R\) is utilized to determine data item eligibility as a block (Lines 5-7). Furthermore, result emission is carried out through the EmitResults() function (Lines 18-31). In Line 25, we can see how function \(F\) is applied to the block stored in the filter stage. In particular, \(\rho_1\) governs the cessation of group creation and results' generation (Line 17). CreateGroup() and function \(F\) operate within the filter's executable context.

Algorithm 3 manages data ingestion and the creation of new filter instances until the \(\rho_1\) signal is received. Depending on the problem,

\(^5\) https://go.dev/doc/effective.go#concurrency.

\(^6\) https://hexdocs.pm/flow/Flow.html.
**Algorithm 1:** Generic Source Stage (Srₜ).

```
Input : S of type Sequence(T)
Channels: (Cₚ of type T ∪ {p₁}, Cₜ of type T″ ∪ {pₐ, v₀})
State : Mₛₜ of type Sys
Scriptₛₜ :=
1 for ( ) do
2    while (l(Mₛₜ)) do
3        Cₜ ≜ Get(S)
4    end
5 Cₚ ≜ p₁;
6 Cₜ ≜ v₀ ≜ pₐ;
7 end
```

Note that the instances of the stages defined by the σ function in Section 2 correspond to the different stages reached by the channels, computations, and states in each template.

**Proposition 1.** Let \( P \) denote a DP-problem structured as \( P = (Iₚ, Oₚ) \), where \( Iₚ : \text{Sequence}(T) \rightarrow \text{Bool} \) and \( Oₚ : \text{Sequence}(T) \times T′ \rightarrow \text{Bool} \) represent the pre- and post-conditions of \( P \), respectively. The elements within the set \( T \) are defined by a distinctive property referred to as the grouping property \( R \). Suppose \( D \) constitutes a multiset that encompasses the elements found in \( \text{Sequence}(T) \), partitioned according to the characteristic \( R \), denoted as \( Dₚ \). Within this context, let \( F : Dₚ \rightarrow T′′ \) constitute a total function, and let \( C : (Dₚ \rightarrow T′′) \times 2^{Dₚ} \rightarrow T′ \) be a higher-order function such that for every sequence \( S \in \text{Sequence}(T) \) satisfying \( Iₚ, Oₚ(S, C(F, Dₚ)) \) holds. If \( F \) and \( C \) are computable functions, and the problem of determining if \( R \) is satisfied is decidable, then there exists a computational solution using the dynamic pipeline pattern. As a result of this setup, \( Dₚ \) will eventually reach the Sink stage (reflecting liveness) and produce the results (indicating progress).

**Proof sketch.** The computability of functions \( F \) and \( C \), along with the decidability of \( R \) satisfiability, guarantees that at each stage of \( Dₚ \), well-defined operations are carried out within finite time. This ensures that \( Dₚ \) will reach a termination point, and Algorithm 4 will be executed. The correctness of the dynamic programming process relies on the consistency of \( F \) and \( C \) in capturing the essence of the DP-problem. With these computable functions, the process incrementally refines its calculations, accurately incorporating relevant information while adhering to the dynamic programming principles.

The decidable nature of \( R \) satisfiability allows \( Dₚ \) to accurately identify and partition elements based on the grouping property \( R \). This ensures that the data is suitably processed, grouped, and directed towards the appropriate stages. Consequently, the execution of Algorithm 4 based on \( C \) ensures the generation of accurate results, as \( Oₚ(S, C(F, Dₚ)) \) holds for sequences satisfying \( Iₚ \). Moreover, the adherence to the window-policy \( θ \) guarantees the appropriate handling of the processed data streams, culminating in the desired results.

A formal proof of this proposition would require the concrete details of the window policy (θ) as well as the used data structures, the implementation of the functions \( VR, F \) and \( C \), the implementation of Algorithms 1, 2, 3 and 4 and, possibly, some specific details.
Algorithm 2: Generic Filter Stage ($F_P$).

Parameter: $x$ of type $T \cup \bot$
Channels : ($C_T$ of type $T \cup \{\rho_i\}, C_{T^r}$ of type $T^r \cup \{\rho_i, v_0\}$)
State : $M_{\rho_i}$ of type block($T$)

1 def CreateGroup()
2  for ( ) do
3    $x \ll C_T$
4    if ($x \neq \rho_i$) then
5      if ($V(x, M_{\rho_i})$) then
6        # Custom code for updating block here
7        $C_T \ll x$
8      end
9    else
10       # Item $x$ must be passed to the next stage
11       $C_T \ll \bot$
12    end
13  end
14  # $\rho_i$ has been read from channel $C_T$ and thus, stop
15  $C_T \ll F$
16  # Ingesting data from it and pass this signal to next stage
17  $C_T \ll \rho_i$
18 def EmitResults()
19  $r \ll C_{T^r}$
20  while ($r \neq \rho_i$) do
21    # Notice that $v_0$ has been read from channel $C_{T^r}$
22    # Custom code involving $r$ here or may be just $C_{T^r} \ll r$
23    $r \ll C_{T^r}$
24  end
25  $C_{T^r} \ll F(M_{\rho_i})$
26  $C_{T^r} \ll \rho_i$
27  # Results generated in this filter instance have been passed to the next stage followed by $\rho_i$

Script $F_P$ : 
28  for ( ) do
29    CreateGroup()
30    EmitResults()
31  end

Algorithm 3: Generic Generator Stage ($G_P$).

Parameter: $F$ of type $F_P$
Channels : ($C_T$ of type $T \cup \{\rho_i\}, C_{T^r}$ of type $T^r \cup \{\rho_i, v_0\}$)
State : $M_{\rho_i}$ of type Sys
Script $G_P$ : 
1  for ( ) do
2    for ( ) do
3      $x \ll C_T$
4      if ($x \neq \rho_i$) then
5        spawn($F, Param(x), InitialBlock(x))$
6      else
7        break
8    end
9  end
10  for ( ) do
11    $r \ll C_{T^r}$
12    if ($r \neq \rho_i$) then
13      $r \ll C_{T^r}$
14    else
15      break
16    end
17  end
18  $C_{T^r} \ll \rho_i$
19 end

of the system. In particular, we think that this kind of proof can be done using formal techniques based on some extensions of linear temporal logic such as the event-driven linear temporal logic presented in [9].
Algorithm 4: Generic Sink Stage (Sk₂).

Output : R of type T′
Channels: (C₀′ of type T′ ∪ {r₁, x₀})
State : M₃₀ of type T′
Script₃₀ : ⊆
1 for ( ) do
2 for ( ) do
3 if ( ) then
4 M₃ₙ = r ∪ M₃ₙ
5 else
6 break
7 end
8 end
9 Put(R,C(M₃₀))

3. A DP algorithm for the weakly connected components

Consider the task of enumerating the Weakly Connected Components (WCC) of a given graph \( G = (V, E) \) using the DP approach. Given \( G \) with no isolated vertices or loops, the challenge of computing its weakly connected components is a well-studied problem in graph theory. Weakly connected components are defined without regard to the orientation of edges in a graph, if any. A weakly connected component denotes a maximally connected subgraph within \( G \), meaning that there exists a path connecting every pair of vertices in \( G \) [12]. Obviously, the connectivity relation between vertices is reflexive, symmetric, and transitive, making it an equivalence relation. Consequently, the task of computing weakly connected components in \( G \) is to compute the quotient set of \( V \) based on this connectivity relation. More simply, it involves computing the finest partition \( c₁, c₂, ..., cₖ \) of \( V \) such that for every \( i \in [1 : k] \), \( c_i \subseteq V \), and for every distinct \( v, w \in c_i \), \( v \) and \( w \) are connected. The subgraphs induced by each subset \( c_i \subseteq V \) represent the weakly connected components of \( G \). Consequently, finding the connected components of \( G \) naturally leads to deriving the partition of \( V \) driven by the connectivity relation.

An incremental enumeration approach to the WCCs of \( G \) specifically involves listing these components in a way that is consistent with their computation or identification process. We proceed by outlining the characterization of the problem of enumerating weakly connected components in a graph, as per Definition 6. This example encapsulates the essential components of the weakly connected component enumeration problem, illustrating its structure and key attributes.

Example 6. Consider \( \mathcal{P}_2 = (I_{\mathcal{P}_2}, O_{\mathcal{P}_2}) \), which represents the task of enumerating the weakly connected components of a given graph \( G = (V, E) \). The components are defined as follows:

- Input data \( (I_{\mathcal{P}_2}) \): The input data \( S \) is structured as a bounded stream of edges of the form \((v, w)\), where both \( v \) and \( w \) belong to \( V \), the set of vertices in the graph.
- Result \( (O_{\mathcal{P}_2}) \): The result is a sequence containing the weakly connected components of \( G \).
- Grouping Property (Connectivity): The grouping property centers around the concept of connectivity, \( \leftrightarrow \) (i.e., the grouping property \( R \)), such that for any \( v \) and \( w \) within \( V \), if \( v \leftrightarrow w \), then \( v \) and \( w \) are part of the same grouping block.
- Function \((F)\): The function \( F : D_R \rightarrow 2^V \) is defined as \( F(b) = b \), mapping a connection block \( b \) to itself.
- Function \((C)\): \( C = \text{map} \), where \( \text{map}(F, D_R) \) builds a sequence of sets of vertices (the connected components) from the application of \( F \) to each element (block) of \( D_R \).

The Dynamic Pipeline approach is employed to facilitate the incremental enumeration of weakly connected components (WCCs) within a graph \( G \), denoted as \( \text{DP}_{\text{WCC}} \). To process this, a stream of (non-oriented) edges, culminating in a designated symbol EOF, is input. The \( \text{DP}_{\text{WCC}} \) configuration revolves around the distinctive behaviors exhibited by its four primary stage types: Source (\( \text{Sr}_{\text{WCC}} \)), Generator (\( G_{\text{WCC}} \)), Sink (\( \text{Sk}_{\text{WCC}} \)), and Filter (\( F_{\text{WCC}} \)) stages. The linear and unidirectional connections between these stages are facilitated through the channels \( C_E \) (for edge transmission) and \( C_{\text{set}(V)} \) (for transmission of sets of connected vertices). The functionality of the Source stage (\( \text{Sr}_{\text{WCC}} \)) is rooted in the identity transformation applied to the incoming stream of edges. As each edge enters, it is transmitted through \( C_E \) to the subsequent stage. Upon receiving the EOF signal via \( C_E \), the Source stage (\( \text{Sr}_{\text{WCC}} \)) terminates. Algorithm 5 provides the definitive outline for the Source stage (\( \text{Sr}_{\text{WCC}} \)). Notably, the script \( \text{Sr}_{\text{WCC}} \) (or \( \text{Script}_{\text{Sr}_{\text{WCC}}} \)) executes the operation \( f_{\text{Sr}} \) for source stages, as stipulated in Section 2.1. The loop from Lines 1 to 8 orchestrates the inclusion of input data into the edge channel \( C_E \), with \( \leftarrow \) denoting the insertion action. Line 11 is responsible for initializing the channel \( C_{\text{set}(V)} \), with \( \emptyset \) serving as the initial entry \( V₀ \) in the generic templates). The algorithm persists until the channel \( C_{\text{set}(V)} \) concludes its operation and then, the \( \text{Sr}_{\text{WCC}} \) stage dies. Roughly speaking, algorithm \( \text{DP}_{\text{WCC}} \) (Algorithm 6) requires two rounds to enumerate the weakly connected components. In the \( \text{DP}_{\text{WCC}} \), we observe that only Filter instance stages need to maintain a state. According to the definition of the weakly connected components, blocks in filters are represented as sets of vertices (\( \text{SetOf}(V) \)). In addition, since the input data stream is bounded, there is not necessarily a window-policy, but there is a mark to indicate the end of ingesting data items, the eof mark. Also, a function for closing channels, close(), is used as well as the die() function. Besides, in the Filter template, as we anticipated
Algorithm 5: Source Stage ($S_{\text{WCC}}$).

Input : $S$ of type Sequence($V \times V$)
Channels : (c$_E$ of type $E$, $c_{\text{setOf}(V)}$ of type SetOf($V$))
Script$_{\text{func}}$:

1. for () do
2. 
3. 
4. 
5. else
6. 
7. end
8. end
9. $c_E \leftarrow \text{eof}$
10. close($c_E$);
11. $c_{\text{setOf}(V)} \leftarrow \emptyset$;
12. close($c_{\text{setOf}(V)}$);
13. die(self)

in the previous section, the creation of blocks requires more than one round. There is no clear difference between the creation of the blocks and the generation of results. In the first round, filter instance stages receive the edges of the input graph and create sets of connected vertices (Lines 1-16). During the second round, each filter instance receives sets of connected vertices (Lines 19-36). When the incoming set of vertices intersects with its set of connected vertices in a filter, the set of incoming vertices is connected to the latter, and no output is produced. Otherwise, the incoming set of connected vertices is passed to the next stage, i.e., the behavior of $F_{\text{WCC}}$ is stated by the sequence formed by Connectivity followed by ConnectedComponents in Lines 39-40. Connectivity keeps a set of connected vertices in state $M_{F_{\text{WCC}}}$. When an edge $e$ arrives, if one endpoint of $e$ is present in the state, then the other endpoint of $e$ is also added to $M_{F_{\text{WCC}}}$. Edges without incident endpoints are passed to the next step. If the channel $c_E$ has no more edges, it is closed and ConnectedComponents starts its execution. When ConnectedComponents receives a set of connected vertices $cc$ in $c_{\text{setOf}(V)}$, it determines whether the intersection between $cc$ and the vertices in its state is not empty. If so, it adds the vertices in $cc$ to the state $M_{F_{\text{WCC}}}$. Otherwise, $cc$ is passed to the next step. If channel $c_{\text{setOf}(V)}$ is empty, ConnectedComponents passes --through $c_{\text{setOf}(V)}$-- the set of vertices in its state to the next stage (Line 23 in Algorithm 6). ConnectedComponents closes $c_{\text{setOf}(V)}$ channel, and then the filter instance dies.

Algorithm 7 implements the generator stage. In the first round (Lines 1-9), a new instance is created, i.e., the operator $\text{spawn}(F_{\text{WCC}}, \emptyset, \{v, w\})$ is executed. Additionally, Algorithm 7 applies the identity transformation to the entire set of vertices in channel $c_{\text{setOf}(V)}$; this is specified in Lines 11-17. Lastly, all the channels are closed and the generator dies (Lines 19-21).

Algorithm 8 implements the sink stage; it receives the identified weakly connected components (Lines 1-8) according to the Put(…) function. The channel is closed (Line 9) and the sink dies (Line 10).

4. The dynamic pipeline framework

Solving problems using the Dynamic Pipeline approach is an intuitive task for some families of problems. However, due to the underlying concurrency/parallelism, implementing DPs from scratch requires high programming skills. In this section, we first define a generic Dynamic Pipeline framework and discuss the features of this definition. A Dynamic Pipeline framework is expected to help users create and deploy dynamic pipelines without being an expert in concurrency or parallelism. Thus, users only need to focus on specifying DPs and programming the functionality for their stages. Second, we present a proof of concept. Specifically, we implement a dynamic pipeline to enumerate weakly connected components ($D_{\text{WCC}}$) using a preliminary implementation of a DPF using Haskell as the programming language. Haskell was chosen because functions are first-class citizens in this language. Therefore, we expected that this programming language would be suitable to naturally represent stateful operators when extended with some state management libraries. Finally, through an empirical evaluation of $D_{\text{WCC}}$, we assess the performance of the Dynamic Pipeline framework developed in Haskell and thus the feasibility of this tool.

Definition 7. A Dynamic Pipeline framework, $D_{\text{PF}_L}$, is a 5-tuple $\langle \text{IDE}, \text{XE}, \text{IS}, \text{OS}, \text{R} \rangle$. L is the Target Programming Language, i.e., the language in which a dynamic pipeline DP will be implemented. The language L should support concurrency and parallelism. The components of $D_{\text{PF}_L}$ are defined as follows:

1. IDE is an Integrated Development Environment; it is a user interface suitable for both expert and non-expert developers to create DP. The IDE consists of: i) An editor based on the stage templates presented in Section 7, written in the L language. This editor allows writing L-code customized to the stage templates of DP according to the application; ii) A Channel Type Checker component, ($T_{\text{EL}}$), that verifies the consistency of data types in the users’ customized stage’s templates with respect to the input and output data in stages; iii) A DP Assembler, $A_{\text{S}}$. This component of $D_{\text{PF}_L}$ generates the corresponding L-code, ready to be executed. To be concrete, $A_{\text{S}}$ generates the initial configuration of DP; and iv) A repository for saving all the dynamic pipelines developed using the framework.
Algorithm 6: Filter Stage (F_{WCC}).

Parameter: 

Channels : \( (C_e \text{ of type } E, C_{\text{set}(V^\text{I})}, \text{of type } \text{SetOf}(V)) \)

State : \( M_{WCC} \text{ of type } \text{SetOf}(V) \)

1. \textbf{def} Connectivity() 
2. for ( ) do 
3. \( e \in C_g \) 
4. if (e != eof) then 
5. \( (v, w) = e; \)
6. if (\( (v, w) \cap M_{WCC} \neq \emptyset \)) then 
7. \( M_{WCC} = M_{WCC} \cup \{v, w\}; \)
8. else 
9. \( C_g = e; \)
10. end 
11. else 
12. break 
13. end 
14. end 
15. \( C_g = \text{eof}; \)
16. close(C_g);

19. \textbf{def} ConnectedComponents() 
20. for ( ) do 
21. \( cc = C_{\text{set}(V^\text{I})}; \)
22. if (cc != eof) then 
23. if (cc \( \neq \emptyset \)) then 
24. if (\( cc \cap M_{WCC} \neq \emptyset \)) then 
25. \( M_{WCC} = M_{WCC} \cup cc; \)
26. else 
27. \( C_{\text{set}(V^\text{I})} = cc; \)
28. end 
29. else 
30. break 
31. end 
32. end 
33. \( C_{\text{set}(V^\text{I})} = M_{WCC}; \)
34. \( C_{\text{set}(V^\text{I})} = \text{eof}; \)
35. close(C_{\text{set}(V^\text{I})});

38. \textbf{Script}_{WCC} : 
39. Connectivity(); 
40. ConnectedComponents(); 
41. die(self);

2. XE is the DP Execution Engine; it is a process that controls the execution, i.e. starting, stopping, pausing, monitoring, etc., of dynamic pipelines.

3. IS is the Input Data Source Manager System. The source of input data could be sensors, file systems, IoT devices, etc.

4. OS is the Output Data Recipients Manager. Output data could be files, plots, signals, etc.

5. R is the Fail Recovery System that monitors, logs, and stores snapshots of DPF_L system status and activity. It is responsible for applying the recovery policies defined by DPF_L when necessary.

4.1. DPF_Haskell: an implementation of the dynamic pipeline specification

In this subsection, we describe the implementation of DPF_Haskell; it allows us to understand and explore the limitations and challenges that might be found in the development and deployment of a specific DPF. DPF_Haskell is useful to provide general insights into the main features to consider when implementing a dynamic pipeline framework, and to demonstrate the feasibility of developing and using such a framework. In the following, we present the most important aspects we dealt with. All the specific details of the implementation can be found in [34].

**Stream processing.** Several implementations for streaming processing models\(^7\)\(^8\)\(^9\) in Haskell have emerged over the years. These libraries have their abstractions and can do stream processing in a fast way with varying performance according to recent bench-
Algorithm 7: Generator Stage ($G_{WCC}$).

Parameter: $F_{WCC}$

Channels : ($C_E$ of type $E$, $C_{set(V)}$, of type SetOf(V))

Script$_{WCC}$:

1. for ( ) do
2.    e $\leftarrow$ $C_E$
3.    if (e != eof) then
4.        (v, w) = e;
5.        spawn($F_{WCC}$, $\emptyset$, [v, w]);
6.    else
7.        break
8. end
9. close($C_E$);
10. for ( ) do
11.    cc $\leftarrow$ $C_{set(V)}$
12.    if (cc != eof) then
13.        $C_{set(V)}$ $\leftarrow$ cc;
14.    else
15.        break
16. end
18. $C_{set(V)}$ $\leftarrow$ eof;
19. close($C_{set(V)}$);
21. die(self)

Algorithm 8: Sink Stage ($S_{WCC}$).

Channels : ($C_{set(V)}$, of type SetOf(V))

Output : R of type Sequence(SetOf(V))

Script$_{WCC}$:

1. for ( ) do
2.    cc $\leftarrow$ $C_{set(V)}$
3.    if (cc != eof) then
4.        Put(R, cc);
5.    else
6.        break
7. end
8. end
9. close($C_{set(V)}$);
10. die(self)

As marks, 10 although they seem to be suitable for implementing a DP, it is necessary to know the disposition of the pipeline stages beforehand, and thus it is hard to achieve a concise and expressive implementation of a DPF. Moreover, since they are designed according to the data-parallel streaming model [33], implementing DP using these tools becomes a counterintuitive and difficult task. Another problem is that in these libraries it is not clear how to manipulate the channels between the stages to control the flow of data. We have developed a package that handles stream processing in the way that the dynamic pipeline model does. To the best of our knowledge, no similar library has been written in Haskell. In this implementation we have utilized an Embedded Domain Specific Language (EDSL) approach [8], embedded in the target language, i.e., Haskell to explore the purely functional nature of that language. Accordingly, users write their dynamic pipeline specifications in Haskell, restricted to the EDSL abstractions. This approach allows the use of the Haskell’s strong type system to provide type-level correctness [15].

Parallelization. One of the most crucial tasks of the implementation is the selection of concurrency libraries to support an intensive parallelization workload. Parallelization techniques and tools have been intensively studied and implemented in Haskell [29]. Indeed, it is well known that green threads and sparks allow one to spawn thousands to millions of parallel computations. These parallel computations do not penalize performance when compared with Operating System (OS) level threading [27]. In particular, we spawn green threads in this first version of the DPF$_{Haskell}$. Moreover, to spawn asynchronous computations [27] using green threads, we use the async library [11] [26]. This library provides combinators to manage thread terminations and errors. We also explored the possibility of using the concurrency library Par Monad, based on sparks [28]. Even though both, green threads and sparks, allow for spawning thousands to millions of parallel computations, the library Par Monad was designed for data parallelism (i.e. data are divided into disjoint subsets that are processed independently) and hence, it is practically impossible to do fine level of control on
sparks. To be concrete, using the library \texttt{Par Monad}, the decision of spawning new stages is done by the scheduler. Hence, dynamic pipelines hardly can be implemented using sparks.

**Representation of stages.** Stages are represented as monadic computations. These monadic computations are spawned in parallel through the use of the \texttt{async} combinator. Thus, different threads continue reading and writing from channels without blocking progress if data are available. Scripts in filter stages are also described as monadic computations. However, they are not spawned in different threads because, according to the DP computation model, they must run sequentially in the same filter instance (i.e., in the same thread).

**Channels.** Regarding channels, there are several techniques to communicate threads or sparks in Haskell like \texttt{MVar} or concurrent safe mechanisms like Software Transactional Memory (STM) [13]. At the same time, in the Haskell library ecosystem, there are Channels abstractions based on previously mentioned communication techniques. In that sense, for conducting the communication between dynamic stages and data flowing in a dynamic pipeline, we have selected the \texttt{unagi-chan} library[12] which provides the following advantages to our solution: Firstly, \texttt{MVar} channels without using STM reducing overhead. STM is not required in a dynamic pipeline because each specific stage running in a separated thread, can only access its I/O channels for reading/writing accordingly, and these operations are not concurrently shared by other threads (stages) for the same channels. Second, non-blocking channels. The \texttt{unagi-chan} library contains blocking and non-blocking channels for reading. This aspect is key to speeding up the implementation. Third, the library is optimized for x86 architectures using low-level \texttt{fetch-and-add} instructions. Finally, \texttt{unagi-chan} is 100x faster[13] on benchmarks compared to STM and baseline \texttt{Chan} implementations.

5. **Empirical evaluation**

The empirical study of the implementation of the algorithm presented in Section 3, \texttt{DP\textsubscript{WCC}}, aims at evaluating the proposed Dynamic Pipeline framework \texttt{DP\textsubscript{WCC}}\textsubscript{Haskell}. The current version of \texttt{DP\textsubscript{WCC}}\textsubscript{Haskell} is available as a Haskell package at Hackage: The Haskell Package Repository, https://hackage.haskell.org/package/dynamic-pipeline. For the experiments, we have implemented two solutions to the problem of weakly connected components:

- \texttt{idP\textsubscript{WCC}}: baseline (ad hoc) implementation of the weakly connected components as a dynamic pipeline.
- \texttt{idP\textsubscript{WCC}}: implementation of the weakly connected components on top of the \texttt{DP\textsubscript{Haskell}} framework.

Our goal is to answer the following research questions: **RQ1** Does \texttt{idP\textsubscript{WCC}} exhibit similar execution time performance compared with \texttt{idP\textsubscript{WCC}}? **RQ2** Does \texttt{idP\textsubscript{WCC}} enhance the continuous behavior with respect to the \texttt{idP\textsubscript{WCC}}? We have configured the following setup to assess our research questions.

5.1. **Datasets**

The experiments are performed on networks of the benchmark SNAP [24]. The selected networks correspond to complex undirected graphs of different sizes and connected components; Table 1 reports on the main characteristics of these undirected graphs.

5.2. **Haskell setup**

We use the following Haskell setup for the \texttt{idP\textsubscript{WCC}} implementation: GHC version 8.10.4, \texttt{bytestring 0.10.12.0}, \texttt{containers 0.6.2.1}, \texttt{relude 1.0.0.1} and \texttt{unagi-chan 0.4.1.3}. We disabled \texttt{Prelude} from the project with the language extension (language options) \texttt{NoImplicitPrelude}. The decision of using the \texttt{relude} library instead of \texttt{Prelude} was made for

\begin{table}[h]
\centering
\caption{Datasets. These graphs compose the benchmark SNAP [24] and cover several characteristics, i.e., size, density, and number and size of WCC. The Google Web Graph is the most complex graph regarding all these parameters.}
\begin{tabular}{|l|c|c|c|c|c|}
\hline
Network & vertices & Edges & Diameter & \#WCC & \#vertices Largest WCC \\
\hline
Enron Emails & 36,692 & 183,831 & 11 & 1,065 & 33,696 (0.918) \\
Astro Physics Collaboration Net & 18,772 & 198,110 & 14 & 290 & 17,903 (0.954) \\
Google Web Graph & 875,713 & 5,105,039 & 21 & 2,746 & 855,802 (0.977) \\
\hline
\end{tabular}
\end{table}
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the sake of safeness and freedom degrees in the development of the DPF. With the \texttt{relude} package, it is possible to decide what to include and avoid using some partial functions considered badly defined in \texttt{Prelude}. Regarding compilation flags (GHC options), we compiled with \texttt{-O3, -rtsopts, -with-rtsopts=+N}. Since we are using \texttt{stack} version 2.5.11\(^\text{19}\) as a build tool on top of GHC, the build command is \texttt{stack build}.\(^\text{20}\) The setup for \texttt{idPFWCC} is the same, except that we use the \texttt{dynamic-pipeline 0.3.2.0}\(^\text{21}\) library written as part of this work.

5.3. Experiments definition

\textit{E1: Implementation analysis}. We evaluate the performance of the dynamic pipeline implementations for enumerating weakly connected components. We run the option \texttt{+RTS -s} flags to enable the GHC runtime statistics. For each implementation, we compute the metrics \textit{MUT Time}, which is the time spent running the program itself, and \textit{GC Time}, which is the time spent running the garbage collector. The \textit{Total Execution Time} is the sum of both in seconds. At the same time, we check the correctness of the output by computing the number of elements generated by the algorithm against the already known topology. This experiment provides evidence to answer the research question RQ1.

\textit{E2: Benchmark analysis}. This experiment measures \textit{Average Running Time}. The \textit{Average Running Time} is the average running time of 1000 resamples using the \texttt{criterion} tool. In each sample, the running time is measured from the beginning of the program execution until the last answer is produced. This experiment will help to answer the research question RQ1.

\textit{E3: Continuous behavior}. Therefore, it is important to evaluate the impact of implementing a dynamic pipeline on top of a DPF, in this case the \texttt{DPF}_{Haskell}. In this benchmark, we use \texttt{dief@t [1]}, a relevant metric to measure diefficiency. The metric \texttt{dief@t} quantifies the amount of results generated during the first time units of execution, relative to the results generated by the entire execution of the program. The higher the value of \texttt{dief@t}, the better the efficiency. The values of \texttt{dief@t} are calculated using the \texttt{Diefficiency Metrics Tool, diefpy}.\(^\text{22}\) The \texttt{diefpy} tool generates radial plots reporting the comparison of \texttt{dief@t} and other non-continuous metrics: i) Completeness (Comp), which is the total number of answers produced. ii) Time for the first tuple (TFFT), which measures the elapsed time to produce the first answer. iii) Execution Time (ET) which measures the elapsed time to complete the execution of a query. iv) Throughput (T) which measures the total number of answers produced after evaluating a query divided by its execution time ET. Based on the reported values of \texttt{dief@t}, we aim at answering research question RQ2.

5.4. Discussion of observed results

\textit{Experiment: E1.} Table 2 reports on the execution of \texttt{idPFWCC} in the evaluated graphs. It is important to note that since the first two graphs are smaller in the number of edges compared to \texttt{Google Web Graph}, running them with 8 cores, as indicated by the \texttt{-N} parameters, does not affect the final speedup. GHC does not distribute threads to extra cores because it handles the load with 4 cores. Table 2 shows remarkable execution times for the first two graphs. This is not the case for the Google Web Graph. According to Table 1, the larger weakly connected components of all graphs have more than 90% of the vertices. However, this fact does not negatively affect the total execution time for the Enron Emails and Astro Physics Coll graphs, while it does affect the largest graph, the Google Web Graph. The results indicate the need for more sophisticated techniques to implement the \texttt{DFWCC} algorithm. These techniques should avoid getting stuck while waiting to collect all vertices in filters to speed up execution. The number of connected components is the same in all cases.

Table 3 shows the \textit{total execution time} for each of the networks implemented with \texttt{idPFWCC}. We observe similar execution time values compared to Table 2. In fact, for the Enron Emails and Astro Physics Coll graphs, all times are better than those obtained with \texttt{idPFWCC}. The time for the Google Web graph is slightly worse. We have to keep in mind that \texttt{DPF}_{Haskell} adds some overhead compared to just running the code. According to these results, we can partially answer RQ1, because the implementation of \texttt{idPFWCC} has similar performance compared to \texttt{idPFWCC}.

\textit{Table 2}

<table>
<thead>
<tr>
<th>Network</th>
<th>Exec Param</th>
<th>MUT Time</th>
<th>GC Time</th>
<th>Total Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Enron Emails</td>
<td>+RTS -N4 -s</td>
<td>2.797s</td>
<td>0.942s</td>
<td>3.746s</td>
</tr>
<tr>
<td>Astro Physics Coll Net</td>
<td>+RTS -N4 -s</td>
<td>2.607s</td>
<td>1.392s</td>
<td>4.014s</td>
</tr>
<tr>
<td>Google Web Graph</td>
<td>+RTS -N8 -s</td>
<td>137.127s</td>
<td>218.913s</td>
<td>356.058s</td>
</tr>
</tbody>
</table>

\(^{19}\) https://docs.haskellstack.org/en/stable/README/.

\(^{20}\) For more information about package.yaml or cabal file, see https://github.com/jproyo/upc-miri-tfm/tree/main/connected-comp.


\(^{22}\) https://github.com/SDM-TIB/diefpy/.
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**Table 3**
Total Execution times of each graph implemented with iDPF\textsubscript{WCC}. MUT Time is the time of actual code execution, while GC Time is the time the program spent doing garbage collection. Total Execution time is the sum of both times. For all these metrics lower is better. The parameters that characterize each graph affect the performance of iDPF\textsubscript{WCC} negatively, being Google Web Graph the one that consumes more MUT Time and GC Time.

<table>
<thead>
<tr>
<th>Network</th>
<th>Exec Param</th>
<th>MUT Time</th>
<th>GC Time</th>
<th>Total Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Enron Emails</td>
<td>+RTS -N4 -s</td>
<td>1.795s</td>
<td>0.505s</td>
<td>2.310s</td>
</tr>
<tr>
<td>Astro Physics Coll Net</td>
<td>+RTS -N4 -s</td>
<td>2.294s</td>
<td>1.003s</td>
<td>3.317s</td>
</tr>
<tr>
<td>Google Web Graph</td>
<td>+RTS -N8 -s</td>
<td>169.381s</td>
<td>270.784s</td>
<td>440.176s</td>
</tr>
</tbody>
</table>

**Table 4**
Comparison of execution times between iDPF\textsubscript{WCC} vs. iDPF\textsubscript{WCC}.
The graph with the higher speed-up is highlighted in bold. The parameters that characterize each graph impact on the performance of iDPF\textsubscript{WCC} and iDPF\textsubscript{WCC}. Google Web Graph is the most complex graph and its characteristics affect the performance of iDPF\textsubscript{WCC}.

<table>
<thead>
<tr>
<th>Network</th>
<th>iDPF\textsubscript{WCC}</th>
<th>iDPF\textsubscript{WCC}</th>
<th>Speed-up</th>
</tr>
</thead>
<tbody>
<tr>
<td>Enron Emails</td>
<td>4.30s</td>
<td>4.68s</td>
<td>0.91</td>
</tr>
<tr>
<td>Astro Physics Coll Net</td>
<td>4.76s</td>
<td>4.98s</td>
<td>0.95</td>
</tr>
<tr>
<td>Google Web Graph</td>
<td>456s</td>
<td>386s</td>
<td>-1.18</td>
</tr>
</tbody>
</table>

**Table 5**
Continuous behavior of iDPF\textsubscript{WCC} and iDPF\textsubscript{WCC}. The metric dief\textsubscript{t} counts the continuous generation of weakly connected components; dief\textsubscript{t} is a higher-is-better metric. All approaches continuously enumerate the weakly connected components. However, the characteristics of the graphs (i.e., the size, density, and number of weakly connected components) affect their behavior. For example, iDPF\textsubscript{WCC} enumerates the results more continuously in Enron Emails and Astro Physics Coll, where the number of weakly connected components is relatively small. On the other hand, Google Web Graph has a large number of weakly connected components, and one of them is very large. As a result, the iDPF\textsubscript{WCC} encounters obstacles in generating the largest element, which subsequently undermines its sustained performance. This correlation is consistent with the conclusions of Navarro et al. [30], who state that imbalances in block distribution lead to inefficiencies in stage execution. To address this challenge, it is imperative to develop optimization techniques that prioritize fair workload and data distribution, thereby promoting a more efficient overall process.

<table>
<thead>
<tr>
<th>Graph</th>
<th>Implementation</th>
<th>dief\textsubscript{t} Metric</th>
</tr>
</thead>
<tbody>
<tr>
<td>Enron Emails</td>
<td>iDPF\textsubscript{WCC}</td>
<td>1.38 × 10^6</td>
</tr>
<tr>
<td></td>
<td>iDPF\textsubscript{WCC}</td>
<td>1.98 × 10^6</td>
</tr>
<tr>
<td>Astro Physics Coll</td>
<td>iDPF\textsubscript{WCC}</td>
<td>1.80 × 10^6</td>
</tr>
<tr>
<td></td>
<td>iDPF\textsubscript{WCC}</td>
<td>8.77 × 10^6</td>
</tr>
<tr>
<td>Google Web Graph</td>
<td>iDPF\textsubscript{WCC}</td>
<td>1.29 × 10^7</td>
</tr>
<tr>
<td></td>
<td>iDPF\textsubscript{WCC}</td>
<td>1.17 × 10^7</td>
</tr>
</tbody>
</table>

**Experiment: E2** With the results of the experiment E1 we have a partial answer to RQ1. In fact, we found that, depending on the implemented algorithm, the distribution of the input data can affect the performance and the parallelization of a dynamic pipeline. Table 4 summarizes the comparison of the average execution times of iDPF\textsubscript{WCC} and iDPF\textsubscript{WCC}. In both implementations, the graph that performs slightly worse is Google Web, but the difference is not significant enough considering the overhead introduced by DPF\textsubscript{Haskell}. The results of the experiments E1 and E2 allow to answer the search question RQ1 and confirm that iDPF\textsubscript{WCC} has a similar performance compared to the ad hoc implementation iDPF\textsubscript{WCC}. This result is really encouraging for the further development of a Dynamic Pipeline framework.

**Experiment: E3** In the case of Enron Emails and Astro Physics Coll, iDPF\textsubscript{WCC} continuously computes and enumerates results because the size and density of the components are uniform. As a result, the values of dief\textsubscript{t} are higher in iDPF\textsubscript{WCC} than in iDPF\textsubscript{WCC}, even though iDPF\textsubscript{WCC} continuously produces results. Table 5 reports values dief\textsubscript{t} that quantify these observations. Complementary radar plots in Fig. 5 show the values of the metrics Completeness (Comp), Time for the first tuple (TFFT), Execution Time (ET), and Throughput (T); for all the metrics shown higher is better; and iDPF\textsubscript{WCC} is shown in yellow, while iDPF\textsubscript{WCC} is shown in green. As shown, all approaches produce all results, i.e. the completeness is the same for iDPF\textsubscript{WCC} and iDPF\textsubscript{WCC} in the three graphs. iDPF\textsubscript{WCC} produces more continuous results in Enron Emails and Astro Physics Coll. However, iDPF\textsubscript{WCC} produces the first results faster (i.e., the inverse of the time for the first tuple (TFFT\textsuperscript{-1}) is better) and has a better elapsed time (i.e., the inverse of the execution time ET\textsuperscript{-1}). This behavior may be caused by the fact that both graphs contain a more balanced number of complex components, and there are no
6. Related work

Streaming Processing Techniques. The development of streaming processing techniques has stimulated areas of massive data processing for data mining algorithms, big data analytics, IoT applications, etc. Data streaming has been studied using different approaches ([7] and see [33] for a survey) that allow us to efficiently process a large amount of data with an intensive level of parallelization. There are two main different models of stream parallelization: data parallelism and pipeline parallelism. [11,22]. According to the data parallelism approach, data is divided into non-overlapping subsets that are processed in parallel, so that all computations performed in parallel on different subsets of data are independent. One of the main challenges when using this approach is to properly tune the workload a priori. A common model that has been successful over the last decade is MapReduce (MR) [6]. Various frameworks or tools such as Hadoop, Spark, etc. efficiently support this computational model. One of the main advantages of this type of model is the ability to implement stateless operators [33].

Data is processed in different threads or processors without contextual information. However, when it is necessary to be aware of the context, parallelization is penalized and each computational step should be fully computed before proceeding with the others (blocking), i.e. the reduce operation on many frameworks or tools. Thus, the data parallelism approach is hardly viable for delivering results incrementally. Flink is a stream processing framework based on stateful operators. It is important to note that it is necessary to use the Stateful Functions library to implement elastic stateful stream processing application using this framework. However, to our knowledge, the documentation of this library is still not sufficient, and in addition, developers have to deal with many problems if the ingestion of data is not done by Kafka. Furthermore, due to its computation model [16], it is not natural to deliver data continuously in Flink applications.

In contrast to these frameworks mentioned above, the Dynamic Pipeline approach naturally exploits elastic pipeline parallelism and stateful operators (filter instances stages). No matter what the data source is, Source is set up by the user (this feature is supported by the IDE in the DPF). Therefore, the splitting and grouping of (possibly overlapping) data is done as needed. That is, the workload is self-adapted by the dynamic pipelines. In addition, each stage produces results as soon as they are ready, allowing continuous generation of responses. This approach allows to handle, in a very natural way, real-time stream processing and clustering without knowing the number of clusters beforehand.

Strategies for Dynamic Pipelines. Creating groups of input data and applying a function to each group, as we do when using the Dynamic Pipeline approach, reminds us of the divide and conquer pattern for solving problems [35]. However, on the one hand, divide and conquer is useful for solving problems where data is limited and in-memory. Instead, our approach is oriented towards solving problems where data is not necessarily bounded and can be ingested dynamically, i.e. data streams. Moreover, the results

---

23 https://hadoop.apache.org/
24 https://spark.apache.org/
25 https://flink.apache.org/
26 https://kafka.apache.org/
27 It is well known that one of the main concerns in the clustering problem is the estimation of the number of clusters.
are output as they are generated, i.e., results are generated incrementally. In particular, according to stream processing techniques, results are generated using a `window-based` approach. On the contrary, in the divide and conquer paradigm, the problem remains divided into subproblems, in terms of the size of the problem instead of a grouping relation, until the ones that are simple enough to start producing solutions are reached. In the case of the DP approach, the input data is grouped into (multi)subsets according to a grouping property, a specific function is applied to these subsets, and the results of these applications are combined to produce results. Regarding the MapReduce programming model [18], it is a `data parallel` processing model. Map and Reduce functions are blocking operations [23]. This means that in a MapReduce workflow solution all tasks must be completed to move forward to the next stage. This fact causes performance degradation and makes it difficult to support continuous real-time processing.

**Metrics in Streaming Processing Techniques.** The primary metrics considered when evaluating streaming processing pipelines with massive input data are latency and throughput and resource utilization [38]. Latency measures how long it takes the framework to deliver a result. Throughput measures the amount of data processed in a unit of time. A good pipeline framework should have low latency and high throughput. However, as mentioned earlier, there are stream processing problems where incremental result generation is critical. The time it takes to generate all the results can affect the continuous behavior despite latency and throughput. This issue can affect the solution of problems in domains such as biomedicine or social sciences, where answers must be produced in real time. In fact, there are domains where many applications need to process large amounts of data, where users do not need all the results, but only a fraction of them to start making decisions and performing analysis. In addition, users of these types of applications are able to manage the resources they can afford. Thus, the more resources users can afford, the more data or faster results they will receive. This method of delivering results incrementally in resource-intensive processes, is known as the `pay-as-you-go model` [31]. As a result, measuring only the latency and throughput of stream processing frameworks does not illustrate the suitability of a framework when continuous performance is required. The Dynamic Pipeline framework provides the basis for implementing a robust tool based on the Dynamic Pipeline approach. As the empirical evaluation results suggest, it can efficiently generate responses continuously.

7. Conclusions and future work

The growing demand for streaming processing has spurred the development of many computational models for handling this type of processing. One of these computational models is the Dynamic Pipeline approach. This work defines a Dynamic Pipeline framework and establishes the implementation requirements while outlining the targeted problems that these frameworks aim to address. As a proof of concept, the paper provides insight into the essential components of implementing a Dynamic Pipeline framework using Haskell. This exploration takes into account the relevant features, including versions and libraries, that contribute to the efficient realization of a Dynamic Pipeline framework.

In addition, this paper exemplifies the practical application of the provided Dynamic Pipeline framework by demonstrating its effectiveness in solving the challenge of identifying weakly connected graph components. To validate the effectiveness of the solutions, empirical evaluations are performed on a contemporary benchmark, the Stanford Network Analysis Platform (SNAP) [24]. This benchmark consists of three different graphs of varying complexity, which pose rigorous challenges to the evaluated implementations (namely DPF\textsubscript{WCC} and DPF\textsubscript{WCC}) of Dynamic Pipeline framework.

The paper also illustrates the category of problems that can be solved using the DP approach, along with an elucidation of its computational framework. In particular, the DP approach facilitates the creation of concise implementations, shielding the user from the complexities of concurrency and parallelism management. In addition, the computational model allows for the rapid generation of results, providing results as soon as they are generated. Finally, while not necessarily indicative of superior programming quality, code developed using the DP approach is significantly more compact than the ad hoc programs created within the same programming language that accommodates the Dynamic Pipeline approach.

While not exhaustive in scope, the empirical evaluation of the two implementations designed to compute weakly connected graph components effectively underscores their suitability and robustness in realizing a Dynamic Pipeline framework within the Haskell programming environment. The use of `dieff` measurements provides compelling evidence for the consistent behavior of both DPF\textsubscript{WCC} and DPF\textsubscript{WCC}. Furthermore, the results presented shed light on the key parameters of these implementations and demonstrate their efficient performance. These results not only confirm the feasibility of implementing a DP in Haskell, but also highlight the language’s ability to handle the demands of the WCC problem without compromising execution speed or memory allocation. We anticipate that these results will inspire the community to venture into implementing other algorithms in Dynamic Pipeline framework, thereby unlocking its potential benefits in diverse problem domains.

Based on the insights gained from the evaluation of the Dynamic Pipeline framework, our next endeavors involve the development of an improved iteration, as advocated by [27], aimed at achieving higher levels of parallelization through the use of sparks within the `Par Monad`. This strategic shift is expected to push the framework towards greater scalability. Another facet of our future plan is to apply the Dynamic Pipeline approach to various subgraph enumeration problems, such as bi-triangles or graphlets, which are indispensable components of efficient network analysis. Furthermore, we intend to broaden the scope of the applicability of the Dynamic Pipeline approach by implementing versions in both the GO\textsuperscript{28} and Elixir\textsuperscript{29} programming languages. This pursuit is inspired by the recognition that these languages adeptly address scalability concerns in complex scenarios. The encouraging results reported

\[\text{https://go.dev/}.\]

\[\text{https://elixir-lang.org/}.\]
by Zoltan et al. [32] in the context of the GO implementation serve as a promising foundation. We are committed to developing approaches that are seamlessly consistent with the principles outlined in Section 4. Through these upcoming research initiatives, we intend to continually provide the programming community with frameworks that effectively address the challenges posed by the escalating demand for streaming processing solutions. In addition, we intend to formulate optimization methods tailored to adapt the scheduling of a dynamic pipeline to the characteristics of the input data. These adaptive execution strategies aim to ensure a harmoniously balanced workload distribution across the various stages of the pipeline.
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