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A B S T R A C T

The future of deep space communications encompasses a challenging situation where the current facilities
used to communicate with different spacecraft may become saturated as a result of an increasing number
of missions and their complexity. From this forecast, the present study intends to provide a solution to
saturation problems through strategically-located upgradable relays for Earth–Mars communications. The
foremost goal of this paper is to quantitatively uncover the potential enhancements coming from relay
placement in strategic orbits between Earth and Mars. Herein, two relay configurations – a.k.a. network
topologies – are analyzed: the Lagrange-relays network topology and a circular, homogeneously-distributed
satellite constellation, acknowledged here as pearl constellation. The first uses the Earth–Sun system Lagrange
points L3, L4 and L5 as potential locations for the relays, whilst the second defines an optimized orbit between
Earth and Mars with 3 or 4 relay satellites.

To aid in the analysis, the authors developed an open-sourced piece of software that obtains the link
availability as well as the data rate at which two nodes may communicate, taking as a reference the Deep
Space Network (DSN) for Earth, and the Mars Reconnaissance Orbiter for Mars. For complex topologies with
more than two communicating nodes, the software outputs the end-to-end bit rate and optimal communication
route at each time step. Moreover, this product is extensible to analyze and optimize any network topology
and could be adapted to be used for contact management and mission planning in the future.

The results show that the network-topology proposals are an advantageous option to significantly increase
the link availability of Earth–Mars communications. Nevertheless, the Direct-To-Earth (DTE) link always
outperforms the multi-hop path due to the limited telecommunication system’s capabilities of both the
spacecraft and the relays. As a result of this, the study includes an analysis on the requirements of the relay’s
design in order to make the constellation a beneficial and comparable alternative to the DTE link. This way,
the proposed network topologies become a suitable option whom to share with the DSN communications
workload, providing enhanced bit rates and data volumes as well as higher availability of the communication.
1. Introduction

Long-range space communications – also known as deep space
communications when at least one of the links is beyond the cislunar
space – are key to determine the success of a deep space mission.

Prospective endeavors in the space exploration arena reveal a chal-
lenging scenario for future deep space communications [1,2]. Namely,
at the dawn of an epoch where more deep space missions will be
launched and crewed missions are being revisited, we can expect a
significant increase on the communication network’s requirements.
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Furthermore, it is known that greater scientific knowledge redounds
in more specific and complex queries, requiring more demanding tech-
nologies and data to obtain answers for those. As per the stated, this
envisioned future shall address an increase on the communication
network’s demand. Subsequently, there shall be a consideration for
improved capacity that includes: higher (1) data rate, (2) data vol-
ume, (3) number of link supports and (4) spacecraft-ground station
communication availability.

More specifically, this paper focuses on the oncoming Mars
exploration –both robotic and human– and its implications for future
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telecommunications in radio-frequency (from now on, RF) bands. First
of all, the prospects of future human exploration on Mars include
higher forwarding rates in an effort to accommodate voice and video
coming from or going to Earth. External communications in crewed
missions are essential not only in terms of mission support but also
as an emotional and social backup, as relationships and interactions
in isolated, confined and extreme environments may lead to different
type of conflicts within a team [3]. Second, the high ratio between
the maximum and minimum distances between Earth and Mars (≈7.3)
auses communication to bear significant and inconvenient differences
f the data rate – in its sequential adjustment over a changing distance
, along the synodic period of Mars. Finally, communication in the
ramework of human exploration must be ensured 24/7 in order to re-
uce the mission risk, meaning that uptime is of the utmost importance.
his has a direct impact on superior solar conjunctions: a period where
he relative positions of the transmitter and receiver cause the Sun to
nterfere the normal communication –either by physical occultation or
adio Frequency Interference (RFI).

Despite the extensive analysis of solar interference [4,5], there is no
stablished protocol to determine the proper bit rate at which commu-
ication can be held during a solar conjunction. Rather, information
s transmitted at an adequate bit rate –determined through previous
xperience.1 The range of positions where solar conjunctions occur is
etermined by the angle between the direction vectors of the observing
ode to the Sun and the observing node to the target, acknowledged
s Sun-Target-Probe angle (hereafter referred to as STP angle, and,
or communications with Earth, as Sun-Earth-Probe, SEP). According
o [6], the minimum SEP angle below which a solar conjunction is
onsidered to start with Mars is 5◦. Sometimes, the SEP angle can reach
alues so low that the interference is unbearable, which leads to the dis-
uption of the communication. Therefore, over the time period where
EP < 5◦, which can take up to about a month, communication with
ars can be either conducted at a lower bit rate or even interrupted.
his is especially critical for the Martian landers, as their sequences
re planned with a shorter-term horizon when compared to orbiters,
hose activities may be determined well in advance, and their science
ctivities are heavily restricted in order to protect their assets from
amage, e.g. temporally shutting down some instruments. Therefore,
his time period needs to be accurately planned and agreed with
he respective mission communication teams, which also takes up a
onsiderable amount of time – up to several months – in order to draw a
uitable communication schedule, given the command moratorium [7].

Last but not least, still within the Martian human exploration frame-
ork, an additional consideration would be made for the fact that
ne or more ground stations could become unexpectedly unavailable,
isrupting communication with the crew for several hours a day. This
ould imply a significant risk for the mission, as the crew would be left
ith no mission support, and could jeopardize the schedule of activities
r result in loss of data. Likewise, this is also a very undesirable
ituation for unmanned missions, as it has been seen with the solar
onjunction event.

In order to address this challenging scenario, some researchers
ave proposed resorting to deep space relays, building a new network
opology that could enhance at first instance the availability of the
ommunication despite solar conjunctions or possible disruptions in the
etwork, as well as increasing data rate and volume.

As a matter of fact, the idea of deploying relays for improved
ommunications with deep space missions dates back to the Apollo
issions, where a relay satellite was proposed at the Earth–Moon L2

ibration point in order to ensure the continuity of the communication
hen either the command module or the lunar excursion module were
n the far-side of the Moon [8]. Still, the location of relays at the

1 Personal communication with Jim Taylor.
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Lagrange points – a.k.a. Lagrange relays – remains a matter of today’s
discussions in the face of this oncoming stage of space exploration [9].

Acknowledging future needs and requirements in the long-range
communications framework, some authors have included the libration
points of different systems – e.g., the Earth–Sun system – on the
roadmap; either to cope with solar conjunctions, space attenuation
(distance) or both [10,11]. Others have gone one step further and
studied the effects of such a network topology from the availability
and link performance points of view. This is the case with Breidenthal,
Jesick et al.[12]. From the first point of view, the authors conclude
in their study that the Sun–Mars system L4 and L5 points are the
optimal solution to provide with enhanced and continuous Earth–Mars
communication. From the second point of view, however, the designed
deep space relay to be located at the aforementioned Lagrange points is
heavily constrained by its premise to keep it small (75-cm dish antenna)
in order to reduce volume and costs. As a result, and even though the
multi-hop network also involves an enhanced Martian communications
relay, the RF link may not provide any more than 185 kbps, and the
authors do not consider either the analysis of improved relay capacities
in the RF links. On the other side, Modenini et al. [13] reveal promising
results when analyzing the link capacity of a network topology that
locates relays in the Earth–Sun system L4 and L5 points as well as an
additional relay in geostationary orbit. The authors focus on the im-
provements obtained by increasing the frequency of the communication
link to Ka-band and optical, while this study intends to stay in state-of-
the-art usages of X-frequency bands and accurate models of downlink
rates gathered by means of the DSN.

Aside from the telecommunications aspect of the problem, some
authors have focused on the astrodynamics approach of such a network
topology. This is the case with Strizzi et al. [14], who discussed the
orbit design, feasibility and stationkeeping costs of an Earth–Mars com-
munication network based on the Sun–Mars system L1 and L2 points;
or Jesick [15], who demonstrated that a single relay spacecraft located
at an Earth–Sun or Mars–Sun libration points is enough to guarantee
continuous Earth–Mars communications, building an effective solution
to avoid solar conjunctions. In a different scenario, Rahman et al. [16]
discoursed upon the possibility of creating a new network topology
based on the L-points of different systems (Earth–Moon, Earth–Sun,
Mars–Sun, etc.), which eventually may lead to the significant shrinkage
of the spacecraft relays and, ideally, the improved operation of CubeSats
throughout the Solar System. Their analysis is also focused on orbit
design, architecture and concept of operation.

Interestingly enough, Lagrange points may have other purposes
besides deep space communications. For instance, in the network ar-
chitecture domain, Wan et al. [17] and also Jiang et al. [18] have
considered the benefits of using Lagrange relays as backbone nodes
between subnetworks (clusters of satellites according to their link
features), whilst elaborating a complex large-scale Solar System in-
terplanetary communication network. Also, Limaye et al. [19] have
analyzed the suitability of these strategic locations for a cost-effective
mission that could perform science experiments or provide with ad-
vantageous fields of view for observation purposes (in the case of L1
and L2). On the whole, it is safe to say that Lagrange points have been
widely framed in the future of deep space communications, and the
motivations and uses are not exclusive.

Besides Lagrange points, another option that has received attention
involves the location of a deep space relays constellation in one or more
heliocentric orbits. This implementation, acknowledged in this study as
pearl constellation, could also meet the improved capabilities – even
outperform those – and versatility of the aforementioned Lagrange-
relays network topology; with an increase in redundancy at the expense
of higher costs.

To build such network topology, the number of orbits, their size and
the number of satellites per orbit must be defined. One of the most-
used strategies consists of placing the relays on an orbit coincident

with Earth’s. Howard [20] proposed placing up to three relay satellites,
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which, along with Earth’s DSN ground stations, would provide the pearl
constellation with four communicating nodes in a 90◦ phase shift. The
author analyzes the optimal design and relay cost in order to make the
network topology link performance match that of the Direct-To-Earth
(hereinafter referred to as DTE) link, in such a way that the DSN is able
to support other deep space exploration missions rather than the ones
that will most likely take over the DSN’s load in the future –i.e. Moon
and Mars. To do so, the relay shall be equipped with a 31 m antenna
with an equivalent isotropic radiated power (EIRP) of 120 dBW, an
option that, according to the author, could be practicable in the short-
term future. This paper, however, does not consider the optimization
of the orbit to maximize the total bit rate nor the actual availability of
the communication, even though the location of the relays is assumed
to minimize the effect of occultations. A different strategy consists of
using orbits with different size and number of satellites. Haque [21]
analyzes the performance of a very large constellation of 375 satellites
in different heliocentric orbits, each of which carrying a 20 m antenna
communicating via the Ka-band. This could allow for a data rate of 1
Gbps between Earth and Mars, a value that is 3 orders of magnitude
above the current downlink rates and thus might be more suitable for
the long-term future needs of deep space communications. Moreover,
such a remarkable bit rate demands an equally ambitious relay system
deployment: the total number of satellites – arbitrarily chosen – is quite
significant; this would imply a considerable allocation of resources, in
addition to the cascading complexity of such an orbit topology. Finally,
Wan et al. [22] develop an accurate design regarding orbit size and
number of satellites per orbit, setting a maximum hop distance of 0.7
AU and different optimization criteria: shortest path, minimum hops
and minimum nodes. The link performance is based on additive white
Gaussian noise (AWGN) channels.

Finally, some researchers have merged both strategies and built
a hybrid network topology, involving both Lagrange relays and the
pearl constellation. This is the case of Bhasin et al. [23], whose design
involves the Earth–Sun, Mars–Sun and Jupiter–Sun libration points plus
2 augmentation relays located in a heliocentric orbit coincident with
Earth’s. By means of large antennas and upgraded microwave technolo-
gies that could improve gains and transmitter powers in the future, a
bottleneck of at least 10 Mbps could be guaranteed in both the Martian
and Jovian communication networks. Nevertheless, the authors do not
indicate the underlying communication models that justify their link
analysis nor delve into the potential availability improvements of the
communication.

Altogether, the underlying assumption of both the Lagrange relay
network and the pearl constellation is that the overall communication
link between Earth and Mars can be enhanced by means of placing re-
lays between these bodies and the consequent reduction of space losses.
Moreover, the location of the relays may satisfy the off-solar constraints
during conjunctions, enabling the adequate communication in those
periods. Fig. 1 shows a depiction of the different network-topology
configurations assessed in the present study.

In a different line of research, other approaches to improve com-
munications in space include the implementation of an interplanetary
space network – a.k.a the Future Internet –, in which a new architecture
– the Delay- and Disruption Tolerant Network (DTN) – could enable the
temporary storage of messages between hops; unlike the kind of end-
to-end connectivity where communication is consecutive and almost
immediate in time [24]. This new protocol could help cope with the
existing space communication handicaps such as high latency or limited
bandwidth [24]. Routing – i.e., choosing the best path according to
some parameter – is an important issue in DTN design and there are
different – multiple – methods to approach it. It is expected that the
synergy between the construction of a new network topology and the
implementation of a Space Internet could lead to meaningful improve-
ments in the future –even better than the two methods set aside. This
paper focuses on the first approach, leaving the door open for future
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implementations of DTN routing algorithms.
To summarize, all of the above shows that both the Lagrange-
relays and the pearl constellation topologies present great potential
to lead future deep space communications towards upgraded capacity
levels. Nevertheless, the current picture of these network topologies,
using state-of-the-art technologies, and how this relates to future relay
capability upgrade needs remains unclear. Accepting the latter, one of
the objectives of this study is to provide an accurate description of both
the present and the future of interplanetary-relayed communications in
terms of:

• Communication availability
• Bit rate and data volume

In order to achieve these goals, the authors developed an open-sourced
Object-Oriented Java software tool,2 which underwent testing with
data mined from the Deep Space Network (DSN). This software, named
SolarCom enables an assessment of potential enhancements – in terms
of data rate, data volume and the avoidance of solar conjunctions
– for different network topologies that may involve ground stations,
spacecraft and relay satellites. This is accomplished by computing the
accurate evolution of attainable bit rates and link availability over
time. The relay satellites may be designable and equipped with one or
two antennas, which, in turn, determine the communication strategy.
Furthermore, SolarCom obtains, through a routing algorithm, the best
end-to-end communication route at each time iteration considering link
availability and bit rate.

As a matter of fact, this tool has been developed to analyze the
Lagrange-relays and pearl constellation topologies, but may be extensi-
ble to any other topology design, given the satellites ephemerides over
time. Additionally, it can also be used to optimize relay orbit design in
terms of availability or bit rate, as it has been applied in this study for
the pearl constellation orbit size determination.

Hence, this paper focuses on analyzing the capacity, when compared
to the DTE link, of the proposed network topologies, assuming state-of-
the-art technologies for the built-in relays. As a follow-up, this present
scenario serves as a baseline to analyze what improved capacities
should the relay possess in order to meet the current maximum capacity
of deep space communications. The link transfer model that enables
computing availability, bit rate and optimal route for the communi-
cation between two nodes is described in Section 2. Both proposed
network topologies are presented and explained in Section 3 and their
results are going to be discussed and compared later in Section 4.
Finally, a summary of the conclusions that resulted from the outcome
of this study is made in Section 5.

2. The link transfer model

This study intends to analyze the communication within the frame-
work of a multi-hop network, i.e., with multiple contacts between
different communicating nodes. At the two-node level, the link transfer
model returns the bit rate at which two nodes can communicate during
a certain time period. To do so, the model checks communication
availability during such time interval and computes the subsequent bit
rate 𝑅(𝑡). At the end-to-end path level, the model evaluates the map of
available communicating nodes at each time step and finds the optimal
path that provides the best overall bit rate. Therefore, in that order, the
link transfer model performs three main operations:

(1) Builds the contact plan,
(2) Assesses link performance,
(3) Optimizes route.

2 https://github.com/alcjor/solarcom.git

https://github.com/alcjor/solarcom.git
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Fig. 1. Diagram of the different network-topology configurations analyzed in this study.
Table 1
Summary of DSN antennas included in the
software.
Facility 34 m 70 m

Goldstone, USA DSS-15 DSS-14
Canberra, AU DSS-45 DSS-43
Madrid, ES DSS-65 DSS-63

To compute these, information about the spacecraft, planetary bod-
ies and ground stations is retrieved via SPICE,3 [25] an observation
geometry system – owned by NASA and managed by its Navigation
Ancillary Information Facility (NAIF) – with which one can access
relevant ancillary information to compute specific geometric events and
its parameters at selected times.

Using SPICE kernels and modules, the authors have developed an
open-source Object-Oriented Java program that addresses the above-
mentioned three main problems in order to ultimately obtain the total
bit rate of communication between a source – e.g., a spacecraft – and
a destination –e.g., a ground station. In the following sections, the
underlying physical models and the insights of the developed software
are described.

3 https://naif.jpl.nasa.gov/
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Note that, in this study, it is assumed that communications with
Earth will be performed through the Deep Space Network’s (DSN)
ground stations [26]. The DSN is operated and managed by NASA
and it is a high-performance communication network capable of 24/7
communication with different deep space missions. Its coverage is en-
sured by the strategical locations of its three facilities at Canberra (AU),
Madrid (ES) and Goldstone (USA), which, in turn, are constituted by a
set of 70-m – one per station – and 34-m antennas that communicate
with most of the currently operational deep space missions. Table 1
presents the list of DSN antennas considered in the software.

2.1. The contact plan

One can obtain the time period(s) where two nodes may commu-
nicate by analyzing the interval(s) where those cannot and find the
complementary time periods.

Defining 𝜓 as the logical parameter that indicates whether the
communication is possible (𝜓 = 1) or not (𝜓 = 0) considering a
particular hindering phenomena at a specific moment, the visibility 𝜉
between two nodes at each time step is obtained as

𝜉(𝑡) =
𝑁
∏

𝑖=0
𝜓𝑖(𝑡), (1)

where 𝑖 corresponds to the different evaluations of the phenomena
explained hereafter.

https://naif.jpl.nasa.gov/
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Those aforementioned situations where two nodes might not be able
to properly communicate are:

• Occultations
• Solar conjunctions.

The former concerns itself with the physical interruption of the
communication caused by the passage of a third body between the two
communicating nodes whilst the latter considers the deterioration or
interruption of the communication caused by the Sun, as introduced in
Section 1. There are two geometric situations where the Sun worsens
the communication: the superior and the inferior solar conjunctions.
The first one implies that the Sun is between both communicating
nodes, not necessarily physically intercepting its line of sight, but dete-
riorating the communication between them due to different phenomena
(intensity scintillation, phase scintillation and spectral broadening)
caused by its corona, besides the thermal noise [27]. The second one
involves the geometric situation where the three bodies are aligned, the
Sun is at one end and Earth is in the middle. In that case, the physical
link does not traverse the Sun or the solar corona, but could still be
affected by the thermal noise coming from it if the receiver antenna
is pointing in the direction towards the Sun – i.e., the uplink in the
case of Earth–Mars communications – [5]. Superior conjunctions are
substantially more critical than inferior solar conjunctions [4] as those
complicate the downlink (in addition to uplink) of mission data, leading
to more dramatic actions during communication windows.

Speaking in terms of the developed software, occultations, on the
one hand, are calculated differently depending on the case or, more
specifically, the occulting body.

As stated before, SPICE features some modules to compute specific
geometric events, as is the case of the occultations. This function is
suitable for occulting bodies that do not have any of the involved
communicating nodes located on their surface. Provided a certain time
interval, the occultations module can return the time windows where,
for instance, Mars is occulting the MAVEN orbiter [28] as seen from
Earth. As a matter of fact, the Contact Plan identifies, for each pair of
nodes, all the relevant celestial bodies that may potentially block the
communication (i.e., planets and/or satellites).

Nonetheless, when it comes to analyzing the sight line with a
lander or a ground station, a different method is used to compute
the aforementioned time windows. In this second case, the SPICE
module that allows to compute the elevation angle of the target as
seen from the observer – the one that is located on the surface of
the third body – is used. Noticeably, the minimum elevation angle
that ensures an effective communication depends on the third body’s
features. According to [26], the minimum elevation angle at which the
DSN antennas may communicate is 10◦ (uplink) and 6◦ (downlink).
This way one can obtain the time windows where, for instance, a DSN
antenna (observer) is able to communicate with MAVEN (target).

Notice that both computations are not exclusive. For instance, if the
communication involves a Martian orbiter and a DSN ground station,
the final communication windows will come from the intersection
of both the elevation angle approach and the occultation module
outcomes.

On the other hand, the computation of the solar conjunction period
consists of an evaluation of the SEP angle – through an analysis of
the geometric positions of the bodies obtained from SPICE – at each
time step: whenever this reaches a certain value, a solar conjunction
starts, which entails that, from that point on (as the angle becomes
progressively smaller), the available bit rate will progressively decrease
as interference grows. However, the definition of the threshold value is
not trivial; neither is the determination of the bit rate according to the
solar interference level.

Some researchers have delved into the solar interference effects on
deep space communications at different frequencies, procuring models
that can predict the magnitude of the phenomena occurring during
solar conjunctions in periods of quiescent activity and determining
76
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strategies in order to widen the communication windows in such pe-
riods, both in maximum and minimum solar activity [5,27]. In this
same line, Baldi et al. [29] propose strengthening the link against the
phenomenon of scintillation – appearing during the crossing of the solar
corona – by using error-correcting codes and specific demodulation
techniques. Yet, the current strategy during a superior solar conjunction
is to subsequently scale bit rate down – according to previous experi-
ence – as the SEP angle becomes progressively smaller.4 Acknowledging
that the implementation of solar interference models remains out of the
scope of this study, the present model does not consider communication
during solar conjunctions.

Even so, the issue of establishing a threshold value remains. Accord-
ing to Morabito and Hastrup [5], during periods of normal (quiescent)
solar activity, the communication between Earth and Mars becomes
significantly harder at SEP angles below 2.3◦ in X-band and 1◦ in Ka-
band; hence these are the threshold values that are going to limit the
solar conjunction periods in the present link transfer model.

2.2. The link performance

Provided the feasibility of the communication at each time step, the
link performance problem determines the maximum allowable bit rate
at which two nodes can communicate.

Broadly speaking, bit rate is related to bandwidth – which is, in
turn, determined by the communication system’s modulation – and the
Signal-to-Noise ratio, explained hereafter. The quotient between the
received signal power and the noise power, otherwise known as the
Signal-to-Noise ratio, is

𝑆𝑁𝑅 =
𝑃t 𝐺t 𝐺r
𝐿𝐵 𝑘B 𝑇sys

, (2)

where 𝑃t is the transmitted power in W, 𝐺t and 𝐺r are the transmitter
and receiver antenna’s gain, respectively, 𝐿 is the product of the free-
space path, antennas’ hardware, polarization and pointing losses, 𝐵 is
the channel bandwidth in Hz, 𝑘B is the Boltzmann constant and 𝑇sys is
the system equivalent noise temperature in 𝐾.

From the statement above, one can deduce that the minimum
admissible 𝑆𝑁𝑅 considers the maximum needed bandwidth at which
two nodes may communicate, which, in turn, dictates the maximum al-
lowable symbol rate 𝑆 depending on the modulation system employed.

Provided the bandwidth, in general,5 it is given [30]

𝑆 = 𝐵. (3)

Likewise, the relation between symbol rate and bit rate depends on
the communication system’s modulation method. For instance, MRO
communications may apply Quadrature Phase-Shift Keying (QPSK) [6],
which can forward at a bit rate 𝑅

𝑅 = 2 ⋅ 𝑆. (4)

Although different modulation methods have been applied throughout
the lifetime of MRO [6], this study implements QPSK for all commu-
nication links (including MRO’s). Notice that the usage of turbocodes
or convolutional codes that may improve link performance (lower
𝑆𝑁𝑅min or higher bit rates) [30] are not considered in this analysis.

Thus, to recap, the successive bit rates at which MRO may commu-
nicate with Earth can be computed as follows

𝐵max =
𝑃𝑡 𝐺𝑡 𝐺𝑟

𝐿 𝑆𝑁𝑅min 𝑘𝐵 𝑇sys

QPSK
←←←←←←←←←←←←←←←←←←←←←←←→ 𝑅max = 2 ⋅ 𝐵max. (5)

However, DSN communications are restricted by their own channel
allocations. Namely, each mission is assigned a DSN channel, which sets

4 Personal communication with Jim Taylor.
5 It depends on the pulse shape. The equation expresses the maximum

racticable symbol rate.
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a
a

a frequency for communications and a maximum bandwidth 𝐵channel.
Therefore, 𝐵max cannot exceed the latter value, which ultimately limits
the maximum communication bit rate with the DSN ground stations
within the stated channel. Using the previous MRO case study, the latter
means

if 𝐵max > 𝐵channel, then 𝑅max = 2 ⋅ 𝐵channel. (6)

There is still one parameter left to determine: the 𝑆𝑁𝑅min, which is
related to the receiver telecommunication system as follows

𝑆𝑁𝑅min =
𝑃s

𝐵𝑘𝐵𝑇sys
, (7)

where 𝑃𝑠 corresponds to the receiver sensitivity, i.e., the minimum
received signal power at the receiver input so the signal does not get
embedded in the system’s noise. In the absence of the DSN receiver’s
sensitivities, 𝑆𝑁𝑅min was obtained through the mining of DSN-MRO
communications data – the selected study case – explained in Sec-
tion 2.4. For all other cases, it has been assumed 𝑆𝑁𝑅min = 10
dB.

All of the variables needed to compute the maximum bandwidth
– except for the minimum acceptable Signal-to-Noise ratio and the
Boltzmann constant – are intrinsic to the telecommunication system
design, i.e., the antennas, the frequency of communication, the modu-
lation system, the electronic components, etc. Therefore, to accurately
compute the capacity of a certain link, the corresponding parameters
have been obtained from the respective telecommunication system
design handbooks [6,26]. In the case of the DSN antennas, some of
these parameters are calculated by means of models, such as the
antenna’s gain, which is dependent on the elevation angle at which
the antenna is pointing6 [26]; some others, such as the system noise
temperature or the atmospheric attenuation, are dependent on the
scenario, i.e., the specific antenna’s configuration or the atmospheric
conditions, respectively. In the latter cases, the most restrictive values
– i.e., the worst case scenarios – have been chosen in order to provide
with a lower bit rate boundary.

The relays, conversely, need to be designed from scratch. As a
starting point in this study, their telecommunication system is going
to be based on the third-generation Tracking and Data Relay Satellites
(TDRS) [31]: a 10-satellite geosynchronous constellation devoted to
providing near-continuous communication support to different mis-
sions, such as the ISS [32]. This way, the implementation of the new
network topologies employs currently-available technologies. Although
it seems reasonable to assume more advanced capabilities for the relays
– as these are envisaged in a futuristic scenario –, this study intends
to, firstly, analyze the present capabilities. Later on, an analysis on
capacity evolution with improved relay designs is also presented and
discussed. Finally, since all the involved communications are digital,
the relays are assumed to be regenerative [13,33]. This is, before the
relay hands over the information to the next communicating node,
the signal goes through a process of amplification, demodulation, de-
codification, error detection and correction (EDAC) before encoding,
modulating and transmitting it again.

As these parameters are intrinsic to the telecommunication system,
the software includes a database that retrieves all of these variables
(at each time step if these are time-dependent) subject to the commu-
nicating node involved, i.e., specific spacecraft, DSN antenna and/or
relay.

As stated earlier, the communication frequency with a DSN antenna
is already determined by the DSN channel allocations [26]. However,
the communication frequency of the links that do not involve any of
the DSN antennas is not determined, therefore constitutes a design

6 This is due to the structural deformation of the antenna when it is pointing
t an elevation angle other than the angle where the reflector panels were
ligned.
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parameter, and hence it has been optimized. This is, for this specific
scenario – i.e., Earth–Mars communications –, and since the distances
are relatively small, it has been obtained that the Ka-band (∼ 32 GHz)
provides with better results than the X-band (∼ 8 GHz) as both gain and
space losses depend on the wavelength. For future works, notice that
this might not be the case for other case studies where longer distances
are considered, as the enhancements (antenna gain) that come with the
Ka-band might not overcome the increase in space loss as compared to
the X-band.

2.3. The routing algorithm

On the whole, the contact plan and link performance models enable
a quantification of the transmission rate at which two nodes may com-
municate, wherever possible. Abstracting this to the broader picture,
those ultimately allow to build a map of the different transfer rates
between all of the available communicating nodes (orbiters, relays,
ground stations, etc.) at each time step within a specific time period. In
other words, the software successively builds a graph where the vertices
are all of the active antennas and the costs (edges) between them are a
value proportional to the bit rate. In this scenario, the routing algorithm
finds the optimal path that goes from the source to the destination at
all times.

Notice that each two-node link is acknowledged as hop or contact;
therefore, the one-hop (or direct) link entails a single contact, the two-
hop link involves two contacts, and so on. The resulting path contains
the different hops that a communication goes through to deliver a
message from the sender to the receiver.

The optimization criteria is the equivalent bit rate of the path, which
can be computed in two different ways considering the relay design:

• On the one hand, the relay may carry two High Gain Antennas
(HGA), hence it can deliver the information as it is received.
This is acknowledged as simultaneous communication, and the
equivalent bit rate is computed as

𝑅𝑇 = min{𝑅𝑖}, 𝑖 = 1, 2,… ,𝑀, (8)

where M is the number of hops in the route.
• On the other hand, the relay may carry only one HGA, thus it

cannot return the message until forwarding has ended. This is
acknowledged as consecutive communication. Notice that, in this
case, the time that the antenna takes to go from one pointing
profile to the other, in order to align itself with the target, is not
taken into account. In a system of 𝑁 communication nodes with
a single antenna, the total time for the information transmission
is

𝛥𝑡 =
𝑁
∑

𝑖=1
𝛥𝑡𝑖, (9)

where

𝛥𝑡𝑖 =
𝐷
𝑅𝑖
, (10)

being 𝐷 the data volume and R𝑖 the transmission bit rate of the
𝑖th node. Then,

𝛥𝑡 = 𝐷
𝑅1

+ 𝐷
𝑅2

+⋯ + 𝐷
𝑅𝑁

= 𝐷
(

1
𝑅1

+ 1
𝑅2

+⋯ + 1
𝑅𝑁

)

. (11)

Thus, the equivalent bit rate is computed as [34]

1
𝑅𝑇

=
𝑁
∑

𝑖=1

1
𝑅𝑖
. (12)

These two communication strategies lead to different search al-
gorithms. Albeit algorithmically similar, the first one finds the path
with the maximum bottleneck – Widest Path Problem – whereas the
second one returns the path with the minimum total cost – Shortest

Path Problem – (notice from the consecutive approach stated above
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Fig. 2. Graph example. The blue nodes and arrows denote the optimal path from A
source) to F (destination) obtained with the Widest Path algorithm. The red ones
orrespond to the analogous case study with the Dijkstra algorithm. The weights in
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modified Dijkstra). (For interpretation of the references to color in this figure legend,
he reader is referred to the web version of this article.)

hat the minimum total cost leads to the maximum equivalent bit rate),
s seen in Fig. 2. Thus, for consecutive communication we implement
he Dijkstra algorithm [35], whilst simultaneous communication uses a
odified version of the former. It is worth mentioning that these search

lgorithms do not consider the time the antenna takes to change its aim
rom communication node to the other.

Moreover, it is possible to evaluate scenarios with more than one
ource and/or destination nodes, where additional vertices – acknowl-
dged here as fictitious nodes – are enabled. For instance, if one wants
o analyze the evolution of the communications between a Martian
rbiter and Earth – regardless of the facility –, the software allows
o choose EARTH-34 or EARTH-70, which would integrate the three
4-m or 70-m DSN antennas, respectively. The fictitious nodes can
nly communicate with the group of nodes they represent and at an
nfinite rate. This way, the routing algorithm warrants choosing the
ost suitable DSN antenna to communicate with the orbiter at each
oint in time.

.4. DSN data mining

This study also includes an analysis of the DSN communications
hrough its public online database where one can access all the com-
unication data from the last 6-years.7 This data mining has been
erformed for two reasons:

1. To validate the Contact Plan.
2. To obtain the SNRmin parameter for the DSN antennas.

hus, all the data collected from 2013 to 2019 – sampled every 5
econds – have been processed and used to perform the aforementioned
nalysis. In order to validate the data mining itself and its subsequent
ost-processing, the bit rate evolution of the Rosetta mission on the
inal stage of its service life presented in [36] is used as a baseline to
ompare against the bit rate evolution obtained through the process-
ng of the DSN data. Results are presented in Fig. 3. Despite minor
ifferences, it can be inferred that the DSN data have been correctly
rocessed, both for the 34-m and the 70-m antennas.

Regarding the contact plan’s validation, it is known that the DSN
wns its particular communications schedule with the different space-
raft, which means that validation procedures should be encompassed
ithin the predicted visibility computed by the contact plan. Indeed,

ompliance with the predicted visibility time windows with the actual
SN schedule (DSS-65 and DSS-24 antennas, respectively) for the Juno
nd MRO orbiters, at different time periods, is shown in Fig. 4. As
78
xplained in Section 2.1, visibility is a binary parameter, where a value
f 1 means communication is feasible and a value of 0 that it is not.

Finally, the Direct-to-Earth bit rate of the MRO spacecraft with
he DSS-45 antenna from 2014 to 2016, obtained through the Link
ransfer Model and the DSN mined data, respectively, are presented

n Fig. 5. The figure also displays the Earth–Mars distance over time
green line). Note that both bit rate evolutions are quite similar except
or the time period between January 1st, 2014 to July 15th, 2014,
here the predicted bit rate is significantly higher (up to 2 times) than

he one used (3 Mbps). The reason is that downlink rates can vary
ccording to the needs of the mission, and are not necessarily chosen
n the basis of maximizing the bit rate.8 Therefore, during the time

period where Earth and Mars distance is at its lowest, MRO may not
need to take up all the available bit rate and simply communicates
at a reasonable speed. At other times, however, it is assumed that
MRO indeed communicates at its maximum speed, and that is the
hypothesis from which the SNRmin parameter presented in Section 2.2
is obtained. Namely, Eq. (5) defined the relationship between the bit
rate and the maximum bandwidth, which is in turn computed through
the respective telecommunication parameters. In the DSN case, all
of the aforementioned telecommunications variables were retrieved
from [26], except for SNRmin. Therefore, the latter has been inferred
from the actual MRO-DSN downlink bit rate for each of the antennas;
Fig. 5 shows the results for the DSS-45 antenna case.

3. Network topology

Two different network structures are proposed and assessed here.
The first topology consists of the location of relay satellites at the Earth–
Sun system Lagrange points L3, L4 and L5 whilst the second one relates
to the location of an N-constellation of relay satellites in a heliocentric
circular orbit between Earth and Mars.

Hereafter, a description of both approaches is presented as well as
their main differences and underlying rationale.

3.1. The Lagrange-relays network topology

The Lagrange points are the 5 stationary locations of a body’s
orbital motion subjected to the gravitational forces exerted by two
larger bodies –i.e., Earth and the Sun in our case. These stationary
solutions are a product of the balance between the gravitational and
the centripetal forces, hence when the body – e.g., a probe – is located
at one of these libration points, it remains fixed at that position in a co-
rotating frame of reference in which the two larger masses hold fixed
positions (the Synodical Barycentric Reference Frame).

As a matter of fact, the stability of these stationary solutions is
important as it dictates the station-keeping costs of the probe’s orbit.
Dynamically unstable points, such as L1, L2 and L3, cause the probe
to drift away from those positions, provided any small perturbation.
Yet, the L3 libration point is much less unstable than the other two.
Conversely, in the Earth–Sun system, L4 and L5 are dynamically stable
oints, which induce the probe to describe a stable orbit around those,
iven any perturbation.

In this study, the Earth–Sun system libration points L3, L4 and L5
ere chosen to constitute a network topology that may relay communi-

ations with Mars. The remaining two Lagrange points were dismissed
ue to their close proximity with Earth, which would not make any
ifference in terms of distance to Mars (space loss) and, besides, the
elay’s capabilities in terms of telecommunications system are inferior
han the DSN stations’, thus the latter would always provide better
erformance.

7 https://eyes.nasa.gov/dsn/data
8 Personal communication with Jim Taylor.

https://eyes.nasa.gov/dsn/data
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Fig. 3. Comparison of Rosetta’s bit rate evolution between the data mined from the DSN and the data obtained from [36].
Fig. 4. Comparison of DSN’s actual communication windows (bottom) and the time
windows predicted by the contact plan (top).

Fig. 5. Bit rate evolution between MRO and DSS-45 antenna. The blue line shows the
predicted maximum bit rate through the Link Transfer Model. The gray dots correspond
to the actual used bit rate, obtained through the DSN data mining. (For interpretation
of the references to color in this figure legend, the reader is referred to the web version
of this article.)
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Since the Lagrange points are always at the same relative position
with respect to Earth, the bit rate between the L4/L5 relays and the
Earth is always the same, except for the elevation angle effects, which
affects the DSN antennas’ gain (see Section 2.2). The L3 libration point,
for its part, is always facing the opposite side of the Sun as seen from
Earth, making it unable to directly communicate with the latter but
very appealing to relay communications with Mars during a superior
conjunction, supported by the L4/L5 relays.

Moreover, another benefit emerges from this approach: an increase
in communication availability. As stated in Section 1, the DSN is able
to provide 24/7 coverage through its strategically located stations,
provided there is a usable line of sight. Still, once a spacecraft sinks
into the horizon as seen from a specific antenna, the former will remain
unreachable for several hours until it rises again over the horizon.
The same applies to surface spacecraft such as rovers, although their
communications with Earth are usually relayed by orbiters (higher
capacity). On the other side, orbiters are also subject to occultations by
Mars. This means that, all things considered, visibility between Martian
missions and ground stations is consecutively subject to occultations of
both Mars and Earth –i.e., their respective centers of motion.

In contrast, with the incorporation of Lagrange relays, the number
of link supports increases and, although Mars and Earth will continue to
interfere, the communication route is split into different hops, therefore
the end-to-end path can find alternative options, even with less DSN
antennas, as will be seen in results.

3.2. The pearl constellation topology

Unlike the former configuration, the pearl constellation presents
two design degrees of freedom that shall be determined: the number
of satellites 𝑁 – a design variable – and the radius of the orbit 𝑅𝑁 –
an optimizable variable –, assuming the latter is circular.

As a first attempt in this study, two configurations are going to be
studied: 𝑁 = 3 and 𝑁 = 4. The first one allows for direct comparison
with the Lagrange-relays network topology with an optimized orbit.
The second one, as it increases the number of relays by 1, enables to
analyze the impact on the mean bit rate as well as the communication
availability when compared to the other two, all the while preserving a
reasonable number of satellites to be placed in orbit. In Section 4, the
effect of the number of satellites on the bit rate evolution will be further
discussed. Noticeably, the optimal 𝑅𝑁 is the one that provides the
greatest bit rate –calculated in both the simultaneous and consecutive
scenarios. To do so, the time evolution of both bit rates is analyzed
for different 𝑅𝑁 values over a long period of time, for the pearl con-
stellation with 4 satellites. This large period of time corresponds to the

three-body ‘‘synodic’’ period of the Earth, Mars and the constellation of
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Fig. 6. Pearl constellation orbit optimization with 𝑁 = 4.

elays, which is equal to the time it takes for the three bodies to be in
he same configuration they started with at 𝑡 = 0.9

It should be noted that the bit rate evolution during this time
nterval could be embodied by the minimum, peak or average values of
he whole progression, however the first one is not meaningful because
t could be avoided with other, alternative routes, whilst the second
ne may become misleading as its evolution fluctuates highly over the
hole time period due to the quadratic evolution of the bit rate with the

nverse of the distance (space loss). More specifically, there are points
n time where the distance between the three bodies is significant and
xceptionally reduced, which leads to a dramatic increase of the bit rate
s compared to other peak values over the time interval. Thereupon, the
it rate over the three-body ‘‘synodic’’ period is going to be represented
y its mean value at each orbit size iteration.

The outcome of the aforementioned analysis is shown in Fig. 6. As
an be seen, the optimal radius is the one closest to Mars, and, as a
atter of fact, this already reveals that the link between the spacecraft

nd the first –closest– relay always constitutes the bottleneck within
he overall path. Noticeably, this conclusion may be abstracted to the
earl constellation with 3 satellites, whose evolution would also be con-
trained by the aforementioned bottleneck link. The 3-satellites mean
it rate evolution with orbit radius would be akin to the 4-satellites
ne, only with lower magnitudes of the first due to the lesser number of
atellites. Therefore, the optimal radius for both constellations is going
o be the same. This is further discussed in Section 4, as is the trend of
he optimal 𝑅𝑁 with the relay capabilities’ enhancements. In order to
void Mars’ orbit, the pearl constellation orbit size at its current design
s 𝑅𝑁 = 1.4 AU.

Although the pearl constellation orbit might be more unstable than
he Lagrange points, it provides higher bit rates than the former as
he relay locations are optimized according to the bit rate needs.
et, the stability of the orbit remains as a qualitative variable in this
tudy, even if it is critical to decide the suitability of the approach
ntil a quantitative assessment is performed (out of scope). Finally,
nd analogously to the former topology, this network also guarantees
ncreased communication availability.

9 For the calculation of the three-body synodic period, some margin for the
ngle formed by the three bodies has been given; otherwise, finding a perfect
lignment (i.e. the angle is equal to 0) would result in a very long period.
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Fig. 7. Top: visibility time windows between MRO and DSS-45 throughout January
20th, 2018, when the Lagrange-relays network topology is enabled. If the communica-
tion is possible, the visibility value is equal to 1. Bottom: bit rate evolution. The black
line follows the communication, i.e., when the latter is interrupted (no visibility), so is
the line. (For interpretation of the references to color in this figure legend, the reader
is referred to the web version of this article.)

Table 2
Summary of IDs used to designate the different communication nodes.
ID Description

MRO Mars Reconnaissance Orbiter

DSS-45, DSS-15,
DSS-65

DSN 34 m antennas

L3, L4, L5 Earth–Mars system L3, L4 and L5 libration points,
respectively

R1, R2, R3, R4 Pearl constellation nodes

EARTH-34 Earth fictitious node that enables the communication
with any of the DSN 34 m antennas

4. Results and discussion

Before a presentation and discussion of results is introduced, a short
schematic of the case studies and scenarios will be explained in the
next few lines. First of all, recall that the DSN owns two different kind
of antennas: 34-m and 70-m antennas, from which only the former are
considered here. Furthermore, two possible combinations of antennas
are analyzed: one where all three 34-m antennas – from the three
different stations – are available and another where only one antenna is
accessible. Second, there are two communication strategies considered
in this study: simultaneous and consecutive models (see Section 2),
which will lead to different path-equivalent bit rates. Third, there are
two network topologies: the Lagrange-relays and the pearl constellation
topologies (see Section 3). Fourth, in all cases, the Martian spacecraft
has been arbitrarily chosen to be the Mars Reconnaissance Orbiter
(MRO) [6] and the designed relay capabilities are equal to that of the
TDRSS for the first analysis. Fifth, the respective communication fre-
quencies are, on the one side, the ones designated by the DSN channel
allocations (X-band) for communications with Earth and, on the other
side, the Ka frequency band for any other type of communication link
(see Section 2.2). Sixth, all communication node designations corre-
spond to their NAIF ID names [37], except for the pearl constellation
and the Earth–Sun system Lagrange point L3, whose kernels have been
built from scratch and so have their IDs. A summary of the IDs used
for the different communication nodes is presented in Table 2. Finally,
the following outcomes are evaluated during a time period of 2 years,
the synodic period of Mars (approximately), arbitrarily chosen to be
the time window that goes from 2017 to 2019. It is important to note
that any other time period would involve changes to all of the numeric
results presented hereunder, as discussed later.

In order to ease the comprehensibility of the subsequent results,
Fig. 7 shows the bit rate evolution of MRO communications with a

single DSN antenna (DSS-45) over the course of a day. In this case,
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Fig. 8. Bit rate evolution of MRO communications with Earth’s 34-m DSN antennas
hen the Lagrange-relays network topology is enabled (consecutive model). Top: DTE

ommunications. Bottom: communications via Lagrange relays. In addition, the figures
lso include the Earth–Mars distance evolution (dotted black line, referred to right
-axis). (For interpretation of the references to color in this figure legend, the reader
s referred to the web version of this article.)

he Lagrange-relays network topology is enabled. The figure at the
ottom shows the bit rate, at each time step, selected by the routing
lgorithm as the optimal one for each possible link. The corresponding
outes are captioned within the legend. As a matter of fact, the graph
lso displays the total visibility time windows of such communication
top figure) for two reasons. The first one is to show the nature and
mpact of the occultations to which Earth–Mars communications are
ormally subjected to.10 In the visibility evolution, longer gaps of the
ommunication are associated to the DSN, i.e., the DSN antenna is not
ccessible (due to physical occultation of Earth or because the elevation
ngle of the spacecraft as seen from the antenna is too small). Shorter
aps are associated to MRO, i.e., the orbiter is occulted by Mars. The
econd reason is to show the consecutivity of the communication (as
ell as the gaps) when the relays are displayed. The bit rate evolution

hows how the network topology enables a greater number of link
upports that may sustain the communication when the DTE link is not
vailable, as discussed hereafter.

Continuing with the entire simulation over the Martian synodic
eriod, Fig. 8 shows the bit rate evolution of the communication
etween MRO and the DSN when the Lagrange-relays network topology
with a consecutive model of communication– is enabled, along with
arth–Mars distance. For the sake of comprehensibility, the end-to-
nd bit rate progressions have been split in two – the DTE link at
he top and the multi-hop links at the bottom – even though all
he communication paths are consecutive in time – there are no two
imultaneous points between the different evolutions. Since all three
4-m antennas are accessible, as well as all three Lagrange relays, the
umber of possible node-to-node links is quite significant and therefore
outes are diverse, as can be seen in the legend. Those evolutions with
he best performance correspond to the DTE links, whilst the lower
it rates are associated to the communications via relay. Moreover,
hen focusing on the top performing links, a cascading effect can
e appreciated, illustrated in Fig. 9, caused by the evolution of the
ntenna’s gain with the elevation angle of the spacecraft as seen from
he station over time [26].

Notice that the analogous results of Fig. 8 with only one DSN
ntenna are not shown because the main difference with the former
ies within the availability, which would not be visible in the results
ue to the high number of values.

It is quite noticeable that the DTE link bit rate is significantly
etter – up to 2 orders of magnitude – than that of the communication
ia relay. This is due to the spacecraft-relay link, which introduces

10 Except when solar conjunctions occur.
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Fig. 9. Cascading effect caused by the DSN antenna alignment.

Table 3
Communication availability over a two-year period. The left column corresponds to
the Direct-to-Earth link, the middle and right columns encompass all the possible
combinations of links when the Lagrange-relays and the pearl constellation network
topologies are enabled, respectively. Notice that the DTE link is also considered in
both network topologies cases.

DSN stations DTE link Lagrange Pearl N = 3 Pearl N = 4

1 34 % 77 % 91 % 98 %
3 70 % 91 % 98 % 100 %

a major bottleneck as a result of the relay’s capabilities, as it cannot
surpass the performance of DSN receivers and large antennas even at a
close distance to the spacecraft (lesser space loss). Consequently, the
Lagrange-relays network topology at present would be relegated to
those situations where MRO and the DSN stations cannot communicate
due to occultations (see Fig. 7). However, there is one noticeable
point of interest in this network topology: communication availability,
especially during solar conjunctions. Indeed, and as already explained
in Section 2, during superior solar conjunctions, the Sun is causing
significant interference, which, combined with the achieved Earth–
Mars peak distance, lead to a dramatic drop of the bit rate, in some
cases down to zero values [7]. The Lagrange-relays topology, how-
ever, enables real-time communication by means of combining L3 with
L4∕L5, successfully avoiding the superior conjunction.

However, the improvement on communication availability is not
only relevant for solar conjunctions. Hereunder, the percentage in-
crease of communication availability is summarized in Table 3, for both
the case studies with three and one available DSN antennas. Notice that,
as a matter of fact, even when the three DSN antennas are available,
the DTE link may not guarantee continuous communication, as MRO
gets inevitably occulted by Mars during a short period of time of its
orbit around the planet, which amounts to almost 30% of the time when
integrated over the 2-years synodic period. Nevertheless, the Lagrange-
relays network may provide with similar – in fact, slightly higher –
communication availability with only one DSN antenna, and up to 91%
availability when the three facilities are accessible. The one-antenna
case enhancement deserves to be insisted upon as availability could
be improved up to 43%. On the one hand, this certainly strengthens
the robustness of the overall deep space communications network, as
this result is showing that, in case any two of the three DSN facilities
are inaccessible, only one antenna could cover as much as all three
currently do – see the percentage availability of the DTE link of all
three antennas – for this mission. On the other hand, this could ease
deep space communications for local, single ground stations other than
the DSN.
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Moving forward to the next configuration, Fig. 10 presents the
evolution of the bit rate values for the 3- and 4-satellites pearl con-
stellations over time, analogously to the Lagrange-relays topology’s
progression. When compared to the latter, although better bit rate
values can be noted due to orbit size optimization in this case, the
shorter distance between the spacecraft and the relay still cannot make
up for the relay’s telecommunications system limitations. Likewise, the
DTE link surpasses the multi-hop link values at all times.

It is worth mentioning that the pearl constellation with 3 satellites
shows a better performance than the one with 4 satellites. For a certain
amount of time, the former topology becomes even comparable to
the DTE link. This difference in performance between the pearl con-
stellation topologies is correlated to the three-body ‘‘synodic’’ period
between the bodies, i.e., the time it takes for Mars and the constellation
of relays – regarded here as a body itself since their relative position is
fixed – to be at the same angular position with respect to Earth. This
period is considerably higher than the 2-years Martian synodic period.
In consequence, the outcome of Fig. 10 only contains a part of all
the possible geometric positions between the bodies, which ultimately
results in different link performance over the same time period, as
discussed later.

On the other hand, going back to Table 3, the availability results
show that, for the single DSN antenna case, the pearl constellation with
3 satellites increases the availability by a 57% with respect to the direct
link. Thus, just by changing the relays orbit the availability is 14%
better than the former topology. As a matter of fact, this value is very
close to the one with one additional relay, which raises the availability
increment up to 64%. With all the ground stations facilities enabled, the
spacecraft may communicate almost – 3 satellites – or completely – 4
satellites – 100% of the time. Overall, the same conclusions inferred
for the Lagrange-relays case study are still valid (with even better
performance) for the pearl constellation case, but enabling continuous
communications is a major improvement with respect to the oncoming
crewed missions, as communications are very critical for their success.

As stated at the beginning of this section, it is acknowledged that
any other synodic time period could have led to different results. The
reason is that the relative geometry between the communication nodes
may change over a time span – the three-body ‘‘synodic’’ period –
larger than the Martian synodic period. This time period contains all
the possible relative positions between the bodies. Thus, to be able to
evaluate the complete progression of all the possible communications
(two-node links) involved in the network topology, one would need
to simulate the configuration over the aforementioned time interval.
However, its value is considerably high and, therefore, for the sake of
simplicity and preserving a good readability of the results, it is chosen
to analyze the evolution of the different links – separately – over a
15-years period, which corresponds to the Earth–Mars inertial repeat
period. These progressions can be seen in Fig. 11 for the three different
network topologies, respectively, along with the evolution of Earth–
Mars distance. On the whole, there are four identifiable types of links
involved in any of the network topologies: (1) the link between the
spacecraft to any of the intermediate relays, (2) the link between relays,
(3) the link between the relays and Earth’s ground stations and (4)
the Direct-To-Earth link, which provides a reference to determine the
quality of the other links. Starting from the Lagrange-relays topology,
Fig. 11 shows that the link between the spacecraft and the relay is a
bottleneck. Thus, shortening the distance between them would improve
– quadratically – its performance. The pearl constellation topology
arises from this realization. Taking a look at the pearl constellation
evolutions, the aforementioned link indeed increases, although it is
still insufficient when compared to the DTE link — altogether, the
pearl constellation topologies still show a very limited outcome. It is
worth mentioning that the pearl constellation with 3 satellites shows a
better performance than the one with 4 satellites over the 15 years,
in an equivalent manner to Fig. 10. As stated before, this is due
to the three-body ‘‘synodic’’ period, as the Earth–Mars inertia repeat
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Fig. 10. Bit rate evolution of MRO communications with Earth’s 34-m DSN antennas
when the 3- and 4-satellites pearl constellations are enabled (consecutive model). Top:
DTE communications. Bottom: communications via pearl constellation. In addition, the
figures also include the Earth–Mars distance evolution (dotted black line, referred to
right y-axis). (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)

period only shows a part of all the possible arrangements between the
communication nodes, which has two implications. On the one hand,
if the simulation time period had been extended (three-body ‘‘synodic’’
period), the 4-satellites configuration would eventually match those
peaks seen at the 3-satellites pearl topology. On the other hand, it may
take over, at least, 15 years to reach a geometry that leads to this
performance scenario.

Another aspect worth considering is that the size of the pearl
constellation orbit – as compared to the Lagrange network topology –
reduces significantly the peak performance frequency of the spacecraft-
relay link. In other words, taking a look at the pearl constellation evo-
lution with three satellites, the close encounters – higher link performa-
nce – between the spacecraft and each of the relays occur very sepa-
rately on time, leaving long time windows where the satellites are far
away from Mars and, thus, the multi-hop link is largely constrained.
Therefore, the pearl constellation with 4 satellites is deemed more
adequate in overall performance than the one with 3 satellites. Hence,
for the second part of this study, only the pearl constellation with 4
satellites is going to be analyzed.

Accordingly, two main conclusions can be inferred up to this point:
the strategic location of relays in space is quite appealing from the
availability point of view, but the usage of state-of-the-art technology
is not practicable, as the obtained rate values cannot compete with
the DSN antennas. As explained in Section 1, bit rate is fundamental
for the potential enhancements of the DSN, as it allows to improve
the efficiency of the communication (less time or higher data volume).
This bit rate is strongly affected by two main features of deep space
communications:
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Fig. 11. Breakdown of each simple link evolution over a time period of 15 years
for the three network topologies. In addition, the figures also include the Earth–Mars
distance evolution (dotted black line, referred to right y-axis). (For interpretation of
the references to color in this figure legend, the reader is referred to the web version
of this article.)

• Distance
• Antennas.

Regarding distance, space losses, which increase with the squared
istance between the two communicating nodes, are significantly higher
han in any other type of RF communication, which severely limits
he potential capacity of the link. As for antennas, their capabilities
n spacecraft are essentially constrained by launch and power require-
ents. Namely, the gain of an antenna is proportional to its squared
iameter, which is ultimately limited by volume and mass restrictions
uring launch. Besides, power in deep space is limited; e.g., by the size
f solar power arrays – which, in turn, are again constrained by mass
nd volume restrictions – or the battery capacity. Consequently, the
pacecraft has to accurately prioritize its limited power budget among
he different subsystems. This implies that the telecommunications
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system gets an amount of power that is in all cases far lower than that of
the DSN ground-stations. Thus, overall, deep space communications are
heavily limited by gain, RF power and space losses. So far, this study
has intended to address the space link issue by splitting the total link in
two or more hops along the way, which reduces distance all the while
improving link availability. As a matter of fact, the overall capacity for
each hop –the ones that do not involve the ground stations– is not only
affected by smaller space losses but also by extended bandwidths, as
these need not be limited by the DSN channel allocations.

In light of this, the next step is to study what capabilities should the
relay implement in order to make the overall network topology bit rates
comparable to the Direct-To-Earth link. Starting with the Lagrange-
relays network topology, Fig. 12 shows the evolution of minimum,
maximum and average bit rate values over a two-year period versus the
relay antenna’s gain increase. The fundamental objective of the relay
capabilities’ enhancements is for bit rate to not exceed that of the direct
link to Earth – in fact, the maximum cannot be exceeded due to the
channel allocation restrictions of the DSN, discussed hereafter –, but
that it shall be comparable and therefore complementary, especially
when the DTE link is at its lowest bit rates (longer distance between
Earth and Mars). Taking a closer look at the figures below, the [20, 39]
dB range shows a dramatic escalation of the bit rate in all cases, narrow-
ing down the required capabilities to this range: lower values would be
insufficient and higher ones would provide poor benefits, as explained
next. Noticeably, the minimum, maximum and average bit rate values
eventually reach an asymptotic value that corresponds to the channel
bandwidth restriction imposed by the DSN (recall Section 2.2). The
relays and the DSN always communicate at this asymptotic value – even
at nominal relay capabilities –, thereby one can readily identify when
their link is becoming the communication bottleneck for the overall
communication between Mars and Earth. Indeed, when the maximum
bit rate reaches the asymptote in the simultaneous model, the link
between the relay and the DSN becomes the bottleneck for some time
intervals. This is also shown in Fig. 13: when the link between the
spacecraft and the relays exceeds the ∼ 5.5 Mbps upper bound, the
link between the relay and the DSN becomes the bottleneck. From
that point on, the link bit rate between the spacecraft and the relay
is becoming increasingly larger, whilst the link between the relay and
the DSN can no longer follow this increase due to the DSN channel
allocation restrictions, permanently bounding the maximum achievable
bit rate to this constant value.

As a final solution, the 25 dB gain increase is chosen, as it satis-
factorily meets the primary goal stated above, although this implies a
significant enhancement of telecommunications hardware. In Fig. 13,
the progression of each possible link over a time interval of 15 years
in the Lagrange-relays network topology with a 25 dB gain increase
is presented. Notice that, over the 2.1-years Martian synodic period,
the links between the spacecraft and the different relays reach their
respective maxima at different time intervals, as compared to the DTE
link, which would only show one peak value during this time interval.
Extending this analysis to the 15-years period, the peak values of the
links between the spacecraft and the Lagrange relays may change due
to variations between the Earth and Mars geometry, but in all cases
these lie in a range of values that is at least comparable to the DTE
link, if not outperforming the latter.

On the pearl constellation topology, recall that, whilst the Lagrange
relays are contained within an orbit that is equal to Earth’s (or similar
in the case of L3), the former is placed in an orbit that optimizes the
overall bit rate of the set of relays (see Section 3). Thus, Fig. 14 presents
the mean rate evolution with orbit size at different relay antenna’s gain
increase. This optimization has been performed within the nominal
capabilities of the relay telecommunication system –i.e., state-of-the-
art telecommunication system technology. Better capabilities will likely
lead to other – smaller – optimal orbit size values, as shown in Fig. 14.
Nevertheless, and due to the DSN channel allocation, another phe-

nomenon overlaps: as the relay capability substantially increases, the
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Fig. 12. Maximum, minimum and mean bit rate progression with the relay antenna’s
gain increase in the Lagrange-relays network topology, for both the consecutive and
the simultaneous communication strategies.

Fig. 13. Evolution of each simple link involved in the Lagrange-relays network
opology, with an assumed gain increase of the relays of 25 dB.

ink between the spacecraft and the relay strengthens whilst the link
etween the relay and Earth starts to become bounded by its own
estrictions. This eventually leads to a homogenization of the bit rate
rospects (see blue and green evolution in the figure below), reaching
n asymptotic value, as previously discussed in the analysis of the
it rate improvements with the relay’s gain increase. Therefore, when
he relay capabilities improve, the relay’s optimal orbit size indeed
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Fig. 14. Pearl constellation (N = 4) optimization analysis with relay antenna’s gain
increase.

decreases, but the evolution evens itself up to a point where the orbit
size does not matter anymore because bit rate is always the same.

In consequence, the analysis of bit rate progression with the in-
creased relay capabilities can be performed at the current orbit size
(i.e., 1.4 AU) with a small loss of generalization. The evolution of
minimum, maximum and average values of the pearl constellation bit
rate evaluated over a period of 2 years versus the relay antenna’s gain
increase is presented in Fig. 15. Certainly, the only range where orbit
is not optimized can be seen in the simultaneous evolution of the
pearl constellation in Fig. 15, where the range [15, 35] dB shows a
slower enhancement because the orbit is in fact not optimized. When
compared to the Lagrange-relays evolution, the pearl constellation
reaches the DSN constraint earlier (at least the peak values evolution)
because of the shorter distance between the spacecraft and the relays,
which has been found to be the bottleneck of the network. Finally, the
20 dB gain increase in the relays is chosen for the pearl constellation
case.

In Fig. 16, the evolution of each possible link over a time period
of 15 years in the pearl constellation topology with the stated im-
provement is presented. Analogously to the Lagrange-relays network
topology, the peak values show a progression that results from the
changes in the Earth–Mars geometry, but in all cases these lie in a range
of values that is equivalent to – if not outperforming – the DTE link.
On the other side, and as described before, since their orbit is bigger
when compared to the Lagrange relays, the frequency of the peaks is
smaller. Every 2 years or so, the relays switch their leading roles for
the Earth–Mars communications, leaving the others as an alternative
option in case the closest relay to Mars is not available (nor the DTE
link).

As a final remark, it has been previously explained that when the
relays present state-of-the-art telecommunication hardware, the link
between the spacecraft and the relays permanently becomes the bottle-
neck of the communication between Earth and Mars (see Fig. 11). But,
in a more complex situation, such as the case where the intermediary
relay is not able to communicate with Earth and therefore another relay
must forward the message, another bottleneck – even worse than the
preceding one – may appear: limited link capacity between the relays.
Fortunately, this issue is more sensitive to the improvements that a
gain increase provides, i.e., the reduction of such bottleneck will be
better than that of the link between the spacecraft and the relay, as
the antenna’s gain is increased at the two ends (both at the transmitter
and the receiver). In effect, taking a look at Figs. 13 and 16, it is seen
that the link between the relays stands out from the other ones, leading
those complex situations that formerly involved the worst case scenario
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Fig. 15. Maximum, minimum and mean bit rate evolutions with the relay antenna’s
ain increase in the Lagrange-relays and pearl constellation network topologies, for
oth the consecutive and the simultaneous communication strategies.

Fig. 16. Evolution of each simple link involved in the pearl constellation topology,
with an assumed gain increase of the relays of 20 dB.

to a reasonable and practicable alternative, with no negative impact on
the overall bit rate.

As stated before, the number of relays for this study has an arbitrary
value, as the effect of an increase of the number of relays in the pearl
constellation can be directly inferred from the results of the former.
First of all, a higher number of relays would reduce the distance
and consequently enhance the communication bit rate between them.
Secondly, the period for exchanging the leading role would also be
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Fig. 17. Diameter increase factor evolution with link enhancement and different
allocations of telecommunication system upgrades. The black dotted lines correspond
to the obtained link increase for both network topologies. (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of
this article.)

decreased, as the spacecraft could find a closer relay in a shorter time.
This also means that some of the relays that are next to the closest
one would not be that far from the spacecraft, bringing a reasonable
alternative for those situations where the leading one is not available.
Last but not least, the frequency of the peaks within the bit rate
evolution over the 2-year period would grow and, as a consequence,
so would the mean value of the overall evolution.

All in all, the necessary enhancement coming from the telecommu-
nication parameters in order to bring each of the proposed network
topologies’ performance closer to that of the DTE link with the DSN
has been settled to 20 dB and 25 dB for the pearl constellation and
Lagrange-relays topology, respectively. So far, this enhancement has
been regarded as antenna’s gain increase. In terms of relay design, this
might relate to a diameter swell of the antenna according to 𝐺 ∝ 𝐷2,
where D is the antenna diameter. Nevertheless, there are other ways to
upgrade the link performance such as enhancing power transmission,
improving the receiver’s sensitivity or obtain a gain by codification.
As a matter of fact, any of the aforementioned improvements have
direct but different impacts on the bit rate increase. Just as a diameter
swell would lead to a gain upgrade both for the transmission and
the reception, the power transmission, for instance, would only affect
the first. Fig. 17 presents the diameter multiplication factor with the
link enhancement caused by a gain increase of the relay’s antenna.
In addition to this, the figure shows the influence on diameter mul-
tiplication if the total link enhancement was allocated among other
parameters from the telecommunications system – besides antenna’s
gain – in different proportions. As it can be seen, if the resolved link
enhancement was translated entirely into gain upgrade, the resulting
relay diameter multiplication factors would be 10 and 17.9 for the
pearl constellation and Lagrange-relays network topology, respectively.
However, with an increment allocation of 10 dB in other parameters,
these values could be brought down to 3.2 and 5.6, respectively.

To conclude, Fig. 18 shows the analogous bit rate progressions
presented in Fig. 8 and Fig. 10, this time with an increased relay
antenna’s gain of 25 dB and 20 dB, respectively. For the sake of
simplicity, only one DSN antenna (DSS-45) has been enabled. Fig. 18(a)
and (b) show the consecutive and simultaneous progressions for the
Lagrange-relays network topology, whilst Fig. 18(c) and (d) show the
analogous for the pearl constellation topology with 4 satellites. These
evolutions represent the intended objective of this study: a scenario
where the proposed topologies enable an enhancement to the overall
Earth–Mars communications in terms of bit rate (besides availability,
discussed earlier). On the whole, it can be observed in the figures
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that during the time period where Earth is found at the furthest
distances from Mars and hence the bit rate is significantly reduced –
i.e., from January 2017 to almost March 2018, approximately 60%
of the synodic time period–, both the Lagrange-relays and the pearl
constellation can take over and provide greater bit rate values than the
DTE link. Indeed, during the aforementioned time window, while the
DTE link may not exceed 1.5 Mbps, the proposed network topologies
can forward at a bit rate comprised between 1 and 5.5 Mbps. This
enhancement of MRO-DSN communications is especially striking dur-
ing superior solar conjunctions. As explained earlier, this inconvenient
phenomena implies the bothersome solar interference (RFI), which can
significantly deteriorate the link performance, but, in addition to this,
Earth and Mars also happen to be at their maximum distance, which
is a significant drawback for the communication itself due to path loss.
During the time period that goes from 2017 to 2019, there is a superior
solar conjunction between Earth and Mars from July 17th, 2017 to
August 5th, 2017. In fact, even if the Sun would not interfere in this
communication, the available bit rate would be very small (max. 500
kbps), and this also applies to the surroundings around this ephemeris,
where the bit rate is always below 1 Mbps during a non-negligible
amount of time – over a year – due to the increased distance that
makes path loss greater. In contrast, the Lagrange-relays and pearl
constellation network topologies may successfully avoid the RFI and
shorten path loss to enable bit rates of up to 5.5 Mbps –in the case of
the pearl constellation topology. Note that the communication through
the relays is not exempt of solar conjunctions. Taking a closer look at
Fig. 18(c), see the interruption of the communication between the MRO
and the DSS-45 through relay R3 caused by a solar conjunction between
the relay and Earth –that is in fact overlapping with a superior solar
conjunction between Earth and Mars– from July 25th, 2017 to August
20th, 2017. Fortunately, though, the network topology is able to offer
other possible routes with very similar bit rates that help to cope with
the circumstances.

What is more, the combination of enhanced availability and bit rate
leads to a third improvement: data volume. Calculating data volume as
the integral of the bit rate over the Martian synodic period, the DTE
evolution – with one DSN station – enables a total data downlink of
5.95 × 101 Tb whilst the Lagrange-relays and the pearl constellation
network topologies, over that same period, may raise that number up
to 1.8 × 102 Tb and 2 × 102 Tb, respectively; in other words, the total
scientific return of MRO per DSN antenna may be increased up to 3
times, approximately.

5. Conclusions

The future of deep space communications encompasses a challeng-
ing situation where the current facilities used to communicate with
different spacecraft may become saturated as a result of an increasing
number of missions and their complexity. In this situation, increased
communication availability and link performance between the commu-
nicating nodes would have a major impact. For this reason, this study
proposes to locate deep space relays at strategic locations – i.e., build-
ing a network topology – that could make a difference for the deep
space communications prospects, more specifically, Earth and Mars.

Therefore, this paper aims to quantitatively analyze current and
future Earth–Mars communications by developing SolarCom, a software
tool that allows to compute availability, bit rate and even the best
communication route – in case there are more than two communicating
nodes involved – between a Martian orbiter and a DSN ground station,
at any time. As a matter of fact, provided the location and the telecom-
munication system parameters of the communicating nodes, SolarCom
may be readily scalable to any other scenario besides Earth–Mars. This
means that other spacecraft could be brought into the equation, but
also other network topologies could be assessed (even for Earth–Mars
communications).
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Fig. 18. Bit rate evolution of MRO communications with Earth’s 34 m DSN antenna
DSS-45 with improved relay design. Both the consecutive and simultaneous outcomes
are shown for both network topologies.
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This study has proved that the network topology proposals are
indeed an advantageous option to significantly increase the availability
of Earth–Mars communications. Indeed, whilst the DTE link availability
between the MRO and any DSN antenna is no more than 70% during
the Martian synodic period, the pearl constellation, instead, may pro-
vide with up to 100% of communication availability, followed up close
by the Lagrange-relays network topology with a 91%. Furthermore, this
availability increase affects also superior solar conjunctions, which can
be successfully avoided by means of the relays. This is a significant
advantage for future manned missions that will not allow any disrup-
tion on the communication but also for the existing missions, as solar
conjunctions usually lead to troublesome interruptions of the orbiters
and rovers’ normal activity on Mars. On the other side, the availability
enhancement is especially salient in the one-antenna case, which has
a direct impact on the robustness of deep space communications: if
one or two of the three DSN facilities would become inaccessible,
the remaining antennas would be able to cope with most of the mis-
sion workload.11 Giving another point of view to the latest statement,
having that much communication availability with only one antenna
could enable ground stations – other than the DSN – to boost their
communications with Mars.

Nevertheless, from the bit rate point of view, this potential is
strongly constrained by the telecommunication hardware development
in the short-term future as the currently attainable relay capabilities –
based on TDRSS technology [31] – cannot outweigh the performance
of the DSN, even at short distances. Therefore, an analysis on improved
relay capabilities and their impact on the resulting bit rate evolu-
tion has been performed, setting a realistic boundary and direction
to which future telecommunication system developments should be
aiming for. All things considered, it has been shown that the relays
must display at least a 25 dB and 20 dB increase on antenna’s gain
in the Lagrange-relays and pearl constellation topologies, respectively,
in order to become a comparable solution to the DTE link. Thus, the
final landscape shows that during those time periods where Earth and
Mars are farthest away from each other and the DTE link cannot offer
any more than a bit rate of 1.5 Mbps, the communication via relays,
conversely, may raise this value up to 5.5 Mbps, and no less than 1
Mbps. The resulting diameter swell of the relay antennas is significant
when assuming that the total link enhancement is entirely translated
into antenna’s gain. Instead of enlarging the antenna’s dimension,
the necessary directivity could possibly be obtained through antenna
arrays or by upgrading the illumination efficiency of the antennas.
Nevertheless, there are other options in the relay design space that may
improve link performance, such as the transmission power, which could
be enhanced by enabling the usage of high-performance amplifiers
and signal processing. Moreover, the minimum SNR considered for the
relays in this study was reasonably conservative. This parameter could
readily be reduced by using state-of-the-art low noise amplifiers and
demodulators. Lastly, another factor that could considerably improve
the overall performance of the radio-links is the use of error-correcting
algorithms.

Therefore, overall, these network topologies could indeed help
deep space communications cope with future demands through the
increased number of communication windows, enhanced bit rates and,
ultimately, higher data volume that could be retrieved from the Martian
orbiters (and/or landers). It has been calculated that the total science
return from Mars via MRO could be tripled by any of the proposed
networks.

Note that benchmarking the Lagrange-relays and pearl constellation
network topologies against each other is kept out of the scope of this
study as other meaningful factors – such as station-keeping costs or

11 This statement does not take into account DSN scheduling nor spacecraft
esource concerns to perform such communications
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orbit insertion and stability – should be brought to consideration when
analyzing their suitability.

As a final remark, it is worth mentioning that the Deep Space
Network has still some headroom that could benefit both the DTE
link and new network topologies. As a matter of fact, the DSN has
already undertaken actions to widen its spectrum of communication
band [38], i.e., to include the Ka-band as a nominal frequency of
communication with the spacecraft. In fact, MRO already communi-
cated with the DSN through Ka-band during its primary science mission
phase between 2008 and 2010 [6]. The Ka-band entails higher space
losses but also enlarged channel bandwidths, which might lead to
a compromise solution between those factors that actually enhance
the current capacities of the DSN in the short distances, especially
in the Earth–Mars communications case, either directly or through
strategically-located relays.

In regards to future endeavors, this study has considered only RF
telecommunications as these are the state-of-the-art technology used in
deep space communications. On the other hand, optical links, a very
promising alternative that could bring telecommunications to a new
performance level, is currently being studied and integrated to Solar-
Com in order to perform an analogous analysis to the one conducted in
this paper. In this framework, the proposed network topologies could
also be reinforced by the usage of geostationary satellites to relay
communications with Earth, as Matriciani [33] proved to provide with
meaningful improvements. Another effort that could be brought into
consideration is to integrate SolarCom into a scheduling software, such
as S3, a tool that allows to elaborate a communications plan for the
DSN through a multi-user collaborative environment [39]. Hence, the
resulting software would allow to program the DSN facilities, provided
the link performance scenario (as well as the optimal path) at any time
and considering all the interacting users and missions. To that purpose,
the search algorithm would need to consider the rate of the antenna to
change pointing and penalize small communication windows (it may
not be worth it for the antenna to change pointing). Additionally,
the software could also evaluate other factors and influences when
obtaining the optimal end-to-end path, such as buffering, spacecraft
resources limitations or program restrictions.
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