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#### Abstract

In this letter, we propose a novel methodology for offline generating stable Variable Impedance Controllers considering any parameter modulation law in function of exogenous signals to the robot, as e.g. the exerted force by the human in a collaborative task. The aim is to find the optimal controller according to a desired trade-off between accuracy and control effort. Each controller is formulated as a polytopic Linear Parameter Varying system consisting in a set of vertex systems at the limit operation points. Then, the stability and operating properties can be assessed through Linear Matrix Inequalities, from which an optimality index can be obtained. This index is used by a genetic optimisation algorithm to iteratively generate new controller solutions towards the best one. To exemplify our method we choose a case study of modulation laws for tasks that require a physical interaction between human and robot. Generated solutions for different trade-offs are evaluated on a object handover scenario using a 7-DoF WAM robotic manipulator.


Index Terms-Physical human-robot interaction, compliance and impedance control, optimization and optimal control.

## I. Introduction

ROBOTS are being increasingly introduced in conventional anthropic domains for the sake of further enhancing our lives through the interaction with them. Particularly, industrial applications are shifting towards the use of collaborative robotic platforms to work side by side or even together with humans. Many of them require a physical Human-Robot Interaction ( pHRI ), where the paramount concern must be to ensure user safety [1]. As a consequence, in these scenarios, the paradigm for robot control has turned from position-based control to the regulation over its compliance.

Robot compliance can be actively regulated through a force controller in a feedback-loop fashion, known as force tracking (or direct force control), or through motion control (or indirect
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Fig. 1. In collaborative environments, contacts between human and robot might occur unexpectedly, being crucial to control over the exchanged force. In this paper, we put the spotlight on a handover task where an early contact happens.
force control). In this last group, the most common technique for pHRI is impedance tracking [2], where a relationship between motion and force is imposed. Standard Impedance Control (IC) imposes a constant relationship, which might not fit complex tasks as e.g. those involving phases of free motion, where accuracy is more relevant, and contact with a human, where the focus is on exchanged forces. In this scenario, modifying over the parameters that define the relationship, which is known as Variable Impedance Control (VIC), is preferred. But, this technique presents many challenges, mainly in terms of stability assessment.

In this paper, we propose a novel off-line tuning method for VIC through the formulation of the VIC as a polytopic Linear Parameter Varying (LPV) system, which allows to assess controller stability if a generic Lyapunov candidate function fulfilling a set of Linear Matrix Inequalities (LMI) is found. It can be applied to any VIC if parameter modulation depends on a continuous exogenous signal. Moreover, apart from stability, we use the LMI paradigm to (I) add operational constraints to control effort and (II) obtain a optimality index for each controller according to a quadratic trade-off criterion, defined by the user. This is used to generate controller solutions through an iterative optimisation process (a genetic algorithm in this case) to obtain the best one.

To validate our method, we use a case study VIC for an object handover task between a human and a robot. This task has been successfully solved through planning techniques relying on human pose estimation [3] or even considering a measure of mutual trust [4]. But only few solutions exist using IC [5]
and, up to the best of our knowledge, none using VIC with stability assessment. Therefore, we propose VIC as a control level solution to complement existing planning an decision making techniques. Our approach focuses on the exchanged force when the human reaches the robot before the expected handover position (Fig. 1), only relying on the measured force.

The paper is organised as follows: Section II introduces VIC and state-of-art in stability assessment. In Section III, the generation of the polytopic LPV model for the VIC is described and detailed for the case study. The LMI problem that assesses VIC properties is presented in Section V, and its application for the generation of controller solutions in Section VII. The presented methodology is evaluated for the case study through simulations and real experiments in Section VIII. Conclusions and future work are discussed in Section IX.

## II. Background on Variable Impedance Control

Considering a reference trajectory of position, velocity, and acceleration $\left\{p^{r}, \dot{p}^{r}, \ddot{p}^{r}\right\}_{t=0}^{T}$, IC aims at imposing the following dynamic relationship between force $\mathbf{F}$ and position error $e:=p^{r}-p(t)$ dynamics. This relationship (in 1-DoF) is characterised by a desired inertia $H$, damping $D$ and stiffness $K$, which are time-varying in the VIC case:

$$
\begin{equation*}
H(t) \ddot{e}+D(t) \dot{e}+K(t) e=F(t) \tag{1}
\end{equation*}
$$

As aforementioned, imposing a variant behaviour calls for a much more intricate analysis of its stability and operating properties. Classical approaches focus on finding ad-hoc Lyapunov candidate functions to derive conditions for stability regarding parameter modulation. In this direction, relaxed conditions are obtained through a modified storage function in [6] for parameter variation profiles with constant inertia, to be evaluated off-line, consisting in a constraint relating the parameter modulation. Recently, authors in [7] provide a particularisation of this method by constructing an on-line filter that maintains stability on-line through the modification of the parameter modulation profile. An energy-based approach is taken in [8] where stability is enforced through passivity by "storing" all the dissipative effects (energy-wise) for performing non-dissipative movements. Although effective, it is state-dependant and requires a fine tuning of the settings for its implementation on a real platform. Our stability and properties assessment, w.r.t. state-of-art approaches, (I) can be applied off-line, (II) considers the complete range of operation of the VIC and (III) does not impose any constraint on the impedance parameter modulations laws, except for being continuous and function of exogenous signals to the robot.

## III. Polytopic LPV Formulation for VIC

## A. State-Space Formulation

We can formulate the closed-loop impedance relationship from (1) into a state-space form if $\mathbf{x}(t):=[e(t) \dot{e}(t)]^{T}$ :

$$
\dot{\mathbf{x}}(t)=\underbrace{\left[\begin{array}{cc}
0 & 1  \tag{2}\\
-\frac{K(t)}{H(t)} & -\frac{D(t)}{H(t)}
\end{array}\right]}_{\mathbf{A}(t)} \mathbf{x}(t)+\underbrace{\left[\begin{array}{c}
0 \\
\frac{1}{H(t)}
\end{array}\right]}_{\mathbf{B}_{\mathbf{F}}(t)} F(t)
$$

where $\mathbf{A}(t)$ is the state matrix and $\mathbf{B}_{F}(t)$ is the force input matrix. Product $\mathbf{A}(t) \mathbf{x}(t)$ can be further divided into a statefeedback form, with a constant value $\mathbf{A}_{0}$ and the variant gain $\mathbf{W}(\mathrm{t})$, conforming the controller effort $\mathbf{u}(t)$ :

$$
\mathbf{A}(t) \mathbf{x}(t)=\underbrace{\left[\begin{array}{ll}
0 & 1  \tag{3}\\
0 & 0
\end{array}\right]}_{\mathbf{A}_{\mathbf{0}}} \mathbf{x}(t)+\underbrace{\left[\begin{array}{l}
0 \\
1
\end{array}\right]}_{\mathbf{B}_{\mathbf{w}}} \underbrace{\overbrace{\left[\begin{array}{ll}
-\frac{K(t)}{H(t)} & \left.-\frac{D(t)}{H(t)}\right]
\end{array}\right.}^{\mathbf{x}(t)}}_{\mathbf{W}(t)} .
$$

Time-varying $H(t), D(t)$ and $K(t)$ make (2) a nonlinear closedloop system.

## A. LPV Model for VIC

The Linear Parameter Varying (LPV) paradigm considers time-varying systems whose state-space representation depends on a set of varying parameters $\boldsymbol{\theta}(t)=\left[\theta_{1}, \ldots, \theta_{j}\right] \in \mathbb{R}^{n_{\boldsymbol{\theta}}}$ [9]. In the form of system (2):

$$
\begin{equation*}
\dot{\mathbf{x}}(t)=\mathbf{A}(\boldsymbol{\theta}(t)) \mathbf{x}(t)+\mathbf{B}_{F}(\boldsymbol{\theta}(t)) F(t) \tag{4}
\end{equation*}
$$

each varying parameter $\theta_{j}(t)$ is assumed to be a-priori known, measured or estimated on-line, and must be function of a set of exogenous (i.e. independent of $\mathbf{x}(t))$ signals to the system $\boldsymbol{\zeta}(t) \in \mathbb{R}^{\zeta}$. To find this description for (2), we can apply the nonlinear embedding method [10], which leads to the following varying parameters:

$$
\begin{equation*}
\theta_{1}(t)=-\frac{K(t)}{H(t)} ; \quad \theta_{2}(t)=-\frac{D(t)}{H(t)} ; \quad \theta_{3}(t)=\frac{1}{H(t)} \tag{5a-c}
\end{equation*}
$$

The only constraint imposed by LPV formulation on parameter modulation laws is that each $\theta_{j}(t)$ must be continuous and defined in the operation range of the system.

## B. Polytopic LPV Model

Using the LPV formulation, VIC can be described through three varying parameters. But assessing properties for this system considering all their (infinite) reachable values is not tractable. To tackle this issue, a polytopic description of LPV model can be obtained such that we handle only a set of vertex systems at the operating limits. First, all the trajectories of $\boldsymbol{\theta}(t)$ have to be contained within the polytope defined by a convex hull with vertices $\theta_{v_{i}}$ :

$$
\begin{equation*}
\Theta=\operatorname{Co}\left\{\theta_{v_{1}}, \theta_{v_{2}}, \ldots, \theta_{v_{N}}\right\} \tag{6}
\end{equation*}
$$

where each vertex is the combination of $\theta_{j}$ and $\overline{\theta_{j}}$, the lower and upper bounds of each varying parameter, i.e. $N=2^{n_{\theta}}$. Thus, by defining $\mathbf{A}(t)$ and $\mathbf{B}_{F}(t)$ in each vertex of $\Theta$ to obtain the socalled vertex systems defined by the pair $\mathbf{A}_{i}, \mathbf{B}_{F, i}$, a polytopic definition of the LPV system (4) can be obtained considering the non-negative coefficients $\pi_{i}(\boldsymbol{\theta}(t))$ :

$$
\begin{equation*}
\dot{\mathbf{x}}(t)=\sum_{i=1}^{N}\left[\pi_{i}(\boldsymbol{\theta}(t)) \mathbf{A}_{i}\right] \mathbf{x}(t)+\sum_{i=1}^{N}\left[\pi_{i}(\boldsymbol{\theta}(t)) \mathbf{B}_{F, i}\right] F(t) \tag{7}
\end{equation*}
$$

In other words, system (4) can be represented at any point of operation $\boldsymbol{\theta}(t)$ through the linear combination of all $\mathbf{A}_{i}, \mathbf{B}_{F, i}$


Fig. 2. Representation in $\boldsymbol{\theta}(t)$ space (through two views) of the polytopic LPV model for VIC, corresponding to the vertex of the bounding-box (shaded area) that contains all the values of $\mathbf{A}(\boldsymbol{\theta}(t))$ and $\mathbf{B}_{F}(\boldsymbol{\theta}(t))$.
weighted by $\pi_{i}(\boldsymbol{\theta}(t))$. To obtain $\theta_{v_{i}}$ of $\Theta$, the so-called bounding box method [11] can be applied, where maximum and minimum values of each $\theta_{j}$ are determined according to the values of $\zeta_{q}$ in the operation range:

$$
\underline{\theta_{j}}=\min _{\zeta_{q} \in \zeta} \theta_{j} ; \quad \overline{\theta_{j}}=\max _{\zeta_{q} \in \zeta} \theta_{j}
$$

## C. Case Study

Obtaining the polytopic description of LPV model for VIC requires the chosen set of modulation laws. Considering the handover task, we make use of a case study VIC, adapted from [12], where modulation laws are function of exchanged force (exogenous signal):

$$
\begin{align*}
& H(t)=H_{0}+\rho D(t)  \tag{8a}\\
& D(t)=D_{0}[1-\delta|F(t)|]  \tag{8b}\\
& K(t)=K_{0}^{1-\left[|F(t)| / F_{\max }\right]} \tag{8c}
\end{align*}
$$

To provide a compliant and intuitive cooperation, damping and inertia are modulated according to the exchanged force $F(t)$ with the human, such that when a large motion is intended, i.e. a large force is applied, damping is reduced (and so inertia) to provide a compliant behaviour. From nominal values $H_{0}$ and $D_{0}$, the magnitude of this effect depends on the incremental gains $\delta$ (damping) and $\rho$ (inertia). We also include for this case study a variant non-zero stiffness, following a decreasing exponential function according to $F(t)$ and the maximum possible force exerted by the human in the task $F_{\max }$. Thus, stiffness is equal to its nominal value ( $K(t)=K_{0}$ ) when no contact with the human is detected $(F(t)=0)$ to accurately follow the trajectory, and decreases its value as force approaches $F_{\max }$ to reduce contact force.

As modulation laws (8) only depend on $|F(t)|$, we can consider that $|F(t)| \in\left[0, F_{\max }\right]$ to obtain $\overline{\theta_{j}}$ and $\theta_{j}$ for $\theta_{v_{i}}$, according to definitions in (5). From them, vertex systems $\mathbf{A}_{i}, \mathbf{B}_{F, i}$ in (7) can be determined, and similarly the vertex variant gain $\mathbf{W}_{i}$ using (3). Fig. 2 graphically depicts the polytopic LPV model for VIC.

## V. Design Procedure Using LMI

Linear Matrix Inequalities (LMI) were introduced to obtain solutions for Lyapunov-based stability controller design involving nonlinear systems, with the key benefit that they can be formulated as convex optimisation problems. As a consequence their use was popularised and therefore there exist many design specifications formulated as LMIs [13]. LMIs can be used to assess properties for polytopic LPV systems by exploiting their main advantage: a LMI is applied for every vertex system $\mathbf{A}_{i}, \mathbf{B}_{F, i}$ relating them through a common Lyapunov function in order to assess properties for all the possible operation points in $\Theta$. In other words, properties for the complete range of operation of a system can be assessed only by using a set of limit constant ones linked through a common solution.

## A. Stability- $\mathrm{H}_{2}$ LMI Conditions

The paramount concern when designing a controller to be safe is to preserve stability. Moreover, we want to choose the best controller among all the stable controllers according to a task performance criterion. For the VIC case, we should also take into account the effect of the exogenous force $F(t)$ on the controller behaviour. Thus, we use the LMI formulation for $\mathrm{H}_{2}$ index control according to an optimal criterion, adapted from [14]. As VIC will be implemented on a real platform with a control cycle $T_{c}\left(t=k T_{c}\right)$, the problem is defined for the discrete-time form of system (2).

Proposition 1: Stability- $\mathrm{H}_{2}$ LMI Conditions for VIC polytopic LPV model. Considering the discrete-time polytopic LPV model (7), the effect of $F$ through $\mathbf{B}_{F}$ can be defined by the quadratic criterion $J$, upper bounded by $\gamma>0$, through the trade-off constant $\eta \in[0,1]$, and defined by symmetric matrices $\mathbf{Q}$ and $\mathbf{R}$ :

$$
\begin{equation*}
J=\sum_{k=0}^{\infty}\left[(1-\eta)^{2} \cdot \mathbf{x}_{k}^{T} \mathbf{Q} \mathbf{x}_{k}+\eta^{2} \cdot \mathbf{u}_{k}^{T} \mathbf{R} \mathbf{u}_{k}\right]<\gamma \tag{9}
\end{equation*}
$$

where $\mathbf{u}_{k}=\sum_{i=1}^{N} \pi_{i}\left(\boldsymbol{\theta}_{k}\right) \mathbf{W}_{i} \mathbf{x}_{k}$. Thus, the equilibrium $\mathbf{x}=0$ is stable in the sense of Lyapunov for $k=[0, \infty) \in \mathbb{N}$ if there exist a solution matrix $\mathbf{P}>\mathbf{0} \mid \mathbf{P}=\mathbf{P}^{T}$ that fulfils the following LMIs $\forall i=1, \ldots, N$ :

$$
\begin{align*}
& \mathbf{A}_{i} \mathbf{P} \mathbf{A}_{i}{ }^{T}-\mathbf{P}+\mathbf{B}_{F, i} \mathbf{B}_{F, i}{ }^{T}<0 ;  \tag{10a}\\
& \operatorname{trace}\left\{\left[\begin{array}{c}
\mathbf{Q}_{\eta}^{1 / 2} \\
\mathbf{R}_{\eta}{ }^{1 / 2} \mathbf{W}_{i}
\end{array}\right] \mathbf{P}\left[\begin{array}{c}
\mathbf{Q}_{\eta}^{1 / 2} \\
\mathbf{R}_{\eta}{ }^{1 / 2} \mathbf{W}_{i}
\end{array}\right]^{T}\right\}<\gamma \tag{10b}
\end{align*}
$$

being $\mathbf{Q}_{\eta}=(1-\eta)^{2} \mathbf{Q}$ and $\mathbf{R}_{\eta}=\eta^{2} \mathbf{R}$.
Proof: The proof is given in Appendix A.
Through this formulation, we are able to consider the effect of the exogenous force into the design while fulfilling a performance criterion. Trade-off constant $\eta$ has to be determined according to the target behaviour of the controller. Higher values of $\eta$ will shift the criterion towards the minimisation of the controller effort $u_{k}$, determined by $\mathbf{R}$, over the minimisation of the states. On the other hand, lower values of $\eta$ will make the optimisation consider the tracking accuracy (as states are velocity and position errors), determined by $\mathbf{Q}$, over the control


Fig. 3. Scheme for the automated generation of VIC solutions through a LMI problem, using a genetic algorithm implementation. In darker green, processes repeated for each generation $G$; in lighter green, steps executed for each controller solution $\mathcal{C}_{S}$ in $G$; and, in blue, the settings that determine solution generation.
effort. Accordingly, we define $\mathbf{Q}$ and $\mathbf{R}$ as follows:

$$
\mathbf{Q}=\operatorname{diag}\left\{1 / e_{d}^{2}, 1 / \dot{e}_{d}^{2}\right\}, \quad \mathbf{R}=1 / u_{d}^{2} ;
$$

denoting $(\cdot)_{d}$ the maximum allowable values (SI units). These values should be defined according to the task to be performed, considering that those variables with lower values will have a greater impact on the quadratic criterion.

## A. Operational LMI Constraints

LMI paradigm allows conforming a design problem involving different conditions. In this paper, we consider a set of constraints to ensure the maximum control effort considering the maximum state values. To consider that the control effort must be reduced when contacting the human, we propose an adaptation from condition in [15] to impose different limits according to the operation point.

Proposition 2: Operational LMI Constraints for VIC polytopic LPV model. On the problem in Proposition 1, constraints

$$
\begin{equation*}
\left\|\mathbf{u}_{k}\right\|_{2} \leq u_{\max }, \quad\left\|\mathbf{x}_{k}\right\|_{2} \leq x_{\max } \tag{11ab}
\end{equation*}
$$

are satisfied for $k=[0, \infty) \in \mathbb{N}$ for an initial state $\mathbf{x}_{0}=\mathbf{0}$ if the following LMIs are fulfilled $\forall i=1, \ldots, N$, considering that $u_{\max , i} \leq u_{\max }$ :

$$
\left[\begin{array}{cc}
u_{\max , i}^{2} \mathbf{I}_{\mathbf{W}} & \mathbf{W}_{i} \mathbf{P}  \tag{12ab}\\
\mathbf{P} \mathbf{W}_{i}^{T} & \mathbf{P}
\end{array}\right] \geq \mathbf{0}, \quad\left[\begin{array}{cc}
\mathbf{P} & \mathbf{P A}_{i}^{T} \\
\mathbf{A}_{i} \mathbf{P} & x_{\max }^{2} \mathbf{I}_{\mathbf{A}}
\end{array}\right] \geq \mathbf{0} .
$$

where $\mathbf{I}_{\mathbf{W}}, \mathbf{I}_{\mathbf{A}}$ are identity matrices of the appropriate dimensions.

Proof: The proof is given in Appendix B.
According to the definition in (3), as $\left\|\mathbf{u}_{\mathbf{k}}\right\|_{2}=\mathbf{u}_{\mathbf{k}}$ the value of $u_{\max }$ can be directly interpreted as the maximum control effort. For the selection of a different one for each system vertex, the interpretation of each $\mathbf{A}_{i}$ is required. For our case study, $u_{\max }^{c}$ will be chosen for those vertex evaluated at the maximum force $\bar{F}$, and $u_{\max }$ for the remaining ones, such that $u_{\max }^{c}<u_{\max }$. Note that the state value limitation is for the norm of $e(t)$ and $\dot{e}(t)$, and therefore also depends on the reference trajectory. This limitation has been included to adjust the control effort constraint
to a bounded set of states and, if an on-line trajectory generation is used, $x_{\max }$ can be used to focus the planning of next reference points considering the current state of the system.

## VII. Automated VIC Solution Generation

First, we have to provide a description of the VIC that unequivocally determines its characteristics. Looking at the modulation laws (8), we can define a controller solution $\mathcal{C}_{s}$ as

$$
\begin{equation*}
\mathcal{C}_{s}=\left\{H_{0}^{s}, \rho^{s}, D_{0}^{s}, \delta^{s}, K_{0}^{s}\right\} . \tag{13}
\end{equation*}
$$

Generally, these parameters have to be manually determined until a solution that matches desired behaviour is found. We propose to automatically obtain a solution that fulfils a set of operational constraints, is stable and minimises the effect of the exogenous input while being optimal w.r.t. to a performance criterion that trades-off accuracy and control effort, assessed as a LMI problem. Most optimal solution is iteratively found through an optimisation process, in our case, provided by a genetic algorithm.

The process of obtaining a VIC solution has been summarised in Fig. 3. It starts with the selection (generation $G$ ) of an initial set (population of size $n_{s}$ ) of solutions, within some defined bounds for each parameter. For every solution $\mathcal{C}_{s}$, the values of each $\theta_{j}^{s, G}$ as defined in (IV-A) are obtained from the desired modulated laws ((8) for our case study VIC), as function of the exogenous variable $\zeta(|F(t)|)$. Upper and lower bounds of the varying parameters can be obtained to generate vertex variables $\mathbf{A}_{i}^{s, G}, \mathbf{B}_{F, i}^{s, G}$ and $\mathbf{W}_{i}^{s, G}$, considering the domain of $\zeta$ during the task. Thus, the LMI problem can be stated, involving stability and optimality conditions from (10), defined through $\mathbf{Q}, \mathbf{R}$ and $\eta$; and operational constraints from (1), according to desired $u_{\max }^{c}, u_{\max }$ and $x_{\max }$. The minimum feasible upper bound $\gamma_{s, G}$ for the optimality criterion $J$ defined in (9) is used to sort all the $n_{S}$ solutions within generation $G$, which determines the creatation of the next generation of controllers $G+1$. For genetic algorithms, this is performed through three main processes: elitism, crossover and mutation. As this topic is out of the scope of the article, reader is referred to [16] for an in-depth description.

TABLE I
Parameters for LMI Design Problem

| $\boldsymbol{e}_{d}$ | $\dot{e}_{d}$ | $u_{d}$ | $\boldsymbol{x}_{\text {max }}$ | $\boldsymbol{u}_{\text {max }}^{c}$ | $u_{\text {max }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $2.5 \cdot 10^{-2}[\mathrm{~m}]$ | 0.1 [m/s] | $u_{\text {max }}^{c}$ | $\left(e_{d}^{2}+\dot{e}_{d}^{2}\right)^{1 / 2}$ | $50[\mathrm{~N} / \mathrm{kg}]$ | 100[ $\mathrm{N} / \mathrm{kg}$ ] |

TABLE II
Parameter Bounds for Proposed VIC Solutions

| Bound | $H_{0}^{s}[\mathrm{~kg}]$ | $\rho^{s} \cdot 10^{-3}$ | $D_{0}^{s}[\mathrm{~N} \cdot \mathrm{~s} / \mathrm{m}]$ | $\delta^{s} \cdot 10^{-3}$ | $K_{0}^{s}[\mathrm{~N} / \mathrm{m}]$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Upper | 2 | 10 | 500 | 10 | 2500 |
| Lower | 0.5 | 1 | 10 | 1 | 100 |

TABLE III
Best Vic Solutions for Different Trade-Off Values

| $\eta$ | $H_{0}[\mathrm{~kg}]$ | $\rho \cdot 10^{-3}$ | $D_{0}[\mathrm{~N} \cdot \mathrm{~s} / \mathrm{m}]$ | $\delta \cdot 10^{-3}$ | $K_{0}[\mathrm{~N} / \mathrm{m}]$ | $\gamma$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.01 | 1.32 | 9.2 | 498.25 | 9.1 | 1900 | 19.75 |
| 0.5 | 1.71 | 9.1 | 401.33 | 7 | 1349 | 5.31 |
| 0.99 | 1.86 | 9.1 | 398.1 | 5.2 | 402 | $2.76 \cdot 10^{-2}$ |

Note that if VIC modulation laws provide in the operation range a desired inertia $H(t)=0$, varying parameters (IV-A) take an indeterminate form. In the automated solution generation, this is evaluated for the domain of exogenous variables within the generation of vertex systems. If so, a high $\gamma$ is given to the solution $C_{S}$, as genetic algorithm is driven towards objective minimisation. The same procedure is applied to those solutions that do not fulfil conditions of the LMI problem.

## VIII. VALIDATION

## A. Design and VIC Solutions

We validate the method presented in this paper through a design problem. According to empirical experience on handover tasks, we set $F_{\max }=50[\mathrm{~N}]$ to define the operation limits for the VIC. For the automated generation of VIC solutions, we have selected three different trade-off values $\eta: 0.01$ to focus on trajectory tracking, 0.99 to prioritise control effort minimisation and 0.5 to obtain a solution that compromises both objectives. Remaining parameters that define the LMI problem are in Table I, and bounds used for each parameter of $\mathcal{C}_{s}$ in the genetic algorithm implementation in Table II. Comments on how these specifications have been determined are given in Appendix C. Details on method implementation and execution are given in Appendix D.

Table III has the best VIC solutions for each $\eta$, and Fig. 4 graphically depicts the family of best VIC solutions in the (normalised) parameter space and the standard deviation of the top ten solutions. For all the solutions, $\rho$ is the parameter with the greater variance, which suggests that its not decisive on determining the optimality of a solution.

## B. Fulfilment of Operational Constraints

To evaluate the fulfilment of the operational constraints in the LMI problem, we have implemented the VIC solutions in a simulated scenario to control a double integrator system with a constant nominal mass $M=2[\mathrm{~kg}]$, and evaluate their behaviour with $(t=[0,0.5][\mathrm{s}])$ and without any force $(t=(0.5,1][\mathrm{s}])$. Therefore, we have designed a trajectory such that $\|\mathbf{x}\|_{2}$


Fig. 4. Polygonal plot with the best VIC solutions for different $\eta$ (solid lines) and the standard deviation of each parameter for the top ten solutions (shaded areas).


Fig. 5. Evolution of position, state norm and control effort for the simulated scenario, under no force $(t=[0,0.5][\mathrm{s}])$ and with the force equal to the maxi$\operatorname{mum}(t=(0.5,1)[\mathrm{s}]$.
reaches $x_{\max }$ and focus the analysis on the behaviour of the control effort u. As Fig. 5 shows, control effort remains inside the bounds for all the controllers. Notice also that control efforts show the behaviour of the controllers related to their trade-off, having the one for $\eta=0.01$ the greater values, as for this case trajectory tracking is prioritised over control effort. Values for RMSE in position and mamimum control effort have been included in Table IV.

TABLE IV
Performance of Best VIC Solutions for Different Trade-Off Values in Simulated Scenario

| $\eta$ | Pos. RMSE <br> $[\mathrm{m}] \cdot 10^{-3}$ | Max. $\|\mathbf{u}\|[\mathrm{N} / \mathrm{Kg}]$ <br> (with $F=0$ ) | Max. $\|\mathbf{u}\|[\mathrm{N} / \mathrm{Kg}]$ <br> (with $F=F_{\text {max }}$ ) |
| :---: | :---: | :---: | :---: |
| 0.01 | 0.44 | 16.65 | 15.36 |
| 0.5 | 0.46 | 15.22 | 13.84 |
| 0.99 | 0.48 | 14.51 | 13.03 |



Fig. 6. Evolution of position and force for the handover scenario with the WAM Robot.

## C. Handover Experiments

Finally, each controller has been implemented on a 7-DoF WAM robotic manipulator ${ }^{1}$ to perform a handover task over one linear direction. To impose VIC relationship in (1) to the closed-loop behaviour, we have followed the customary inverse dynamic approach [17], which only requires force sensing capabilities at the robot end-effector and an on-line available dynamic mode. Robot's control cycle is $500[\mathrm{~Hz}]\left(T_{c}=2 \cdot 10^{-3}[\mathrm{~s}]\right)$ and signal discretisation corresponds to a Zero-Order Hold. The handover scenario consists on the robot performing a linear movement to an expected handover position, where at $\approx 1 / 2$ of the trajectory the human (a fixed platform in the experiments) contacts the robot, retaining its movement. Therefore, we can focus on the evolution of the exchanged force for the VIC solutions according to different trade-offs. Note that, as we want to evaluate the performance of the VIC strategy we rely solely on the controller, even after the contact is made, and no re-planning strategy is invoked.
Position and contact force evolution are presented in Fig. 6, and Table V includes some quantitative performance metrics. Regarding the trajectory tracking performance, looking at the free motion section (until $t \approx 5.4$ [s]), it can be seen (zoom-in graph) that VIC solution for $\eta=0.01$ has the best accuracy, followed by $\eta=0.5$ (with quite similar performance) and $\eta=$ 0.99 . Accordingly, on the contact force evolution, the highest contact force is reached with the controller for $\eta=0.01$; and

TABLE V
Performance of Best VIC Solutions for Different Trade-Off Values in Handover Task

| $\eta$ | Pos. RMSE [m] $\cdot 10^{-3}$ <br> (Free Space) | Max. Force [N] <br> (Contact) |
| :---: | :---: | :---: |
| 0.01 | 22.4 | 14.07 |
| 0.5 | 22.6 | 13.1 |
| 0.99 | 27.1 | 11.16 |



Fig. 7. Evolution of VIC parameter for the handover scenario with the WAM Robot.
the lowest for $\eta=0.99$. Again, these results reflect that the automated generation provides solutions according to the desired behaviour defined by trade-off $\eta$. It should be mentioned that controller $\eta=0.99$ showed a noticeable "stumbling" behaviour as, due to its lower gains, is not able to overcome minor noncompensated friction effects. As a consequence robot impacted the surface at a high speed producing the peak seen on force evolution. For the same experiments, the impedance parameter modulations are depicted in Fig. 7. A video including the experiments for each VIC solution is available in the dedicated webpage. ${ }^{2}$ This video also contains an example of the use of generated VIC solutions in a handover task with a human.

## IX. Conclusion and Perspectives

In this paper, we have presented a novel method to off-line generate VIC controllers, assessing their stability through its LPV formulation and a LMI design procedure. Additionally, this framework allows to include operational constraints for the control effort according to a maximum state norm. Best VIC solutions are found through an automated iterative process, a genetic algorithm in our case, considering their fitness according to a criterion that trade-offs between minimising trajectory tracking error or control effort that at the same time corresponds to the effect of the exogenous force into the input. Results show

[^1]that all VIC solutions fulfil operational constraints and behave according to desired trade-off. Particularly, it is shown to be related with the exchanged force during contact in a set of experiments on a handover task. Thus, those solutions generated prioritising tracking accuracy provide higher contact forces; and, conversely, if trade-off is defined towards the minimisation of the control effort, contact forces are reduced, but in exchange for higher tracking errors.

As future work, we are aiming towards including other conditions in the LMI problem, related with energetic properties, as e.g. passivity and dissipativity [18], or oscillatory phenomena [19]. We are also working to embed interaction directly within the VIC model, as e.g. by modeling human behaviour as in [20]. Other issues to be addressed in the future could be the use of state-of-art solution generation as e.g. based in Bayesian optimisation, or LMI conmtraint relaxation techniques as e.g. the one presented in [21].

## APPENDIX ${ }^{3}$

## A1. Proof of Proposition 1

1) LMI Conditions for Lyapunov Stability for Polytopic LPV Models: The LMI Lyapunov stability condition for the equilibrium point $\mathbf{x}_{k}=0$ as stated in [13] applied to the discrete-time for of the VIC polytopic LPV model in Eq. (7) leads to the following inequality for $\mathbf{P}=\mathbf{P}^{T}>0$.:

$$
\begin{equation*}
\mathbf{A}_{i} \mathbf{P} \mathbf{A}_{i}^{T}-\mathbf{P}<0 \tag{14}
\end{equation*}
$$

2) Equivalence Between $H_{2}$ Index and Quadratic Criterion: Introducing an auxiliary output $\mathbf{y}_{k}$ to the discrete-time form of system (2) and considering definition in (3):

$$
\begin{equation*}
\mathbf{x}_{k+1}=\mathbf{A}_{k} \mathbf{x}_{k}+\mathbf{B}_{F} F_{k} ; \quad \mathbf{y}_{k}=\left(\mathbf{C}+\mathbf{D} \mathbf{W}_{k}\right) \mathbf{x}_{k} \tag{15}
\end{equation*}
$$

where we can define $\mathbf{S}=\mathbf{C}+\mathbf{D W}_{k}$. The effect of the exogenous input $F_{k}$ in $\mathbf{y}_{k}$ (which is a modulation of $\mathbf{x}_{k}$ ) can be determined through the $\mathrm{H}_{2}$ norm over the infinite horizon of the transfer function $G_{(y, F), k}$ :

$$
\left\|G_{(y, F)}\right\|_{2}^{2}=\sum_{k=0}^{\infty} G_{(y, F)}^{T} G_{(y, F)}=\sum_{k=0}^{\infty} \mathbf{x}_{k}^{T} \mathbf{S}^{T} \mathbf{S} \mathbf{x}_{k}
$$

Thus, choosing $\mathbf{C}=\left[\mathbf{Q}_{\eta}{ }^{1 / 2} 0\right]^{T}$ and $\mathbf{D}=\left[0 \mathbf{R}_{\eta}{ }^{1 / 2}\right]^{T}$ we obtain the following equivalence with criterion in (9):

$$
\begin{equation*}
J=\left\|G_{(y, F)}\right\|_{2}^{2}<\gamma \tag{16}
\end{equation*}
$$

3) Stability- $H_{2}$ LMI Conditions for VIC Polytopic LPV Model: From the formulation of the transfer function for each of the vertex systems $i=1, \ldots, N$, considering $\mathbf{S}_{i}$ as the images of $S$ in $\Theta$ and equivalence (16):

$$
\begin{align*}
& \left\|G_{i,(y, F)}\right\|_{2}^{2}=\sum_{k=0}^{\infty} \operatorname{trace}\left\{G_{i,(y, F)} G_{i,(y, F)}^{T}\right\} \\
& =\operatorname{trace}\left\{\mathbf{S}_{i}\left(\sum_{k=0}^{\infty} \mathbf{A}_{i}^{k-1} \mathbf{B}_{F, i} \mathbf{B}_{F, i}{ }^{T}\left(\mathbf{A}_{i}^{k-1}\right)^{T}\right) \mathbf{S}_{i}^{T}\right\} \\
& =\operatorname{trace}\left\{\mathbf{S}_{\mathbf{i}} \mathbf{X}_{C, i} \mathbf{S}_{\mathbf{i}}^{T}\right\}<\gamma \tag{17}
\end{align*}
$$

[^2]Term $\mathbf{X}_{C, i}$ is the controllability gramian of (15), which happens to be the solution of the following Lyapunov equality:

$$
\begin{equation*}
\mathbf{A}_{i} \mathbf{X}_{C, i} \mathbf{A}_{i}^{T}-\mathbf{X}_{C, i}+\mathbf{B}_{F, i} \mathbf{B}_{F, i}^{T}=0 \tag{18}
\end{equation*}
$$

To generalise this solution to the LMI framework we substitute $\mathbf{X}_{C, i}$ by a common $\mathbf{P}=\mathbf{P}^{T}>0$ for all the vertex systems. Thus (18) turns into (10a) and condition (17) into (10b). Stability is also assessed in (9a) as it is equivalent to (11) considering that $\mathbf{B}_{F, i} \mathbf{B}_{F, i}^{T}>0$.

## B. Proof of Proposition 2

Following [13], considering solution matrix $\mathbf{P}=\mathbf{P}^{T}>0$ and for an initial state $\mathbf{x}_{0}=\mathbf{0}$, fulfilling conditions (10) and introducing intermediate variable $\mathbf{F}=\sum_{i=1}^{N}\left[\pi_{i}(\boldsymbol{\theta}(t)) \mathbf{W}_{i}\right] \mathbf{P}$, condition (11a) can stated through the maximum norm of the control effort can be defined as follows:

$$
\begin{aligned}
\left\|\mathbf{u}_{k}\right\|_{2}^{2} & \leq \max _{k \geq 0}\left\|\mathbf{u}_{k}\right\|_{2}^{2}=\max _{k \geq 0}\left\|\mathbf{F} \mathbf{P}^{-1} \mathbf{x}_{k}\right\|_{2}^{2} \\
& \leq \max _{\mathbf{x}}\left\|\mathbf{F} \mathbf{P}^{-1} \mathbf{x}\right\|_{2}^{2} \leq \bar{\sigma}\left(\mathbf{P}^{-1 / 2} \mathbf{F}^{T} \mathbf{F} \mathbf{P}^{-1 / 2}\right) \leq u_{\max }^{2}
\end{aligned}
$$

Applying Schur lemma [14] for the polytopic formulation leads to (12a), where $u_{\max }$ can be substituted by $u_{\max , i}$.
Similarly, for operational constraint (11b):

$$
\begin{aligned}
\left\|\mathbf{x}_{k}\right\|_{2}^{2} & \leq \max _{k \geq 0}\left\|\mathbf{x}_{k}\right\|_{2}^{2}=\max _{k \geq 0}\left\|\mathbf{A} \mathbf{x}_{k-1}\right\|_{2}^{2} \\
& \leq \max _{\mathbf{x}}\|\mathbf{A} \mathbf{x}\|_{2}^{2} \leq \bar{\sigma}\left(\mathbf{P}^{1 / 2} \mathbf{A}^{T} \mathbf{A} \mathbf{P}^{1 / 2}\right) \leq x_{\max }^{2}
\end{aligned}
$$

Again applying Schur lemma [14] for the polytopic formulation leads to (12b).

## C. Specifications for Automated Solution Generation

Regarding optimal criterion, $\dot{e}_{d}$ and $e_{d}$ have been determined according to the handover task. Thus, we consider position tracking more relevant than velocity tracking so $e_{d}>\dot{e}_{d}$, and their values can be determined according to the maximum allowable values on the trajectory. For operational constraints, $u_{\text {max }}^{c}$ has been set to $F_{\max }$ (for $1[\mathrm{~kg}]$ ) to avoid control forces that might surpass the limit, and $u_{\max }$ considering experience on WAM robot joint torque limits. Term $x_{\max }$ has been defined to tie in with the optimal criterion. Parameter bounds for the automated generation of solutions have been determined to ensure an initial set of feasible solutions following these steps:

1) Lower bounds $\underline{H_{0}}, \underline{D_{0}}, \underline{K_{0}}, \underline{\rho}$ and $\underline{\delta}$ have been defined as an initial solution that fulfils all the LMI conditions.
2) Considering $\rho$ and $\underline{\delta}$, upper bounds $\overline{H_{0}}, \overline{D_{0}}$ and $\overline{K_{0}}$ have been found süch that only conditions (10) are fulfilled.
3) Finally, $\bar{\rho}$ and $\bar{\delta}$ are iteratively found until conditions (10) are not satisfied.
Together with this procedure it should be also taken into account the pararamter effect in the impedance relationship (1) and the real platform, for example, considering signal noise.

## D. Method Implementation

All processes involving the off-line automated generation have been carried out within MATLAB (R2109b). The available
genetic algorithm implementation has been used with a population of 500 controller solutions over 15 generations (for convergence) with the default configuration. LMI problems have been solved using the semi-definite programming algorithms provided by MOSEK ${ }^{4}$ (8.1.0.75) through YALMIP toolbox ${ }^{5}$ (release 12-10-18). Using an Intel Core i7-8700 K CPU @3.70GHz $\times 12$ the execution time for each controller assessment has been $0.5 \pm 0.15[\mathrm{~s}]$, from which (on average) the generation of the vertex systems represents the $33 \%$, problem formulation using YALMIP the $64 \%$, and solving the LMI problem with MOSEK SDP the $2 \%$.

## References

[1] A. M. Zanchettin et al., "Safety in human-robot collaborative manufacturing environments: Metrics and control," IEEE Trans. Autom. Sci. Eng., vol. 13, no. 2, pp. 882-893, Apr. 2016.
[2] M. Schumacher et al., "An introductory review of active compliant control," Robot. Auton. Syst., vol. 119, pp. 185-200, 2019. [Online]. Available: https://doi.org/10.1016/j.robot.2019.06.009
[3] J. R. Medina et al., "A human-inspired controller for fluid human-robot handovers," in Proc. IEEE-RAS 16th Int. Conf. Humanoid Robots (Humanoids), 2016, pp. 324-331.
[4] S. M. Mizanoor Rahman et al., "Trust-based compliant robot-human handovers of payloads in collaborative assembly in flexible manufacturing," in Proc. IEEE Conf. Autom. Sci. Eng., 2016, pp. 355-360.
[5] P. Neranon and T. Sutiphotinun, "A human-inspired control strategy for improving seamless robot-to-human handovers," Appl. Sci., vol. 11, no. 10, 2021, Art. no. 4437.
[6] K. Kronander and A. Billard, "Stability considerations for variable impedance control," IEEE Trans. Robot., vol. 32, no. 5, pp. 1298-1305, Oct. 2016.
[7] M. Bednarczyk, H. Omran, and B. Bayle, "Model predictive impedance control," in Proc. - IEEE Int. Conf. Robot. Autom., 2020, pp. 4702-4708.
[8] F. Ferraguti, C. Secchi, and C. Fantuzzi, "A tank-based approach to impedance control with variable stiffness," in Proc. - IEEE Int. Conf. Robot. Autom., 2013, pp. 4948-4953.
[9] J. Mohammadpour and C. W. Scherer, Control of Linear Parameter Varying Systems With Applications, vol. 148. J. Mohammadpour and C. W. Scherer, Eds. Boston, MA, USA: Springer US, 2012.
[10] A. Kwiatkowski, M. T. Boll, and H. Werner, "Automated generation and assessment of affine LPV models," in Proc. IEEE Conf. Decis. Control, 2006, pp. 6690-6695.
[11] X.-D. Sun and I. Postlethwaite, "Affine lpv modelling and its use in gain-scheduled helicopter control," in Proc. UKACC Int. Conf. Control'98 (Conf. Publ. No 455), 1998, pp. 1504-1509.
[12] H. Y. Li et al., "A control scheme for physical human-robot interaction coupled with an environment of unknown stiffness," Int. J. Robot. Res., vol. 37, no. 11, pp. 1421-1444, 2020.
[13] S. Boyd et al., Linear Matrix Inequalities in System and Control Theory. Philadelphia, PA, USA: SIAM, 1994.
[14] G.-R. Duan and H.-H. Yu, LMIs in Control Systems. Boca Raton, FL, USA: CRC Press, Jun. 2013.
[15] M. V. Kothare, V. Balakrishnan, and M. Morari, "Robust constrained model predictive control using linear matrix inequalities," Automatica, vol. 32, no. 10, pp. 1361-1379, 1996.
[16] C. R. Reeves, "Genetic algorithms," in Handbook of Metaheuristics. Berlin, Germany: Springer, 2010, pp. 109-139.
[17] B. Siciliano and O. Khatib, Handbook of Robotics. Berlin, Germany: Springer, 2016.
[18] N. Kottenstette and P. J. Antsaklis, "Relationships between positive real, passive dissipative, \& positive systems," in Proc. - Amer. Control Conf., 2010, pp. 409-416.
[19] D. Rosinová and M. Hypiusová, "LMI pole regions for a robust discretetime pole placement controller design," Algorithms, vol. 12, no. 8, p. 167, 2019.
[20] F. Dimeas and N. Aspragathos, "Online stability in human-robot cooperation with admittance control," IEEE Trans. Haptics, vol. 9, no. 2, pp. 267-278, Apr.-Jun. 2016.
[21] A. Kwiatkowski and H. Werner, "PCA-based parameter set mappings for LPV models with fewer parameters and less overbounding," IEEE Trans. Control Syst. Technol., vol. 16, no. 4, pp. 781-788, Jul. 2008.

[^3]
[^0]:    Manuscript received October 6, 2021; accepted February 14, 2022. Date of publication March 18, 2022; date of current version April 6, 2022. This letter was recommended for publication by Associate Editor A. M. Zanchettin and Editor T. Asfour upon evaluation of the reviewers‘ comments. This work was supported in part by MCIN/ AEI /10.13039/501100011033 and the European Union NextGenerationEU/PRTR under the Project ROB-IN PLEC2021-007859, and in part by the European Union NextGenerationEU/PRTR through CSIC's Thematic Platforms (PTI+ Neuro-Aging). (Corresponding author: Alberto San-Miguel.)

    The authors are with the Institut de Robòtica i Informàtica Industrial (IRII), Consejo Superior de Investigaciones Científicas (CSIC) - Universitat Politécnica de Catalunya (UPC), 08028 Barcelona, Spain (e-mail: asanmiguel@iri.upc.edu; galenya@iri.upc.edu; vicenc.puig@upc.edu).

[^1]:    ${ }^{2}$ http://www.iri.upc.edu/groups/perception/\#AutomatedGenVIC

[^2]:    ${ }^{3}$ The extended theoretical proofs from Appendices A and B are available in http://www.iri.upc.edu/groups/perception/AutomatedGenVIC/extra/ AutomatedGenVIC_ExtendedAppendix.pdf

[^3]:    ${ }^{4}$ MOSEKsoftware: https://www.mosek.com
    ${ }^{5}$ YALMIP toolbox : https://yalmip.github.io/

