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Abstract

GPU architectures have become popular for executing general-purpose programs.
Moreover, they are some of the most efficient architectures for machine learning applica-
tions which are among the most trendy and demanding applications these days. GPUs
rely on having a large number of threads that run concurrently to hide the latency among
dependent instructions.

This work presents SOCGPU (Simple Out-of-order Core for GPU), a simple out-of-
order execution mechanism that does not require register renaming nor scoreboards. It
uses a small Instruction Buffer and a tiny Dependence matrix to keep track of dependen-
cies among instructions and avoid data hazards. Evaluations for an Nvidia GTX1080TI-
like GPU show that SOCGPU provides a speed-up up to 3.76 in some machine learning
programs and 1.58 on average for a variety of benchmarks, while it reduces energy con-
sumption by 17.6%, with only 3.48% area overhead when using the same number of warps
as the baseline. Moreover, we show that SOCGPU can reduce the number of concurrently
running warps without hardly affecting performance, which can provide significant reduc-
tions in area, especially in the register file and the instruction scheduler logic, as well as
other hardware structures of the GPU cores.
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advice and for letting me learn and research GPGPU microarchitectures.

Also, I really appreciate the support of my parents during my studies.

Finally, I would like to thank all the mates that I had during the master, especially
Aurora.

iii



iv



Contents

1 Introduction 1

2 Background 5

3 Baseline 7

4 SOCGPU 11
4.1 Alternative Instruction Selection Policies . . . . . . . . . . . . . . . . . . . 14
4.2 Smart dual-issue . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

5 Evaluation Methodology 17

6 Results 21
6.1 Performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
6.2 Area and Energy Consumption . . . . . . . . . . . . . . . . . . . . . . . . 25
6.3 Instruction Buffer Size Sensitivity Analysis . . . . . . . . . . . . . . . . . . 25
6.4 Impact of the Local Instruction Selection Policy . . . . . . . . . . . . . . . 26
6.5 Reducing the Number of Warps per SM . . . . . . . . . . . . . . . . . . . . 29
6.6 Smart dual-issue evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . 30

7 Related Work 33

8 Conclusions and future work 35

v



vi



List of Figures

1.1 GP104 SM [1]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Percentage of cycles with issued instructions in the baseline GPU. . . . . . 3

3.1 Stages of the baseline GPU architecture, and the most relevant hardware
structures for the work. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

3.2 Example of SIMT execution. . . . . . . . . . . . . . . . . . . . . . . . . . . 8

4.1 SOCGPU architecture diagram. . . . . . . . . . . . . . . . . . . . . . . . . 12
4.2 Dependence matrix structure. . . . . . . . . . . . . . . . . . . . . . . . . . 13

6.1 Speed-up of SOCGPU versus the baseline. . . . . . . . . . . . . . . . . . . 22
6.2 Number of Flushes per 100 warp instructions of each benchmark. . . . . . 23
6.3 Percentage of Barriers/Branches/Returns instructions in each benchmark. . 24
6.4 Energy savings of SOCGPU with respect to the baseline. . . . . . . . . . . 26
6.5 Comparison among different entry sizes for the Instruction Buffer with the

First Ready instruction selection policy. . . . . . . . . . . . . . . . . . . . . 27
6.6 Comparison among different instruction selection policies with an Instruc-

tion Buffer of 8 entries. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
6.7 Speed-up of SOCGPU and the baseline with a different number of warps

per SM against the baseline with 64 warps. . . . . . . . . . . . . . . . . . . 29
6.8 Energy savings of SOCGPU and the baseline with a different number of

warps per SM against the baseline with 64 warps. . . . . . . . . . . . . . . 30
6.9 Speed-up comparison of single-issue and dual-issue instructions per cycle. . 31

vii



viii



List of Tables

5.1 GPU specification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
5.2 Selected benchmarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

ix



x



CHAPTER 1

Introduction

GPU architectures have become popular for executing general-purpose programs [2] in
addition to graphics workloads. Moreover, GPGPUs are among the most efficient archi-
tectures [3] for machine learning applications, which have become very popular nowadays.
These architectures have many cores called Streaming Multiprocessor (SM) that share an
L2 cache. Each core is normally subdivided into different sub-cores (usually 4). In Fig-
ure 1.1, we can see the design of an SM of the Nvidia Pascal architecture. These sub-cores
have an issue scheduler in charge of dispatching instructions into the different SIMD (sin-
gle instruction multiple data) units local to each sub-core, and a local register file for
reading and writing operands. Current GPUs issue instructions in program order from
an Instruction Buffer and use a Scoreboard to solve any potential hazards caused by
dependencies among instructions.

Out-of-order (OoO) architectures have become very popular in the CPU field. They
allow issuing instructions without following the program order while ensuring program
correctness. The main CPU designers such as Intel, AMD, and ARM provide this feature
in the vast majority of their CPUs. Moreover, products based on the open-source RISC-
V ISA have recently appeared with this characteristic [4]. However, there is not any
commercial GPU that uses out-of-order issue.
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Figure 1.1: GP104 SM [1].

In this work, we show that in traditional GPGPUs, the schedulers cannot find any
ready instruction for a large percentage of the cycles, as seen in Figure 1.2. This results not
only in a performance loss, but also in additional energy consumption due to augmented
execution time, which increases the static energy consumption. To tackle this source of
inefficiency, we propose SOCGPU (Simple Out-of-order Core for GPUs), a simple out-
of-order issue mechanism that does not require renaming. This mechanism increases
the energy consumption of the issue logic but this overhead is more than offset by the
overall reduction in energy consumption of the whole GPU. Overall, SOCGPU provides an
average increase in performance of 58% and a reduction of energy of 17.6% with a minor
cost in extra area of 3.5%. To sum up, in this work we make the following contributions:

• We propose a new design of the Instruction Buffer and the instruction scheduler
that requires minor extensions to current GPGPU core microarchitectures.

• We analyze its performance, power and area impact, and demonstrate that this
design is both performance and energy efficient for GPGPUs.

The rest of this work is organized as follows. In chapter 2 we present some background
and in chapter 3 we describe the baseline GPU architecture. The implementation of
the SOCGPU scheme is described in chapter 4. In chapter 5 we describe the evaluation
methodology that is later used in chapter 6 to analyze the benefits of the proposed scheme.
Chapter 7 discusses related work, and we conclude in chapter 8.

2



co
n
v
-t
ra
in

co
n
v
-i
n
fe
re
n
ce

ge
m
m
-t
ra
in

ge
m
m
-i
n
fe
re
n
ce

rn
n
-l
st
m
-i
n
fe
re
n
ce

rn
n
-g
ru
-i
n
fe
re
n
ce

rn
n
-l
st
m
-t
ra
in

rn
n
-g
ru
-t
ra
in

b
+
tr
ee

b
ac
k
p
ro
p

b
fs

d
w
t2
d

ga
u
ss
ia
n

h
ot
sp
ot

h
y
b
ri
d
so
rt

k
m
ea
n
s

la
va
M
D

lu
d

n
n

p
ar
ti
cl
efi
lt
er
-fl
oa
t

p
at
h
fi
n
d
er

sr
ad

-v
1

A
ve
ra
ge

0

20

40

60

80

Benchmark

%
of

cy
cl
es

Figure 1.2: Percentage of cycles with issued instructions in the baseline GPU.
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CHAPTER 2

Background

OoO execution is prevalent in traditional CPUs. It allows reordering the issue of instruc-
tions to minimize pipeline bubbles caused by dependencies and structural hazards while
ensuring the correctness of the program. There are many different OoO proposals for
CPUs since the first one, Tomasulo [5]. Our work is inspired in early work by Goshima
et al. [6] that presents an instruction scheduling scheme that uses matrices to represent
the dependencies between instructions. Later, that matrix scheduler was improved by
Sassone et al. [7] to provide better scalability or performance.

GPU programming models are based on having a huge amount of threads that are
arranged into Cooperative Thread Arrays (CTA). Each CTA is mapped to a core (aka
Streaming Multipocessor or SM for short). Threads in a CTA can easily get synchronized
and share data through a configurable scratchpad memory inside each SM, normally
referred to as Shared Memory.

Once a kernel (a task executed in a GPU) is launched, CTAs are placed into SMs.
Threads in a CTA are grouped into sets (typically of 32 or 64 threads each), that are
referred to as warps (also known as wavefronts). All threads in a warp execute in parallel in
a lockstep mode, which is known as SIMT (single instruction multiple threads) execution
mode. Each SM has various sub-cores and the warps of each CTA are distributed among
them. A sub-core is a simple compute unit (like a CPU) that issues instructions in order
from a set of warps using a particular scheduling policy. An example of a popular issue
policy in the literature is Greedy Then Oldest (GTO) [8].

All the threads of a warp advance at the same pace. Warp divergence appears in the
case of conditional branches since some threads have to execute the taken path whereas
others require to execute the not taken path. This means that both paths need to be
serially executed, or executed in an interleaved manner. This warp divergence can be
managed through a SIMT stack that stores the different program counters (PCs) and
re-convergence PCs of the entries, although other solutions are also possible.
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CHAPTER 3

Baseline

As a baseline system for our studies, we model an architecture based on a Nvidia Pascal
GP102 GPU. In that design, each SM is subdivided into four sub-cores. In Figure 3.1,
we can see the different stages of the architecture in green. The figure also shows some
components used in these stages in orange and some backward connections among these
stages and components in blue.

Issue 
Scheduler

Issue

Write-back

Decode

Fetch

Operand 
Collection

Execute

Decoder

Scoreboards

SIMT stack

Instruction 
Buffer

Figure 3.1: Stages of the baseline GPU architecture, and the most relevant hardware
structures for the work.

The first stage is the Fetch stage, where a round-robin scheduler selects a warp with
an empty Instruction Buffer to start a fetch request of two consecutive instructions from
the L1 instruction cache. When the request is ready, both instructions are decoded in
the Decode stage and placed into the Instruction Buffer of the corresponding warp. In
the issue stage, a warp among all the eligible ones in each of the sub-cores is selected to
issue its oldest instruction. A warp is eligible to be scheduled if it has an instruction in
the Instruction Buffer and that instruction does not have any dependence on previously
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executed instructions pending to finish. This condition is typically checked using a score-
board. Once an instruction is issued, it is placed in an Operand Collect Unit (OCU),
where it waits until all its source register operands are retrieved. Each sub-core register
file has multiple banks with one port per bank to allow for multiple accesses in a single
cycle. An arbiter deals with the possible conflicts among several petitions to the same
bank. When all source operands of an instruction are in the OCU, the instruction is
dispatched to the proper execution unit (e.g. memory, single-precision, special function)
whose latencies differ depending on the type of unit. When the instruction reaches the
write-back (WB) stage, it clears its dependencies with all the following instructions.

Branches cause what is known as warp divergence. This consists in the fact that
different threads of the same warp need to follow different control flow. In order to deal
with warp divergence, the baseline architecture uses a SIMT stack per warp [9], updated
each time the warp issues an instruction. When a new path appears due to a branch
instruction, a new entry (each entry has a thread mask, next PC, and re-convergence PC)
is pushed to the top of the stack. The next PC of the top of the stack is used to point
to the new instruction when a fetch request is performed and to detect control hazards
in the issue stage. When the current next PC reaches the re-convergence PC, the entry
at the top of the stack is popped and the execution continues with the next PC in the
new entry at the top of the stack, which will correspond to an alternative path or the
re-convergence point.

Re-convergence Pc Next Pc Active Mask

- J 1111

J I 1010

J G 0101

Re-convergence Pc Next Pc Active Mask

- J 1111

J I 1010

Re-convergence Pc Next Pc Active Mask

- J 1111

Re-convergence Pc Next Pc Active Mask

- A 1111

A: ADD R3, R2, R1

B: ADD R4, R3, R1

C: ADD R5, R4, R3

D: ADD R6, R3, R6

E: ISETP.NE.AND P0, PT, R1, 0x1, PT

F: @P0 BRA I

J: ADD R3, R2, R1

K: ADD R4, R3, R1

L: ADD R6, R3, R6

M: EXIT

G: ADD R3, R2, R1

H: BRA J
I: ADD R3, R4, R1

TOS

TOS

TOS

TOS

1. Initial state

2. After executing branch at F

3. First warp split reaches the re-convergence point

4. Second warp split reaches the re-convergence point

Figure 3.2: Example of SIMT execution.

In order to explain better the behavior of the SIMT stack, we can see an example
in Figure 3.2. In that figure, we have written a letter representing the PC next to each
instruction. Moreover, for the sake of simplicity, we use a warp size of four threads. In the
beginning, there is only one entry in the SIMT-Stack, which contains the PC of the first
instruction of the program. It has an Active mask with 1111 that indicate that all threads
will execute the instruction. The warp continues executing instructions and updating the
next PC until the instruction at PC F (the first branch) is executed. Threads belonging to
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this warp diverge in two paths. Threads 0 and 2 will perform the taken path, and threads
1 and 3 will do the not-taken. So, the SIMT stack pops the entry and pushes 3 new
entries, as seen in the second point of Figure 3.2. The first entry is for the re-convergence
point (PC J), the second one is for the taken path (PC I), and the last one is for the
not-taken (PC G). Then, the top of the stack (TOS) is updated to point to the last entry
(PC G). After that, instructions at PC G and H are executed only by threads 1 and 3 as
indicated in the active mask. As all active threads execute the branch instruction at H,
there is no divergence, and no extra entries in the SIMT stack are needed. Once the next
PC matches the re-convergence PC, the entry at the TOS is popped, as seen in the third
stage of Figure 3.2. Next, instruction at I is executed only by threads 0 and 2. Then,
this warp split reaches the re-convergence PC, and the TOS has popped again, reaching
the fourth stage in Figure 3.2. Finally, all the threads have re-converged due to the active
mask being 1111.

9
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CHAPTER 4

SOCGPU

SOCGPU is a micro-architectural proposal focused on modifying the issue stage of GPG-
PUs. Nowadays, GPGPUs issue instructions in program order. SOCGPU is a lightweight
technique that allows issuing instructions out-of-order with very small extra hardware
requirements. In particular, unlike other alternatives, SOCGPU does not use register
renaming in order to simplify the hardware.

SOCGPU identifies ready instructions that can be issued in each warp and chooses
one instruction among all of them. An instruction is a candidate to be selected if it fulfills
several requirements: not having unresolved dependencies with previous instructions, not
having been issued, not being younger than an outstanding barrier, and not being younger
than any instruction that can trigger a SIMT stack change.

In Figure 4.1, we can see a block diagram of the proposed architecture for a single warp.
In green rectangles, we can see the involved stages. The already available components
used in the baseline architecture are depicted in blue, whereas the added components are
in orange. Red arrows are used to point to activities related to the SIMT stack. Finally,
in purple, we can see backward connections from the write-back stage to components that
belong to previous stages.

The proposal consists of 3 different phases. In the first phase, we insert a new in-
struction from the Decode stage ( 1 ). We check if the new instruction is dependent on
previous instructions that are stored in the Instruction Buffer and are valid. Once we
know the dependencies of the new instruction, we store the new instruction in any free
entry of the Instruction Buffer and the dependencies associated with this instruction are
stored in the Dependence matrix ( 2 ).

The main extra component of SOCGPU is the Dependence matrix, which has a row
and a column associated to each entry of the Instruction Buffer. The content of each
cell of this matrix is a single bit that indicates if the entry associated with the row has a
dependence with the entry associated with the column. An instruction can be issued only
when all the columns of its associated row are clear, which is determined by a NOR gate
of all its entries. This structure replaces the scoreboards used in the baseline architecture.
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d3

Baseline Stages Added SIMT connections Back connections

Figure 4.1: SOCGPU architecture diagram.

Decoded instructions are simultaneously placed in the Instruction Buffer and the De-
pendence matrix physically in the first empty entry available regardless of the program
order. In Figure 4.2, we can see an example of a Dependence matrix with size 4. The
diagonal is always filled with 0 because an entry cannot have a self-dependence. In this
example, the Instruction Buffer and their corresponding rows in the Dependece matrix
contains 4 instructions that are not consecutive and are placed with no particular order.
Instructions at entries 0 and 3 are candidates for being issued because they do not have
any dependence pending to be resolved. However, instruction at entry 1 will not be a
candidate to be issued until the instruction at entry 0 finishes its execution (i.e., it reaches
the write-back stage).

An instruction A has a dependence on a previous instruction P in the following cases:

• A’s destination register is the same as any source or destination operand of P (WAR
and WAW dependencies).

• Any of the source operands of A is the same as the destination register of P (RAW
dependence).

• If A is a barrier, a branch, or a return from a function call. When A is a barrier,
we must guarantee that P has been executed before proceeding with A to guarantee
correctness. Branches and returns from functions can produce a change in the

12



control flow that provokes a flush in the Instruction Buffer. Therefore, we need to
ensure that older instructions such as P are issued before this event.

• If P is a barrier, a branch, or a return from a function call. In the case of the
barriers, P must be executed before A to maintain the semantics of barriers in
the programming model. Branches can cause a modification in the control flow.
Consequently, instructions younger than P such as A must not be executed until
the branch is solved. Returns from functions are a similar case to branches.

If any of the previous cases is detected, we will store a 1 in the cell corresponding to
the row associated to A and the column associated to P to mark the dependence of A
with P.

0 0 0 0

1 0 0 0

0 0 0 1

0000

Entry 0 (instruction i + 7)

E
n
tr

y
 0

E
n
tr

y
 1

E
n
tr

y
 2

E
n
tr

y
 3

Entry 1 (instruction i + 8)

Entry 2 (instruction i + 3)

Entry 3 (instruction i)

Figure 4.2: Dependence matrix structure.

In the second phase, instructions are issued. First, in the instruction ready checking,
we inspect which entries can be a candidate to be issued. An entry is a candidate if it
fulfills three requirements:

• It is valid and has not been issued ( a1 ).

• It has no dependencies with other instructions. In other words, the whole row in
the Dependence matrix associated to that entry has all columns set to 0 ( a2 ).

• The next PC of the instruction is not greater or equal to the current SIMT stack’s top
entry re-convergence PC ( a3 ), unless it is the oldest instruction. This requirement
is to avoid executing instructions that should not be executed because of a change
in the program’s control flow. That change in the control flow is caused by reaching
a re-convergence point. In the case of being the oldest instruction in the Instruction
Buffer, it is allowed to be issued because it is the instruction in charge of triggering
the SIMT stack change.

Once we know which entries can be issued ( b ), only one of them is selected as the
candidate instruction for each warp. This is done in the Local instruction policy, following
a particular heuristic. In section 4.1, we explain the different policies that have been
explored. When the candidate is chosen, it is sent to the issue scheduler ( c ). Each
cycle, this scheduler chooses only one warp to be issued depending on the issue policy
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(e.g., GTO). After issuing an instruction ( d1 ), its corresponding entry in the Instruction

buffer is marked as issued ( d2 ).
The third phase is applied when the instructions reach the write-back stage. First,

the valid bit in its corresponding entry of the Instruction Buffer is cleared ( I1 ). Second,
all the cells of the column of the Dependence matrix associated to that entry are set to
0s ( I2 ) to clear all dependencies with other instructions.

The Instruction Buffer is a crucial structure in SOCGPU. There is one Instruction
Buffer per warp which stores the decoded instructions that later will be checked if they
can be issued.

In the baseline, it has two entries, and the fetch stage retrieves two instructions when
it is empty and the fetch policy chooses this warp. Only the oldest instruction in the
Instruction Buffer is considered as a candidate to be issued. Once a instruction is issued,
the entry is freed in the Instruction Buffer.

In SOCGPU the instructions must be maintained in the Instruction Buffer until they
reach the write-back stage to correctly check dependencies. Besides, a larger Instruction
Buffer allows for more opportunities to discover ready instructions. Therefore, in our
studies we have increased its size to eight.

In Figure 4.1, we can see the different fields of each entry of the Instruction Buffer.
There are some fields that are the same as in the baseline design: validity, PC, source
and destination register identifiers.

In addition to the baseline fields, we need to include some extra ones. The number of
required bits of each field are represented into brackets in Figure 4.1. There is a field that
indicates if the entry stores a barrier instruction (barriers, branches, or function returns),
another to know if the entry has been issued, and a field with its seniority with respect
to the other entries. Furthermore, each entry keeps the expected not taken next PC of
each instruction, which is used to properly manage the control flow with the SIMT stack.
In particular, an instruction can be issued only if its next PC field is not greater than or
equal to the re-convergence PC at the top of the SIMT stack, or if it is the oldest entry
(which is in charge of triggering the SIMT stack change and Instruction Buffer flushes).

Sometimes, a flush of the Instruction buffer is required. In particular, a flush is
triggered when the next PC pointed by the SIMT stack of the warp is different than
the next not taken PC of the last issued instruction of that warp. When this happens, it
means that there is a change in the program flow due to a modification in the SIMT stack.
The SIMT stack can be altered when a branch pushes new entries. Also, when the current
entry reaches a re-convergence point and therefore it is popped. Once a flush is triggered,
all the entries in the Instruction Buffer that have not been issued are eliminated, and the
issued ones will be squashed when they reach the write-back stage.

4.1 Alternative Instruction Selection Policies

In order to decide which instruction is selected from each warp at each cycle as a candidate
to be issued, different policies have been investigated:

• First Ready: The first entry of the Instruction Buffer (in physical ascending order)
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with an instruction ready, valid, and not issued is chosen regardless of its seniority.

• Older: The older instruction is chosen among all the valid, ready, and not issued.
In this policy, all the seniority numbers of the entries are compared, and the smallest
one is selected.

• Younger: The youngest instruction among all the valid, ready, and not issued is
chosen. In this policy, all the seniority numbers of the entries are compared, and
the largest one is selected.

• Most Ready: A counter to each entry is added, and each cycle that the instruction
in that entry is valid, ready, and not issued, it is increased by 1. The counter is
cleared when the instruction is flushed, or a new instruction is allocated. The entry
with the largest number is selected among all the entries that are ready, valid, and
not issued

• Least Ready: It is similar to the previous policy, but the entry with the smallest
number on the counter is selected among all the entries that are ready, valid, and
not issued.

• Random: An instruction is chosen randomly between the ones that are valid, ready,
and not issued.

4.2 Smart dual-issue

Some GPU architectures such as Maxwell or Pascal can issue up to two instructions per
cycle. However, this is hard to happen because it is needed to fulfill some conditions:

1. The instructions have to belong to the same warp.

2. The Instruction Buffer has to contain two or more instructions.

3. The second instruction cannot have a dependence with the first instruction.

4. The second instruction cannot go to the same execution unit as the first one.

As it can be seen, some of these requirements are very hard to satisfy in the baseline.
Nevertheless, the nature of SOCGPU makes that many of the requisites can be solved,
but condition 4 is still a problem.

Therefore, we have designed a modified scheme on the top of the policies explained
in section 4.1. It consists of a better exploration of the execution units for the second
instruction, considering the execution unit used by the first instruction. This way, we take
advantage of the out-of-order to select a better candidate for the second instruction.
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CHAPTER 5

Evaluation Methodology

To get performance metrics, we have modeled the baseline and the proposed architecture
through the Accel-sim [10] simulation infrastructure. Our baseline configuration resembles
an Nvidia GTX 1080TI. We use the SASS trace execution mode, but we have used the
PTX mode too to verify that OoO executions are correct. Also, we use AccelWattch [11]
to get power measurements of both the baseline and our proposal.

We have enhanced the simulator and its tools to make it more accurate for our pur-
poses. First, we have updated the simulator to take into account all types of dependencies.
For this purpose, we extended the tracer tool to include the use of predication registers
which are omitted in the original simulator and are important to model an out-of-order
execution pipeline. Predication instructions now generate a destination register, and a
predication register is treated as a source operand when an instruction is predicated.
Moreover, we have added an extra scoreboard to the baseline model called the WAR
scoreboard to correctly handle WAR dependencies since the original simulator ignored
these dependencies, as reported elsewhere[12]. When an instruction is issued, the source
operands of this instruction are marked in this scoreboard. Once the instruction reaches
the WB stage, it clears the bits of the register source operands in the scoreboard.

In addition, we have extended AccelWattch to report the average power measurements
of the whole application instead of doing it separately per kernel.

We can see the main configuration parameters in Table 5.1 for both the baseline and
our proposal.
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Table 5.1: GPU specification

Parameter Value

Baseline

Clock 1480 MHz
Maximum Instructions Issue per Warp 2
SP/SFU/MEM Units per sub-core 4/4/1

Number of SMs 28
Number of Collector Units per SM 8

Warps per SM 64
Number of registers per SM 65536

Warp Width 32
L1/Shared cache size 12 KB/32 KB
Sub-cores per SM 4

Instruction Fetch throughput 4
Schedulers per sub-core 1
Memory Partitions 11

Issue Scheduler policy GTO

SOCGPU

Instruction Buffer Size 8
Local policy First
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The benchmarks used to measure the impact of the changes belong to Rodinia 3.1 [13]
and Deepbench[14]. The parameters and number of kernels of the applications are the
same as used in the default traces provided by the simulator developers for an NVIDIA
V100. We have chosen only one application of each type for those applications that have
more than 20% of occupancy in a V100 (therefore, Myocyte and NW are not used due to
its low occupancy). The input dataset that have been selected for each benchmark is the
one that achieves higher IPC in the baseline among the various dataset provided by the
simulator developers. In Table 5.2, we can see the complete list of benchmarks.

Table 5.2: Selected benchmarks

Rodinia 3.1 Deepbench

b+tree conv-train
backprop conv-inference

bfs gemm-train
dwt2d gemm-inference
gaussian rnn-lstm-train
hotspot rnn-lstm-inference

hybridsort rnn-gru-train
kmeans rnn-gru-inference
lavaMD
lud
nn

particlefilter-float
pathfinder
srad-v1
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CHAPTER 6

Results

In this section we analyze the benefits and overheads of SOCGPU with respect to the
baseline architecture. The section starts evaluating the performance in section 6.1. Then,
the area and energy effect are analyzed in section 6.2. Moreover, we have studied how
the size of the Instruction Buffer affects the performance of SOCGPU in section 6.3.
Section 6.4 analyzes how important is the Local instruction policy of SOCGPU. Next, in
section 6.5, we evaluate the impact of using a reduced number of warps per SM. Finally,
in section 6.6, we analyze the impact of the smart dual-issue policy.

6.1 Performance

In Figure 6.1, we can see the speed-up of SOCGPU over the baseline architecture. On the
one hand, we can see that there are benchmarks belonging to Deepbench, such as gemm-
train or conv-inference, that achieve a huge speed-up, 3.76 and 3.18 respectively. On the
other hand, most of the benchmarks of Rodinia 3.1 obtain lower speed-ups compared to
Deepbench, but there is not any benchmark that loses performance. On average, the
obtained speed-up is 1.58.

The benefits of out-of-order execution are reduced if the program has a lot of branches,
barriers, or return calls because these kinds of instructions limit the instruction window.
Each time that any of these instructions is found, SOCGPU does not consider any fur-
ther younger instruction as candidate for issue, until this instruction has been issued.
Moreover, if the program has a lot of flushes because it has a lot of branches, it flushes
the Instruction Buffer very often. As the Instruction Buffer has to be refilled to take
advantage of the entire instruction window, SOCGPU is less effective in these programs.

The main reasons why SOCGPU achieves better speed-up for Deepbench than for
Rodinia 3.1 can be explained by the statistics reported in Figure 6.2 and Figure 6.3. The
first figure shows the number of flushes per 100 warp instructions. The second figure shows
the percentage of instructions limiting out-of-order issue (branches, barriers, and returns
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Figure 6.1: Speed-up of SOCGPU versus the baseline.

from functions). We can see in these figures that the number of flushes or instructions
limiting out-of-order issue is much lower in Deepbench than in Rodinia 3.1, which explains
the difference in the speed-up obtained by SOCGPU. Moreover, as Rodinia 3.1 has more
flushes of the Instruction Buffer, it does not take advantage of the increase in the number
of entries of the Instruction Buffer as much as Deepbench does, because it gets flushed
more frequently, and more flushes provoke the need for more fetches of instructions and
a smaller effective instruction window size.
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Figure 6.2: Number of Flushes per 100 warp instructions of each benchmark.
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Figure 6.3: Percentage of Barriers/Branches/Returns instructions in each benchmark.
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6.2 Area and Energy Consumption

Our baseline architecture resembles an Nvidia GTX 1080TI, which has a die size of 471
mm2[15].

The power and area overhead has been computed by modeling the baseline and the
SOCGPU hardware components that are needed for the issue of instructions in Verilog
with the same target clock of the Nvidia GTX 1080TI (1480 MHz, [15]). The overhead
of SOCGPU is computed by subtracting the power/area of the baseline from the one
obtained for SOCGPU. The design is performed for one warp and is replicated for all the
warps in each SM (64 in an Nvidia GTX 1080TI) and all the SMs (28 in an Nvidia GTX
1080TI). The library used to synthesize the design is the SAED14nm of Synopsys,[16] and
the software used is Synopsys Design Compiler.

Analyzing the area for one warp, the issue hardware in the baseline occupies 2234.79
um2 whereas in SOCGPU it occupies 11375.72 um2. If we scale both for the whole GPU
and compute the percentage of area overhead with respect to the whole die size, we obtain
that the area overhead of SOCGPU is 3.48%.

Regarding the energy analysis, we obtain each benchmark’s power numbers for the
baseline using Accelwattch [11]. Then, we add to this figures the power overhead reported
by Design Compiler. According to these tools, the issue-related structures of the baseline
dissipate 1104 uW , whereas for SOCGPU they dissipate 1553.4 uW . After scaling the
consumption for the whole GPU, we get a 0.8 W of power overhead. We have converted
those power numbers to energy using the number of cycles from Accel-sim and 1480 MHz
as frequency. In Figure 6.4, we can see the percentage of energy savings due to the use of
SOCGPU. On average, SOCGPU consumes about 17.6% less energy than the baseline.
Looking at the graph in more detail, we can see that the benchmarks for which SOCGPU
saves more energy are the ones that have obtained more speed-up (up to 62.49% energy
reduction in conv-inference). On the other hand, a few benchmarks that practically are not
improving in performance consume more energy (up to 10.75% more energy consumption
in gaussian).

6.3 Instruction Buffer Size Sensitivity Analysis

The effectiveness of the out-of-order of SOCGPU depends on the size of the Instruction
Buffer. In particular, as we increase its size, we have a bigger instruction window and it
is more likely to find ready instructions. Besides, in SOCGPU the instructions must be
kept in the structure Instruction Buffer until they arrive at the write-back to correctly
keep track of dependencies, which increases the pressure on this structure.

In Figure 6.5, we can see the speed-up of SOCGPU over the baseline when using the
First Ready selection policy for different sizes for the Instruction Buffer. We can see that
with size 2, SOCGPU loses performance in most of the benchmarks (and we obtain 0.99
of speed-up on average) because the instruction window is too tiny. If we increase the size
to 4, we see a significant improvement in speed-up, 1.38 on average. The configuration
of 8 and 16 entries achieve, on average, a 1.58 and 1.65 speed-up. It is remarkable that
some benchmarks reach up to 4.23 (gemm-train) with 16 entries. However, going beyond
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Figure 6.4: Energy savings of SOCGPU with respect to the baseline.

those entry sizes results in small improvements or even some minor performance loss (on
average, speed-up is 1.66 for size 32 and 1.64 for size 64).

6.4 Impact of the Local Instruction Selection Policy

In this section, we analyze the performance difference among the different instruction
selection policies explained in section 4.1. Figure 6.6 shows the speed-up of SOCGPU
over the baseline for the different policies.

The most significant thing about this comparison is that no policy shows a significant
difference with respect to the others. For most of the benchmarks, the results are practi-
cally the same for all policies. In a few cases such as kmeans, we can see some differences
but still they are relatively minor. The simplest policy among all of them is First. It
does not need additional comparators to know which is the oldest/youngest instructions
among all the ones that are ready (Old and Young) or counters and comparators to know
which instruction has been more or fewer times ready (Mostr and Leastr). In conclusion,
First is the best choice from the point of view of performance and hardware cost. Random
looks also a good choice, since it is also very simple to implement but it has a slight lower
performance than First.
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Figure 6.5: Comparison among different entry sizes for the Instruction Buffer with the
First Ready instruction selection policy.
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Figure 6.6: Comparison among different instruction selection policies with an Instruction
Buffer of 8 entries.
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Figure 6.7: Speed-up of SOCGPU and the baseline with a different number of warps per
SM against the baseline with 64 warps.

6.5 Reducing the Number of Warps per SM

GPUs rely on a high number of warps per SM to hide the latencies of waiting for de-
pendent instructions, specifically memory instructions whose latency can be very high.
However, out-of-order as SOCGPU allows searching instructions that do not have pending
dependencies inside a warp, so it can potentially reduce the number of concurrent warps
needed to hide these latencies.

In this section, we investigate how the baseline and SOCGPU behave in configurations
with fewer warps per SM. The baseline is configured with 64 warps in each SM. The
reduced designs use 48 and 32 warps per SM, and the register file has been scaled by
the same factor (3/4 and 1/2 respectively). Decreasing the number of warps below 32 is
not allowed since CUDA programming model requires to support up to 1024 threads in a
block (32 warps).

In Figure 6.7 and Figure 6.8, we can see the impact on performance and energy
consumption when the number of warps per SM is reduced compared to the baseline with
64 warps per SM. As it can be seen, the different configurations reduce their performance
and increase their energy consumption in a similar ratio. However, SOCGPU still gains a
lot of performance compared to the baseline with 64 warps even with a reduced number
of warps (1.54 with 48 warps and 1.43 with 32 warps). Regarding energy efficiency,
SOCGPU with reduced configurations gets a slight decrease in efficiency compared to the
configuration with 64 warps, but it still provides quite significant energy benefits.

Moreover, as we have pointed out before, the area impact of SOCGPU is 3.48% with
64 warps, but it is significantly reduced with 48 warps per SM to 2.61% and 1.74% with 32
warps per SM. In addition, reducing the number of warps in an SM allows us to decrease
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Figure 6.8: Energy savings of SOCGPU and the baseline with a different number of warps
per SM against the baseline with 64 warps.

the area used by other structures such as the register file. The percentage of area reduction
of the register file is 11.58% with 48 warps and 54.63% with 32 warps according to the
McPAT model [17] integrated with AccelWattch. Besides, some other components that
store information per warp (e.g., schedulers, SIMT stacks) can be reduced and provide
additional benefits in area, although we have not quantified them.

Overall, SOCGPU with 48 warps seems the most competitive configuration since it
achieves hardly the same performance and energy benefits than the configuration with 64
warps while providing a significant reduction in area.

6.6 Smart dual-issue evaluation

In this section, we have analyzed how the smart dual-issue improvement affects the pro-
posal.

In Figure 6.9, we can see a comparison of speed-up between the baseline and different
configurations. One of the settings is the baseline but can issue only one instruction per
cycle instead of two. The other designs belong to SOCGPU. One is doing the dual-issue
but without any purpose of improving the choice of the second instruction. There is
another one that can only issue one instruction per cycle. The last one is the proposal
that enables the smart dual-issue improvement to select better the second instruction of
the warp.

As it can be appreciated in the plot comparison, having enabled smart dual-issue does
not make any big difference in achieving 1.59 of speed-up against the baseline in front
of 1.58 being disabled. However, if we compare the baseline doing a single-issue against
the baseline doing a dual-issue, we can see that there is not any significant difference too.
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Figure 6.9: Speed-up comparison of single-issue and dual-issue instructions per cycle.

The same happens with SOCGPU and SOCGPU with single-dispatch. Therefore, there
seems to be a bottleneck in another part of the baseline architecture that is preventing
us from taking advantage of the smart dual-issue feature.
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CHAPTER 7

Related Work

There have been a lot of works focused on improving instruction scheduling in GPGPUs.
Some of these works have also considered out-of-order approaches in GPGPUs. Warped
Preexecution [18] is capable of continuing to issue independent instructions when the first
long-latency stall appears. To do it, it has two modes. The N-mode is in-order, and when
a long-latency operation appears, it changes to P-mode. In this second mode, it continues
to fetch and decode successive instructions that do not have any dependencies. After
the long latency operation is completed, the warp switches from P-mode to N-mode. It
achieves a speed-up of 1.2, saving a 0.3% of energy. The area overhead is not reported
in this work. Another approach is HAWS [19] which modifies the compiler to introduce
hints. The compiler adds these hints to point to instructions without dependencies, and
the scheduler starts to fetch these instructions when there is a long waiting operation
stall. The obtained speed-up of HAWS is 1.15 with an area overhead of 0.4%; there is
not any measurement of the energy impact. LOOG [20] uses collector units as reservation
stations. The reported results of LOOG are 1.23 of speed-up, 12% of energy savings, and
1.29% of increased area. Something that the three related works have in common is the
use of register renaming to solve dependencies, whereas our proposal does not require
it. In comparison with these previous works, SOCGPU provides much higher speed-up
(1.58) and energy savings (17.6%) with a bit more area overhead (3.48%). However, it
is important to point out that each work uses different simulators, GPU models, tools,
benchmark suites, and metrics, which can make a big difference in evaluating power, area,
and performance.

On the other hand, many works do not include out-of-order execution in their ap-
proaches and just focus on improving the issue policies to improve performance. Some
of them ([21], [22], [8], [23]) use a issue scheduler with two different levels. The first
level has the active warps that are the ones considered to be issued and the second level
includes the ones that are stalled. The main idea is to improve the locality of the data.
OWL [24] tries to prioritize some group of warps that belong to a given CTA over other
CTAs assigned to the same issue scheduler. Other approaches such as CAWS [25] and
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CAWA [26] try to identify the critical warps and prioritize those warps over the others. A
different idea is used by PCAL [27] that assigns a certain amount of cache usage resource
to each warp. If a warp tries to use more than those resources, it is prevented from going
beyond that memory operation. Moreover, other works like DYNCTA [28] try to allocate
the optimal amount of CTAs per SM depending on the workload.

As SOCGPU only focuses on the scheme to choose candidate instructions to be issued
in each warp, it is compatible with any improvement that tries to improve performance
by modifying the issue scheduling policy or CTA assignment to SMs.
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CHAPTER 8

Conclusions and future work

In this work, we propose SOCGPU, a scheme that can issue instructions out-of-order
in a GPU core with a minimal area overhead and without using register renaming. We
show that a very small Instruction Buffer and Dependence matrix can provide important
benefits in performance and energy consumption. SOCGPU achieves a 1.58 speed-up and
17.6% energy saving on average with only 3.48% area overhead. Moreover, since out-of-
order execution contributes to hide the latency of dependent instructions, we show that
SOCGPU is hardly affected by a reduction in the number of warps per SM from 64 to 48,
which provides significant benefits in terms of area savings in the instruction scheduler,
the register file and other components of the GPU cores.

Additionally, we have tried to improve the dual issue scheme with the SOCGPU
proposal. However, we have not been able of coming up with any improvement. There
seems to be a bottleneck in the baseline because there is not a big difference between dual
or single issue simulations.

Finally, even though the proposal achieves good performance, there are opportunities
to continue improving the IPC. SOCGPU works better in ML workloads than in other
general-purpose applications. Therefore, there is a chance to still enhance these kinds
of applications. In addition, the proposal might need some adaptions to work in the
most modern architectures that do not use the SIMT stack anymore. This will also need
further investigation to see if there are more opportunities to get extra performance from
the change of SIMT execution path management.
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