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Abstract—In this work, we extend the auto-tuning process
of the state-of-the-art TVM framework with XFEATUR; a tool
that extracts new meaningful hardware-related features that
improve the quality of the representation of the search space and
consequently improve the accuracy of its prediction algorithm.
These new features provide information about the amount of
thread-level parallelism, shared memory usage, register usage,
dynamic instruction count and memory access dependencies.
Optimizing ResNet-18 with the proposed features improves the
quality of the search space representation by 63% on average
and a maximum of 2× for certain tasks, while it reduces the
tuning time by 9% (approximately 1.1 hours) and produces
configurations that have equal or better performance (up to
92.7%) than the baseline.

I. INTRODUCTION

Recent advancements in Deep Neural Networks (DNNs)
are driven by important improvements in algorithms and new
compute capabilities in modern hardware. New algorithms
are being developed constantly to efficiently and accurately
solve challenging applications such as autonomous driving,
natural language processing, etc. However, the vast number of
features and parameters that need to be explored to improve the
performance of such algorithms on different hardware devices
poses a new optimization challenge. Auto-tuning frameworks
are being used to automatically search the parameter space and
find the best software optimizations for a given application.
The result of such a search highly depends on the quality of
the representation of the optimization (search) space.

With this work, we introduce XFEATUR, a software tool
that is integrated within the auto-tuning process of TVM
(AutoTVM) to take advantage of the knowledge we have over
the underlying hardware and include certain hardware metrics
(e.g. shared memory allocation, register usage, number of
threads) and hardware specs (e.g. number of processing units,
memory hierarchy) in the description of the search space. In
this work, we propose a new set of hardware-related features
that improve the quality of the search space representation of
different CNN tasks for a GPU platform and consequently
improve the outcome of the search space exploration.

The main contributions of this work are:

• A pre-processing tool, called XFEATUR, that analyzes
the target application source code and extracts several
hardware-related features to be used by the auto-tuner;

• A new set of hardware-related features that combined
with the current software-based features from AutoTVM
improve the quality of the search space representation by
63% on average, with a maximum of 2×, according to the
Pearson Coefficient. Thus, reducing the tuning time of an
application by 9%, that translates to 1.1 hours; besides,
the solutions found by XFEATUR achieve equal or better
performance (up to 92.7% in our benchmarks) than the
ones encountered by the baseline AutoTVM.

II. MOTIVATION

Most popular Deep Learning (DL) frameworks such as
TensorFlow [1], MXNet [2], Caffe [3] and PyTorch [4] rely
on a computational graph intermediate representation that
requires manual tuning and can perform only high-level opti-
mizations unless they make use of special device instructions
or hand-tuned optimizations. New optimization frameworks
offer tools to automatically fine-tune (auto-tune) specific nodes
in the computational graph to increase performance. Older
techniques [5], [6] make use of analytical methodologies
for automatic optimization, while more modern solutions
employ evolutionary algorithms to perform an optimization
search for the best DNN-to-hardware mapping, considering
tiling, computation order and exploiting multiple levels of
parallelism [7]–[9]. Recently, several solutions turned to more
intelligent, machine learning, techniques such as supervised
learning and reinforcement learning to refine the search space
exploration and improve the performance of the search [10]–
[14]. One such popular framework is TVM [15], an automated
end-to-end compiler and auto-tuner with different sets of fea-
tures to generate a search space that is explored with Simulated
Annealing (SA) [16] and finally predicts the performance of
various configurations with XGBoost [17].

Previous works are mostly focused on improving the search
heuristics using software- and algorithm-specific features to
represent the search space. We observe that there is a lack
of hardware-related information being used in auto-tuning
tools. The growing diversity of the available hardware devices
increases the number of parameters that can be explored,
but at the same time, it offers new features that can be
correlated with performance metrics to help the auto-tuning
process. We argue that a search space that is not represented
with meaningful hardware features makes the search space
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explorer likely to miss-interpret the performance difference
among different data points, resulting in a slow and potentially
inaccurate auto-tuning process. The target of this work is to
provide a tool that can seamlessly and effortlessly extract
hardware-related features from the application source code and
the target hardware, in an effort to improve the already existing
application feature set of TVM. Our goal is to improve the
overall accuracy and performance of the AutoTVM tuning
process by improving the search space representation and
allowing for better prediction accuracy using the same cost
model.

III. HARDWARE-RELATED OPTIMIZATION FEATURES

We examine a new set of hardware-related features that
extends the AutoTVM feature set to improve the quality of
the search space representation. We separate the proposed
feature set into two categories: the Explicit features that
have a direct relation to measurable hardware values and the
Implicit features that are hardware-related and can be inferred
with reasonable approximation. To automate the process of
extracting these new features, we developed a pre-processing
tool, called XFEATUR, that integrates with AutoTVM and
extracts the new features at the pre-compile stage.

A. Explicit Features

1) Number of threads and number of threadblocks: On a
GPU these are directly correlated with workload balancing
and memory access latency by leveraging parallelism and
warp scheduling. These two features can be easily obtained as
they are defined by the kernel that will be executed. Analysis
reveals that too few threads result in under-utilization of the
system and too many threads saturate shared resources (e.g.
too many registers per thread, shared memory overuse).

2) Shared memory usage: The shared memory offers one of
the lowest memory access latency on a GPU. For this reason,
it is commonly used for storing data that will be used and
shared many times during the computation between threads in
the same threadblock. Alternatively, using the caches that have
a higher latency. Therefore, under-utilization of the shared
memory when executing an application with high data reuse
can be an early indication of low application performance.

3) Register usage: The number of registers used in each
threadblock is also a good indicator of performance. Compiler-
generated code that has more live variables than the GPU has
registers to allocate, register spilling occurs and live variables
must use the local memory, leading to longer access latency.
We can approximate the number of registers with reasonable
precision by calculating the number of local variable allo-
cations it will perform and use this feature to represent the
probability of register spilling during the execution.

B. Implicit Features

1) Dynamic instruction count: The number of dynamic
instructions provides important information on the ratio of
various types of instructions that could stall the execution
compared to useful progress (compute instructions). In this
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(a) Task 4: AutoTVM (left), XFEATUR (right)
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(b) Task 13: AutoTVM (left), XFEATUR (right)

Fig. 1: The search space representation for various tasks of
ResNet-18 with plan size 8, expressed according to the Pearson
Correlation Coefficient [20]. The color map represents the
iterations of the auto-tuning process (measured in hardware
steps). Note that the predicted performance is not bounded by
the minimum (0 TFlops) or maximum possible performance.

work, we use an approximation method to extract the dynamic
number of instructions from the source code with static anal-
ysis and interpretation of the loops and conditional branches
and categorize the instructions based on their type.

2) Number of cycles between data-dependent instructions:
The number of instructions and the number of cycles spent
between memory accesses and their dependent instructions are
good indicators of how well a given application configuration
can hide the latency of costly memory accesses. Using the
categorization from the previous feature we build a histogram
of the number of working cycles between a memory access
instruction and its first dependent consumer.

IV. EXPERIMENTAL EVALUATION

XFEATUR is developed in Python and integrated into TVM
v0.8.dev0. ResNet-18 [18] was used for the evaluation be-
cause of it’s diverse set of compute- and memory-intensive
convolutional layers, and it’s fast enough to allow us to run
multiple tests in a reasonable amount of time. All tests were
evaluated on an Nvidia GeForce RTX 2070 SUPER GPU
that implements the Turing architecture with 40 Streaming
Multiprocessors [19].

The purpose of this work is to improve the quality of the
space representation that will allow us to converge to optimal
solutions faster during the auto-tuning process. To evaluate
the quality of the search space we use the Pearson Correlation
Coefficient [20]. Figure 1 shows the search space expressed
according to the Pearson Correlation Coefficient with predicted
performance on the x-axis and real performance achieved on
the y-axis. The color map represents the iterations of the auto-
tuning process (measured in hardware steps). The higher the
correlation coefficient, the better the space is represented. In
this paper, we show results only for plan size 8 and Tasks 4,
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and 13, however, results for other tasks and with plan size 64
(AutoTVM default) show the same behavior. The improvement
in the correlation coefficient when using the hardware-related
features from Section III, extracted with XFEATUR, for Tasks
4, 13 is 2× and 54% respectively, compared to the baseline
AutoTVM implementation that uses only its default feature
sets. For all the tasks evaluated in ResNet-18 we achieve an
average improvement of 63%.

The improvement of the quality of the search space trans-
lates into performance gains during the auto-tuning process.
Our evaluation showed a reduction in the tuning time of an
application by 9%, that translates to 1.1 hours. In addition,
the solutions found by XFEATUR achieve equal or better
performance (up to 92.7% in our benchmarks) than the ones
encountered by the baseline AutoTVM.
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