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1 Motivation

Many arithmetic objects of interest in number theory can be attached L-functions. These are
meromorphic functions on the complex plane, and it is conjectured that special values of L-
functions (that is, the values of the L-function at negative integers) encode relevant arithmetic
information about the objects that they’re defined from.

For instance, if E is an elliptic curve over Q, then we can attach to it an L-function L(E, s),
given by analytic continuation of the following product:

L(E, s) =
∏
p-2∆

1

1− app−s + p1−2s

Where ∆ is the conductor of the elliptic curve, ap = Np− p and Np is the number of solutions of
the reduction of the elliptic curve modulo p. On the other side, the Q-rational points of E form
an abelian group, and the Birch and Swinnerton-Dyer conjecture states that

ords=1L(E, s) = rankZ(E(Q))

A generalization of this conjecture to the case of an L-functions attached to a Galois represen-
tation is the Bloch-Kato conjecture. We will say something more about it in Section 7.

Much of the current progress for the proof of the Birch and Swinnerton-Dyer conjecture, or the
Bloch-Kato conjecture has been done using Euler systems and p-adic L-functions. p-adic L-
functions are variants of the classical L-functions: They’re analytic functions, but their domain
are the p-adic numbers Zp, instead of the complex plane. There are 2 ways to construct p-adic
L-functions. The first one is purely analytic, by interpolation of the special values of the L-
function. The second way uses Fontaine’s theory of (ϕ,Γ)-modules, the arithmetic of cyclotomic
fields and Iwasawa theory, and is closely connected with Euler systems.

One way to think about the role the different objects play is the following: We want to study the
connection between values of L-functions and arithmetic properties of a Galois representation.
But this is too difficult, so we study Euler systems, which are connected to both the L-function
(via the p-adic L-function) and the arithmetic of the representation. A diagram explains it better

Galois representation L-function

Euler system p-adic L-function

p-adic interpolation

Explicit reciprocity law

The purpose of this work is to study this circle of ideas in two situations, following [10]: For
the case of the p-adic Zeta function of Kubota-Leopoldt, which is the p-adic analogous of the
Riemann Zeta function, we construct with full detail the whole diagram: We define the p-adic
L-function by means of p-adic interpolation in Section 3, and we prove the explicit reciprocity
law in Section 6. For the case of L-functions attached to modular forms, we give the construction
of the p-adic L-function in Section 4, and in Section 7 we outline some details about the Euler
system and the explicit reciprocity law.
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Section 2 and Section 5 can be seen as the introduction of enabling tools: p-adic analysis, which
we need mostly for the construction of p-adic L-functions via interpolation, and the theory of
(ϕ,Γ)-modules, which is needed for the explicit reciprocity law.
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2 p-adic analysis

This section contains an introduction to p-adic analysis. We introduce some important p-adic
concepts that we will need in the following chapters. We assume a certain familiarity with the
most basic concepts about p-adic numbers, like the first 2 chapters of [18]. We work with spaces
of p-adic functions, whose properties can be formalized in the notion of a p-adic Banach space.

Definition 2.1. A p-adic Banach space B is a Qp vector space with a lattice B0 that is separated
and complete for the p-adic topology, B0 ∼= lim←−nB

0/pnB0.

We define a valuation on B by vB(x) = supn∈Z{n such that x ∈ pnB0}. This integer always
exists because the fact that B0 is a lattice means in particular that B = B0[1

p ].

Observation 2.1. We have the following properties:

i) vB(x+ y) ≥ min(vB(x), vB(y))
ii) vB(λx) = vp(λ) + vB(x), for λ ∈ Qp.

The examples of p-adic Banach spaces that we will deal with are those of functions over Zp.
For instance, C0(Zp,Qp) is a p-adic Banach space with lattice B0 = C0(Zp,Zp) and valuation
vB(f) = infx∈Zp vp(f(x)).

Definition 2.2. A Banach basis of a p-adic Banach space B is a family (ei)i∈I of elements of B
satisfying the following two conditions.

i) For every x ∈ B, x =
∑

i∈I xiei in a unique way, with xi ∈ Qp, xi → 0.
ii) vB(x) = infi∈I vp(xi)

Before dealing with the classical structure of an analysis course (continuous functions, differen-
ciability, measures...), we introduce the p-adic version of the exponential and the logarithm, and
also the closely-related Teichmüller character.

2.1 Teichmüller character and p-adic exponential

Lemma 2.1. Zp contains exactly p − 1 (p − 1)-th roots of unity, and all of them are distinct
modulo p.

Proof. This is a corollary of Hensel’s Lemma. As Qp is a field, the equation f(x) = xp−1− 1 = 0
has at most p − 1 solutions. Moreover, given 1 ≤ a ≤ p − 1, we have ap−1 − 1 ≡ 0 mod p by
Fermat’s Little Theorem. Therefore by Hensel’s Lemma, for every 1 ≤ a ≤ p− 1 there is a root
za ∈ Zp of xp−1 − 1 such that za ≡ a mod p.

Definition 2.3. The Teichmüller lift is the map τ : F∗p → Z∗p that maps every 1 ≤ a ≤ p− 1 to
the only (p − 1)-th root of unity in Zp, za satisfying that za ≡ a mod p. The previous lemma
guarantees that it is well defined.

We define the Teichmüller character as the map ω : Z∗p → µp−1 given by reducing modulo p and
then taking the Teichmüller lift.

Notation. In some places they use the term "Teichmüller character" for both τ and ω.
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Definition 2.4. We denote by 〈x〉 the character 〈•〉 : Z∗p → 1 + pZp defined by x 7→ x
ω(x) .

It turns out that these characters are closely related with the p-adic exponential function, as we
will see next.

Definition 2.5. Let’s define exp : D → Cp by exp(x) =
∑

n≥0
sn

n! . This is called the p-adic
exponential, as it’s given by the Taylor series of the usual exponential map in R. However, it can’t
be defined on the whole Cp, as for it to converge we need s to be small enough to kill the p powers
that appear in n! as n→∞. Therefore, the domain is restricted to D = {s ∈ Cp|vp(s) ≥ 1

p−1}.

Analogously, we define the p-adic logarithm in terms of power series.

Definition 2.6. Let log : R → Cp be the map defined by log(s + 1) =
∑∞

n=1(−1)n+1 sn

n . The
domain of convergence is R = {s ∈ Cp||s− 1|p < 1}.

The domain of the p-adic logarithm is not the whole Cp, but, unlike the case of the exponential,
it can be extended by the whole Cp, using the following lemma:

Lemma 2.2. ([9], Proposition 4.4.44) Cp = pQ×µ×R, where µ denotes the set of roots of unity
of degree prime to p and R is the set in the definition of the logarithm.

Then, we can write every s ∈ Cp as s = prwu and define log(s) := log(u). In addition, note
that if we restrict to Zp, log(s) ∈ pZp (this is given by the power series expression). Similarly,
exp(s) ∈ 1 + pZp for s ∈ pZp. Moreover, the maps exp : pZp → 1 + pZp and log : 1 + pZp → pZp
are inverses (c.f [11] for more details).

Proposition 2.1. i) ω(x) = limn→∞ x
pn

ii) 〈x〉 = exp(log(x))

Proof. i) By Fermat’s Little theorem, xpn ≡ x mod p. Moreover, (limn→∞ x
pn)p = limn→∞ x

pn

and so limn→∞ x
pn is a p − 1 root of unity such that is congruent to x modulo p, and by

Lemma 2.1 it is ω(x).
ii) Let’s write x = ω(x)〈x〉. Then, by definition of logarithm, we have log(x) = log(〈x〉). So,

taking exponentials, exp(log(x)) = exp log(〈x〉) = 〈x〉.

2.2 Continuous functions on Zp

We want to study continuous functions in the p-adic setting. What we will see is that this
p-adic Banach space has a basis, consisting of the binomial functions (Theorem 2.1). We will
explode this property, that simplifies a lot dealing with these functions, as every f ∈ C0(Zp,Qp)
is completely characterized by a sequence of coefficients.

Definition 2.7. We define the binomial function
(
x
n

)
(for x ∈ Zp) as(

x

n

)
=

{
1 if n = 0
x(x−1)...(x−n+1)

n! if n ≥ 1
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Lemma 2.3. vC0

((
x
n

))
= 0

Proof. Since
(
n
n

)
= 1, we have vC0(

(
x
n

)
) = infx∈Zp vp(

(
x
n

)
) ≤ vp(

(
n
n

)
) = 0. On the other side, if

x ∈ N, then
(
x
n

)
∈ N and so vp(

(
x
n

)
) ≥ 0. Therefore vp(

(
x
n

)
) ≥ 0 for every x ∈ Zp, as N is dense

in Zp.

Definition 2.8. Given f ∈ C0(Zp,Qp) we define f [k] by{
f [k](x) = f(x) if k = 0

f [k](x) = f [k−1](x+ 1)− f [k−1](x) if n ≥ 1

We denote an(f) := f [n](0), and we call them the Mahler coefficients of f.

Proposition 2.2.

f [n](x) =
n∑
k=0

(−1)k
(
n

k

)
f(x+ n− k)

Proof. We proceed by induction on n. The base case is simply the definition of f [1] = f(x+ 1)−
f(x). Assume true the statement for n, and let’s prove it for n+ 1. By definition we have

f [n+1](x) = f [n](x+ 1)− f [n](x)

Now applying the induction hypothesis, we have

f [n+1](x) =

n∑
k=0

(−1)k
(
n

k

)
f(x+ 1 + n− k)−

n∑
k=0

(−1)k
(
n

k

)
f(x+ n− k) =

=

n∑
k=0

(−1)k
(
n

k

)
f(x+ (n+ 1)− k) +

n+1∑
k′=1

(−1)k
′
(
n

k

)
f(x+ (n+ 1)− k′)

where we have let k′ = k + 1 in the second summatory. Then we can group the terms that are
different from 0, n+ 1 and we obtain

f [n+1](x) = f(x+ n+ 1) +

n∑
k=1

(−1)kf(x+ (n+ 1)− k)

((
n

k

)
+

(
n

k − 1

))
+ (−1)n+1f(x)

Now note that we have f(x+n+1) = (−1)0
(
n
0

)
f(x+n+1−0) and (−1)n+1f(x) = (−1)n+1

(
n+1
n+1

)
f(x+

(n+ 1)− (n+ 1)) and
(
n
k

)
+
(
n
k−1

)
=
(
n+1
k

)
. In conclusion, we have the desired expression

f [n+1](x) =

n+1∑
k=0

(−1)k
(
n+ 1

k

)
f(x+ (n+ 1)− k)
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Observation 2.2. In particular, this proposition gives an expression for the Mahler coefficients:

an(f) =
n∑
i=0

(−1)i
(
n

i

)
f(n− i)

Lemma 2.4. Let f ∈ C0(Zp,Qp). Then, there exists k ∈ N such that

vC0(f [pk]) ≥ vC0(f) + 1

Proof. Using the result of Proposition 2.2, we have that

f [pk](x) = f(x+ pk)− f(x) +

pk−1∑
i=1

(−1)i
(
pk

i

)
f(x+ pk − i) + (1 + (−1)p

k
)f(x)

Where the last term is just a correction of the sign of f(x). Now note that vp
(
pk

i

)
≥ 1 if

1 ≤ i ≤ pk − 1 and vp(1 + (−1)p
k
) ≥ 1 (if p 6= 2 this is 0 which has valuation ∞ and if

p = 2 this is 2 which has valuation 1). On the other side, since Zp is compact, and f is
continuous, f is then automatically uniformly continuous, and so for every c ∈ R, there exists
an N ∈ N such that, when vp(x − y) ≥ N we have vp(f(x) − f(y)) ≥ c. Therefore, making k
greater, we can make vp(f(x + pk) − f(x)) arbitrarily big, and so in conclusion, vp(f [pk](x)) =

min{vp(f(x+ pk)− f(x)), vp(
∑pk−1

i=1 (−1)i
(
pk

i

)
f(x+ pk − i) + (1 + (−1)p

k
)f(x))} and so

vC0(f [pk]) ≥ vC0(f) + 1

Theorem 2.1. Let f ∈ C0(Zp,Qp). Then, we have

i) limn→∞ vp(an(f)) = +∞
ii) For every x ∈ Zp, f(x) =

∑∞
n=0 an(f)

(
x
n

)
iii) vC0(f) = infn vp(an(f))

Proof. First of all, we define l∞ = {a = (an)n∈N such that an ∈ Qp is bounded }, with valuation
vl∞(a) = infn∈N vp(an).

We claim that the map C0(Zp,Qp) → l∞ defined by f 7→ a(f) = (an(f))n∈N is continuous, as
given f, g ∈ C0(Zp,Qp), vC0(f−g) = infx∈Zp vp((f−g)(x)). On the other side, we have vl∞(a(f)−
a(g)) = infn∈N vp(an(f − g)). But as an(f − g) =

∑n
i=0(−1)i

(
n
i

)
f(n− i) using the properties of

the valuation of the sum and Lemma 2.3, we have vp(an(f)−an(g)) = mini∈{0,...,n} f(n− i), and
so vl∞(a(f)− a(g)) = infn∈N f(n).

Therefore

‖f−g‖p = p−vC0 (f−g) = p− infx∈Zp vp(f−g)(x) ≥ p− infn∈N vp(f−g)(n) = p−vl∞a(f)−a(g) = ‖a(f)−a(g)‖l∞

Therefore ∀ε > 0,∃δ = ε such that ‖f − g‖p < δ implies ‖a(f)− a(g)‖ε, so the map f 7→ a(f) is
continuous and

vl∞(a(f)) ≥ vC0(f) (1)
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Now we define l0∞ := {(an)n∈N ∈ l∞ such that limn→∞ an = 0}. It is a closed subspace of l∞,
as the map T : l∞ → R defined by (an) 7→ lim supn ‖an‖p is continuous, and l0∞ = T−1({0}), so
it is closed in l∞. By the same argument, B := {f such that a(f) ∈ l0∞} is closed in C0(Zp,Qp).
Now we define the morphism l0∞ → C0(Zp,Qp) given by a 7→ fa =

∑∞
n=0 an

(
x
n

)
. This is a well

defined map, as an → 0. Moreover

vC0(fa) ≥ inf
n

(an

(
x

n

)
) = inf

n
vpan = vl∞(a) (2)

where the first equality is given by Lemma 2.3.

On the other hand, f [k]
a =

∑∞
n=0 an+k

(
x
n

)
. This can be shown by induction on k: The case k = 0

is just the definition of fa. Assume that the statement holds for k and let’s show it for k + 1.
Indeed, f [k+1]

a = f
[k]
a (x + 1) − f [k]

a (x) =
∑∞

n=0(an+k

(
x+1
n

)
−
(
x
n

)
). The term n = 0 vanishes and

so we have (letting n′ = n− 1)

f [k+1]
a =

∞∑
n′=0

an′+1+k

((
x+ 1

n′ + 1

)
−
(

x

n′ + 1

))
=

∞∑
n=0

an+k+1

(
x

n

)

where in the last equality we have used that
(
x+1
n+1

)
−
(
x

n+1

)
=
(
x
n

)
.

For every n we have an(f) = f [n](0) = an, and so a(fa) = a. Moreover, f 7→ a(f) is injective, as
a(f) = 0 implies that f(n) = 0 for every n, but therefore f(x) = 0 as N is dense in Zp.
Now let f ∈ B. a(f) ∈ l0∞ implies that f −fa(f) = 0 because a(f −fa(f)) = a(f)−a(f) = 0, and
a is injective. So if f ∈ B (i) and (ii) are immediately satisfied. We claim that B = C0(Zp,Qp).
Using Lemma 2.4 repeatedly, we have that, for every c = vC0(f) + k, vC0(f [N ]) ≥ c. Therefore,
an(f)→∞, or, equivalently, f ∈ B. This finishes the proof of (i) and (ii).

Finally, using Equation (1) and Equation (2), we have that vl∞(a(f)) = vC0(f), which proves
(iii).

Now let’s define the power functions on Zp, which will be needed to construct p-adic L-functions.

Definition 2.9. Let z ∈ Cp such that vp(z − 1) > 0. Then, we define zx ∈ C0(Zp,Qp) by

zx :=
∞∑
n=0

(
x

n

)
(z − 1)n

The function is well defined as it converges because vp(z−1) > 0. The notation is chosen because
it agrees with the usual power function with basis z, if x ∈ N.

2.3 Ck functions

Let’s introduce the notion of differentiability in the p-adics. The usual notion of differenciabil-
ity in this setting fails to have some good properties (we will see this in Example 2.1). The
most natural notion in this setting is the one that we introduce below, sometimes called strict
differentiation.
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Definition 2.10. Given f : Zp → Qp, we define f{i}(x) recursively as f{0}(x) = f(x) and
f{i}(x, h1, h2, . . . , hi) = 1

hi

(
f{i−1}(x+ hi, h1, h2, . . . , hi−1)− f{i−1}(x, h1, h2, . . . , hi−1)

)
Observation 2.3. f{i} is an analogue of the derivation in C(R,C). In fact, if f : R→ C is Ck,
we have

f{i}(x, h1, h2, . . . , hi) =

∫
[0,1]i

f (i)(x+ t1h1, . . . , tihi)dt1 · · · dti

Therefore, if f is Ck, f{i} is continuous and f{i}(x, 0, . . . , 0) = f (i)(x). We use this fact to give
a definition of Ck functions for f : Zp → Qp.

Definition 2.11. We say that f : Zp → Qp is Ck if f{i} can be extended to a continuous function
in (Zp)i+1 → Qp, for every i ≤ k.

By induction on i, it is immediate to prove that, if f ∈ C0(Zp,Qp), then vp(f{i}(x, h1, h2, . . . , hi)) ≥
vC0(f)−

∑i
j=1 vp(hj).

Example 2.1. We show that the definition of Ck functions that we have given is not equivalent
to the usual one, and moreover, we show that the usual definition is not as good as the one
provided, as, for instance, there can be nonconstant functions with derivative 0. Indeed, take
f : Zp → Qp given by

∑∞
n=0 p

nan 7→
∑∞

n=0 p
2nan. Then, we have vp(f(x) − f(y)) = 2vp(x − y)

and so the function is continuous, and f ′(x) = 0 for every x. In consequence, f (k) = 0, and the
function would be Ck with the usual definition.

However,

f{2}(x, h1, h2) =
1

h2

(
f(x+ h1 + h2)− f(x+ h1)

h1
− f(x+ h1)− f(x)

h1

)
And, therefore,

f{2}(0, pn, pn) =
1

p
(
2p2n − p2n

pn
− p2n

pn
) = 0

f{2}((p− 1)pn, pn, pn) =
1

pn

(
p2n+1 + p2n − p2n+1

pn
− p2n+1 − (p− 1)p2n

pn

)
=
p2n+1

p2n
= p

Therefore, as n → ∞, |(p − 1)pn| → 0, but f{2}((p − 1)pn, pn, pn) 6→ f{2}(0, pn, pn), and so it’s
impossible to extend this function continuously, and f is not C2 in the strict differentiable case.

Definition 2.12. On the set of Ck functions f : Zp → Qp, we define a valuation as vCk(f) =
min0≤i≤k inf(x,h1,...,hi)∈Zi+1

p
vp(f

{i}(x, h1, . . . , hi)). This gives Ck the structure of a Banach space.

Theorem 2.2. (Barsky) Let L(n, k) = max{
∑i

j=1 vp(nj), i ≤ k,
∑
nj = n, nj ≥ 1}. Then,

pL(n,k)
(
x
n

)
is a Banach basis of Ck.

To prove Barsky’s theorem, we need a Lemma (which we don’t prove, it is essentially Mahler’s
theorem in n variables).
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Lemma 2.5. (Mahler’s Theorem in several variables, c.f. [10], Theorem 1.6.6) Let g(x0, . . . , xi) :

Zip → Qp. We define the action α
[k]
j on g by α

[
j1]g(x0, . . . , xi) = g(x0, . . . , xj + 1, . . . , xi) −

g(x0, . . . , xi), and α
[k]
j = α

[1]
j ◦ · · · ◦α

[1]
j (the composition k times of α[1]

j ).Define also αk0,...,ki(g) =

(α
[k0]
0 . . . α

[k0]
0 g)(0, . . . , 0).

Then, g : Zi+1
p → Cp is continuous if and only if ak0,...,ki(g)→ 0 for all (k0, . . . , ki)→∞, and we

have
g(x0, . . . , xi) =

∑
k0,...,ki∈N

ak0,...,ki(g)

(
x0

k0

)
· · ·
(
xi
ki

)
Reciprocally, if ak0,...,ki →∞, then g defined by the expression above is continuous.

Proof. (of Barsky’s theorem) Denote by Pn =
(
x
n

)
. We claim that

P {i}n (x0, h1, . . . , hi) =
∑

n0+···+ni=n,nk≥1

1

n1 · · ·ni

(
x0

n0

)(
h1 − 1

n1 − 1

)
. . .

(
hi − 1

ni − 1

)

To prove the claim, let gT (x) = (1 + T )x. Then,

g
{i}
T (x, h1, . . . , hi) =

1

h1 . . . hi

 ∑
I⊂{1,...,i}

(−1)i−|I|gT (x+
∑
j∈I

hj)

 =

= (1 + T )x
i∏

j=1

(1 + T )hj − 1

hj

On the other side, gT (x) =
∑

n≥0

(
x
n

)
Tn, so g{i}T (x) =

∑
n≥0 P

{i}
n Tn. Therefore, equating the

same powers of T in both expressions, we obtain the equality claimed.

After proving this claim, take a general f ∈ C0(Zp,Qp), f =
∑

n≥0 an(f)
(
x
n

)
by Mahler’s theorem.

Then, we have by the claim, f{i}(x0, . . . , xi) =
∑∞

n=0 an(f)P
{i}
n (x0, . . . , xi). Now we define

Qn,i(x0, . . . , xi) := P
{i}
n (x0, x1 + 1, . . . , xi + 1) and gi(x0, . . . , xi) =

∑∞
n=0 an(f)Qn,i. It’s clear

that f ∈ Ck if and only if gi is continuous for every i ≤ k.
We have that an0,n1−1,...,ni−1(gi) =

∑
n an(f)an0,n1−1,...ni−1(Qn,i), with

an0,n1−1,...ni−1(Qn,i) =

{
0 if n 6=

∑i
j=0 nj

1
n1···ni if n =

∑i
j=0 nj

Therefore, by Mahler’s theorem in several variables gi is continuous if and only if an0,n1−1,...ni−1(gi) =
an0,n1−1,...ni−1(Qn,i)

n1···ni → 0 as n→∞, and this must hold for every n1, . . . , ni such that
∑i

j=1 nj = n,
i ≤ k. This is true if and only if vp(an(f)) ≥ L(n, k), so pL(n,k) is a Banach basis for Ck.

There’s also an easy characterisation of a function belonging to Ck in terms of its Mahler coeffi-
cients, taking into account the fact that the asimptotics of L(n, k) is the same of k logn

log k .

Proposition 2.3. The following are equivalent, for f =
∑∞

n=0 an(f)
(
x
n

)
.

12



i)
∑∞

n=0 an
(
x
n

)
∈ Ck.

ii) limn→∞ vp(an)− k logn
log p =∞.

iii) limn→∞ n
k|an|p = 0.

In particular, Ck(Zp,Qp) becomes a Banach space with the valuation

vCk(f) = inf
n∈N

{
vp(an)− r log(1 + n)

log p

}

2.4 Analytic and locally analytic functions

Lemma 2.6. Let (an)n∈N, with an ∈ Cp such that vp(an) → ∞. Let f =
∑∞

n=0 anT
n. Then,

we have

i) If x0 ∈ OCp , f (k)(x0) converges for every k, and limk→∞ vp(f
(k)(x0)/k!) =∞.

ii) Given x0, x1 ∈ OCp , f(x1) =
∑∞

n=0
f (n)(x0)

n! (x1 − x0)n, and infn vp

(
f (n)(x0)

n!

)
= infn vp(an).

iii) inf vp(an) = infx∈OCp vp(f(x)) and vp(f(x)) = inf vp(an) almost everywhere (outside a
finite number of xi + mCp).

Proof. i) f (k)

k! =
∑∞

n=0 an+k

(
n+k
k

)
Tn. For T = x0, vp(

(
n+k
k

)
) = 0, vp(xn0 ) ≥ 0, and so

|an+k

(
n+k
k

)
xn0 | → 0 and the sequence converges. Moreover, as vp(x0) ≥ 0, we have

vp

(
f (k)(x0)

k!

)
≥ inf vp(an) = inf vp

(
f (n)

n!

)
ii) Write x1 = (x1 − x0) + x1, and so we have

f(x1) =
∞∑
n=0

anx
n
1 =

∞∑
n=0

an

n∑
k=0

(
n

k

)
(x1 − x0)kxn−k0 =

∞∑
k=0

( ∞∑
n=0

an

(
n

k

)
xn−k0

)
(x1 − x0)k

But we know that
∑∞

n=0 an
(
n
k

)
xn−k0 = fn(x0)

n! , hence the result. Moreover, exchanging 0

and x0 we have infn vp

(
f (n)(x0)

n!

)
= infn vp(an).

iii) For every x ∈ OCp , vp(x) ≥ 0, so we have inf vp(an) ≤ infx∈OCp vp(f(x)). Therefore it’s
enough to find an x satisfying the equality. As limn→∞ vp(an) = ∞, there exists an an0

such that inf vp(an) = vp(an0). Therefore we can divide everything by an0 and assume that
inf vp(an) = 0.

Let f(T ) be the reduction of f modulo mCp . If x ∈ OCp doesn’t reduce to a root of f , then
(f)(x) 6= 0, which happens if and only if vp(f(x)) = 0.

Therefore the equality inf vp(an) = infx∈OCp vp(f(x)) holds for x, so it holds for all but a
finite number of x+ mCp , and in particular inf vp(an) = infx∈OCp vp(f(x)).

After this introductory result about power series and convergence in the p-adics, we introduce
the notion of analytic p-adic function, which is completely analogous to the usual one.

13



Definition 2.13. Denote D(x0, r) = {x ∈ Cp|vp(x − x0) ≥ r}. We say that a function f :

D(x0, r)→ Cp is analytic if f(x) =
∑∞

n=0
f (n)(x0)

n! (x− x0)n.

Observation 2.4.
∑∞

n=0
fn(x0)
n! (x−x0)n converges if and only if vp

(
fn(x0)
n!

)
+nvp(x−x0)→∞.

But in D(x0, r) we have vp(x− x0) > r, so the formal sum converges in D(x0, r) if and only if

vp

(
f (n)(x0)

n!

)
+ nr →∞

This motivates the following definition.

Definition 2.14. The set of analytic functions f : D(x0, r) → Cp forms a Banach space with
valuation

v{r}x0
(f) = inf

n

{(
f (n)(x0)

n!

)
+ nr

}
Now we introduce the notion of locally analytic function.

Definition 2.15. Let h ∈ N. The space LAh(Zp,Qp) is the space of functions whose restriction
to x0 + phZp is the restriction of an analytic function fx0 on D(x0, h), for every x0 ∈ Zp. This
is a Banach space with the valuation

vLAh(f) = inf
x0

v{h}x0
(fx0)

It is immediate from the definition that every function in LAh can be written as

f(x) =

ph−1∑
j=0

1j+phZp(x)

∞∑
k=0

ak,j

(
x− j
ph

)k
In consequence, a Banach basis of LAh is

en = 1j+phZp

(
x− j
ph

)m−1

For n = mph − i, and 1 ≤ i ≤ ph.
The following result gives another Banach basis of LAh that is more manageable.

Theorem 2.3. The functions b n
ph

(
x
n

)
c are a Banach basis of LAh.

The proof is quite long and is essentially managing the expressions of en and b n
ph

(
x
n

)
c. See [10],

Theorem 1.7.8.

Definition 2.16. Let LA = {locally analytic functions on Zp} = ∪hLAh, be the set of locally
analytic functions. It’s not a Banach space, but an inductive limit of Banach spaces.

In particular, we observe that a sequence fn → f is in LA if and only if there exists an h such
that for every n, fn ∈ LAh and fn → f in LAh. As a corollary of Theorem 2.3, and using the
fact that 1

nvp(b
n
ph

(
x
n

)
c) ∼ 1

(p−1)ph
, we have the following result

Theorem 2.4. The function f =
∑∞

n=0 an
(
x
n

)
is in LA if an only if there exists r > 0 such that

vp(an)− rn→∞.

14



2.5 Measures and distributions

Definition 2.17. A distribution on Zp with values in a p-adic Banach space B is a continuous
linear map

µ : LA(Zp,Qp) −→B (3)

f 7−→µ(f) =:

∫
Zp
f(x)µ(x) (4)

We denote by D(Zp, B) the set of distributions on Zp with values in B.

Definition 2.18. A measure on Zp with values in a p-adic Banach space B is a continuous linear
map

µ : C0(Zp,Qp) −→B (5)

f 7−→µ(f) =:

∫
Zp
f(x)µ(x) (6)

We denote by D0(Zp, B) the set of measures on Zp with values in B. It is a p-adic Banach space
with valuation

vD0(µ) = inf
f 6=0

(
vp

(∫
Zp
fµ

)
− vC0(f)

)
Observation 2.5. The definition of measure that we have just given is equivalent to the one
given usually in calculus courses, i.e, as an additive function on the set of compact open sets of
Zp. See for instance [16].

Definition 2.19. A distribution µ is a distribution of order r on Zp with values in a p-adic
Banach space B if it extends to a continuous linear map

µ : Cr(Zp,Qp) −→B (7)

f 7−→µ(f) =:

∫
Zp
f(x)µ(x) (8)

We denote by Dr(Zp, B) the set of measures on Zp with values in B. It is a p-adic Banach space
with valuation

v′Dr(µ) = inf
f∈Cr

(
vp

(∫
Zp
fµ

)
− vCr(f)

)

Moreover, denote by LP [0,N ] the set of locally polynomial functions on Zp, of degree no more
than N . We have the following result, that will be needed in Section 4. The proof is skipped,
because it’s tedious and not very enlightening, but can be found in [10], Theorem 1.9.7.
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Theorem 2.5. Let r ≥ 0, N ≥ r. If f 7→
∫
Zp fµ is a linear function from LP [0,N ] to a Banach

space B, such that ∃C

vp

(∫
a+pnZp

(x− a)jµ

)
≥ C + (j − r)n

for every a ∈ Zp, n, j ∈ N, then µ extends uniquely to a distribution of order r.
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3 p-adic zeta functions of Kubota-Leopoldt

The aim of this chapter is to construct a p-adic zeta function: An analogous of the Riemann Zeta
function but with p-adic domain instead of C. We will do this by interpolating the Riemann
Zeta function at its special values. However, this can’t be done with whole generality, and we
will have to make some slight modifications to ζ in order to be able to interpolate it p-adically.
All the construction is explained in detail in [10].

We will also construct p-adic L-functions attached to Dirichlet characters, which are a gener-
alization of the case of the Riemann’s zeta function. The reference we follow for this second
method is [22].

3.1 Introduction: The Riemann Zeta function

Let

ζ(s) =
+∞∑
n=1

n−s =
∏

p prime

1

1− p−s
if Re(s) > 1

The second expression of ζ as a product is called an Euler product.

Recall that the gamma function Γ is the analytic continuation to C of Γ(s) =
∫ +∞

0 e−tts dtt . We
also have n−s = 1

Γ(s)

∫ +∞
0 e−ntts dtt , and therefore

ζ(s) =
1

Γ(s)

∫ +∞

0

+∞∑
n=1

e−ntts
dt

t
=

1

Γ(s)

∫ +∞

0

1

et − 1
ts
dt

t

The following lemma guarantees that ζ can be analytically continued to C.

Lemma 3.1. Let f : R+ → C be a C∞ function on R+, such that limt→+∞ t
nf(t) = 0 for every

n ∈ N. Then, L(f, s) defined for Re(s) > 0 as

L(f, s) =
1

Γ(s)

∫ +∞

0
f(t)ts

dt

t

has an analytic continuation to C, and we have

L(f,−n) = (−1)nfn(0)

Proof. First note that, to prove that L(f, s) converges for Re(s) > 0, it’s enough to show that∫ +∞
0 f(t)ts dtt converges, as Γ(s) given by an expression of this kind, for f(t) = e−t. Indeed,∫ +∞

0
f(t)ts

dt

t
=

∫ 1

0
f(t)ts

dt

t
+

∫ +∞

1
f(t)ts

dt

t

The first integral is over a compact set, so we can bound f(t) on it, and the result is finite. The
second integral converges by the condition limt→+∞ t

nf(t) = 0.
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Now, to show that L(f, s) defines an holomorphic function for Re(s) > 0, we can use Morera’s
theorem. It states that a continuous, complex-valued function on an open set D such that∮
γ f(z)dz = 0 for every piecewise closed path γ on D is holomorphic on D.

Then, if we consider the function s 7→
∫ +∞

0 f(t)ts dtt , we need to show that
∮
γ

∫ +∞
0 f(t)ts dtt =

0. But by Fubini’s theorem we can exchange the order of integration, and using that ts is
holomorphic, the equality holds. In conclusion, L(f, s) defines an analytic function on Re(s) > 0.

Now, using integration by parts, we get∫ +∞

0
f(t)ts

dt

t
=

[
f(t)

ts

s

]∞
0

− 1

s

∫ +∞

0
f ′(t)ts+1dt

t

Now, multiplying by 1/Γ(s), we get

L(f, s) =
1

Γ(s)

∫ +∞

0
f(t)ts

dt

t
=
−1

sΓ(s)

∫ +∞

0
f ′(t)ts+1dt

t
= −L(f ′, s+ 1)

This equation allows us to extend L(f, s) to Re(s) > −1, by setting L(f, s) = −L(f ′, s + 1).
Repeating this argument recursively, we can extend L(f, s) by analytic continuation to the whole
complex plane, and we have

L(f, s) = (−1)nL(f (n), s+ n)

And so, to prove that L(f,−n) = (−1)nfn(0) we only need to show that L(f, 0) = f(0). But

L(f, 0) = −L(f ′, 1) =

∫ ∞
0

f ′(t)dt = f(0)

Now let f(t) = t
et−1 =

∑∞
n=0Bn

tn

n! , which satisfies the conditions of the lemma above. The
coefficients Bn are called the Bernoulli numbers.

Theorem 3.1. ζ(s) has a meromorphic continuation to C, which is holomorphic except for a
simple pole at s = 1 with residue L(f, 0) = 1. Moreover, ζ(−n) = −Bn+1

n+1 ∈ Q.

Proof. We just have to use Lemma 3.1 applied to f(t), and note that ζ(s) = 1
s−1L(f, s− 1).

Definition 3.1. The analytic continuation of ζ(s) is the Riemann Zeta function.

Observation 3.1. The fact that ζ(−n) ∈ Q implies that it makes sense to try to interpolate
p-adically the ζ function using its special values. However, note that it won’t be possible to
interpolate it straight away, and we’ll have to introduce some modifications. The most obvious
one is due to the fact that

∞∑
n=1

n−s

is p-adically divergent: For arbitrarily big n, we can find a power of p that is greater than n, so
the terms of the sum don’t go to zero, and the sum diverges. To address that, we will interpolate
ζ with the Euler factor at p removed, that is, (1− ps)ζ(s) instead of ζ.
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The result by Kubota and Leopoldt that we want to prove is the following theorem.

Theorem 3.2. Let p be a prime and i ∈ Z/(p− 1)Z (or i ∈ Z/2Z if p = 2). Then there exists a
unique ζp,i : Zp → Cp, analytic on Zp such that ζp,i(−n) = (1− pn)ζ(−n) if n ≡ −i mod p− 1.

This result might be confusing at the beginning, as it doesn’t seem to be what was expected as
an interpolation of the Riemann’s zeta function. It claims the existence of several several p-adic
functions, and each one interpolates the special values of some congruence class modulo p − 1.
This is necessary, as it is not possible to construct a single p-adic function that interpolates
all the special values of (1 − ps)ζ(s) at the same time. The reason behind this is explained in
Section 3.4.

3.2 L-functions attached to Dirichlet characters

In fact, the construction that we have outlined of the Riemann Zeta Function can be generalized
to the case of L-functions attached to a Dirichlet character.

Definition 3.2. A Dirichlet character is a multiplicative homomorphism

χ : (Z/nZ)∗ → C∗

Definition 3.3. If χ : (Z/nZ)∗ → C∗ is a Dirichlet character, and n | m, then χ induces a
character mod m via the composition with the projection (Z/mZ)∗ → (Z/nZ)∗, so χ can be
thought as defined on any multiple of n. Reciprocally, a character mod m satisfying χ(a+n) =
χ(a) for every a ∈ (Z/mZ)∗ is induced from a character mod n. Therefore, for every character
there is a minimal integer fχ such that χ is defined mod fχ. We call it the conductor of χ, and
we say that φ is primitive when we think of it as defined mod fχ.

We can define the product of characters

χφ : (Z/lcm(fχ, fψ)Z)∗ → C∗

by χφ(a) = χ(a)φ(a).

Observation 3.2. Via the isomorphism Gal(Q(ζn)/Q) ∼= (Z/nZ)∗, we can identify Dirichlet
characters with Galois characters. This identification allows to use Dirichlet characters to prove
important results in the arithmetic of number fields. See for instance chapter 3 in [22].

Now let’s construct the L-function associated to a Dirichlet character. Let χ be a Dirichlet
character of conductor fχ, and define the L-series associated to the character as

L(s, χ) =

∞∑
n=1

χ(s)

ns

which converges for <(s) > 1. Notice that if we set χ to be the trivial character, we recover the
definition of the Riemann zeta function. We can use the same strategy as we’ve done for the
Riemann’s zeta function to prove that it can be analytically continued to the whole C.
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Proof. Let

f(t) =

fχ∑
a=1

χ(a)teat

efχt − 1

Now, we have
∞∑
n=1

χ(n)

ns
=

1

Γ(s)

∫ ∞
0

ts

( ∞∑
n=1

χ(n)e−nt

)
dt

t

But as χ has conductor fχ, we have χ(a+ nfχ) = χ(a), and therefore we have

∞∑
n=1

χ(n)e−nt =

fχ∑
a=1

χ(a)eat
∞∑
n=1

e−fχnt =

fχ∑
a=1

χ(a)eat
1

efχt − 1

Then, we have that L(s, χ) = 1
s−1L(f, s − 1), and so L(s, χ) has an analytic continuation to C

by Lemma 3.1.

Definition 3.4. The generalized Bernoulli numbers are the values defined by

fχ∑
a=1

χ(a)teat

efχt − 1
=
∞∑
n=0

Bn,χ
tn

n!

Notice that L(−n, χ) =
−Bn+1,χ

n+1 ∈ Q(χ), that is, Q adjoining the values of χ. But as χ is a
Dirichlet character, then its values are algebraic. Therefore we have that L(−n, χ) ∈ Q ⊆ Qp,
so it makes sense to try to interpolate p-adically L(s, χ) using its special values.

Observation 3.3. L(s, χ) also has an Euler product, given by

L(s, χ) =
∏
p

1

1− χ(p)p−s

The result that we will prove is the following one:

Theorem 3.3. Fix a prime p and let q = p if p 6= 2 and q = 4 if p = 2. Let χ be a Dirichlet
character of conductor f , and let F be a multiple of q and F . Then, there exists a p-adic
meromorphic function Lp(s, χ) defined on {s ∈ Cp||s| < qp−1/(p−1)} such that

Lp(1− n, χ) = −(1− χω−n(p)pn−1)
Bn,χω−n

n

Where ω denotes the Teichmüller character. Moreover, Lp is analytic except for χ = 1, when Lp
has a simple pole at s = 1.
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3.3 Measures and the Amice Transform

Definition 3.5. The Amice transform is defined as the map

A : D0(Zp, B) −→B[[T ]] (9)

µ 7−→Aµ(T ) :=
∞∑
n=0

Tn
∫
Zp

(
x

n

)
µ (10)

Lemma 3.2. If vp(z − 1) > 0, then Aµ(z − 1) =
∫
Zp z

xµ(x).

Proof. zx =
∑∞

n=0(z − 1)n
(
x
n

)
converges normally in C0(Zp,Qp), and we can interchange sum

and integral.

Theorem 3.4. The map µ 7→ Aµ is an isometry (distance preserving isomorphism between
metric spaces) from D0(Zp,Qp) to the space

{
∞∑
n=0

bnT
n, bn bounded and bn ∈ Qn}

where the valuation in this last space is given by v (
∑∞

n=0 bnT
n) = infn∈N vp(bn).

Proof. First of all, if b = (bn)n∈N is bounded, the measure µb given by f 7→
∑∞

n=0 an(f)bn is
well defined (by Mahler’s Theorem, as an(f) → 0,

∑∞
n=0 an(f)bn converges). Then we have, as

an(
(
x
i

)
) = δn,i

Aµb(T ) =
∞∑
n=0

Tn
∫
Zp

(
x

n

)
µb =

∞∑
n=0

Tn
(
biai

((
x

n

)))
=
∞∑
n=0

bnT
n

This proves that µ 7→ Aµ is surjective.

On the other hand, given a measure µ, we have Aµ =
∑∞

n=0 T
nbn with bn =

∫
Zp

(
x
n

)
µ. Now µb is

defined by

f 7→
∞∑
n=0

an(f)

∫
Zp

(
x

n

)
µ =

∫
Zp

∞∑
n=0

an(f)

(
x

n

)
µ =

∫
Zp
fµ

And we can exchange sum and integral in the last equality as we know that
∑
an(f)

(
x
n

)
converges.

Therefore, the map µ 7→ Aµ is injective, and its inverse is b 7→ µb.

Now let’s see that the map preserves distances. Let Aµ =
∑∞

n=0 bn(µ)Tn, with bn(µ) =
∫
Zp

(
x
n

)
µ.

Then, we have, using the definition of the valuation vD0 ,

vp(bn(µ)) ≥ vD0(µ) + vC0

(
x

n

)
= vD0(µ)

Therefore we have the first inequality v(Aµ) ≥ vD0(µ).
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On the other side, we have

vp

( ∞∑
n=0

bnan(f)

)
≥ inf

n∈N
vp(bn) + vp(an(f)) ≥

≥ inf
n∈N

(vp(bn)) + inf
n∈N

vp(an(f)) = v(Aµ) + vC0(f)

Therefore vD0(µb) = inff 6=0 vp

(∫
Zp fµb

)
−vC0(f) ≥ v(Aµ), if we let b = (bn) given by

∑∞
n=0 bnT

n =

Aµ. Therefore µb = µ and we have shown the other inequality. In conclusion,

vAµ = vD0(µ)

Now we proceed to define some operations that we can do in the space of measures. The most
important ones, which play a key role in the theory of p-adic L-functions, are the actions of the
operators ϕ and ψ.

Definition 3.6. ϕ : D0 → D0 is the operator defined by

ϕ : D0 −→ D0

µ 7−→ϕ(µ)

f 7−→
∫
Zp
f(px)µ

ψ : D0 → D0 is the operator defined by

ψ : D0 −→ D0

µ 7−→ϕ(µ)

f 7−→
∫
pZp

f(x/p)µ

Analogously, we define the operators ϕ, ψ in the space {
∑∞

n=0 bnT
n} as

ϕ(F )(T ) := F ((1 + T )p − 1)

and
ψ(F )((1 + T )p − 1) :=

1

p

∑
zp=1

F ((1 + T )z − 1)

The following result gives the basic properties of these operators.

Proposition 3.1. i) Aϕ(µ) = ϕ(Aµ) and Aψ(µ) = ψ(Aµ).
ii) ψ ◦ ϕ = Id
iii) ψ(µ) = 0 ⇐⇒ µ has support in Z∗p.
iv) ResZ∗p(µ) = (1− ϕψ)µ
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Proof. The only nontrivial statement is the first one. Indeed, Aϕ(µ)(T ) =
∑∞

n=0 T
n
∫
Zp

(
px
n

)
µ =∫

Zp
∑∞

n=0 T
n
(
px
n

)
µ =

∫
Zp(1 + T )pxµ = Aµ((1 + T )p − 1).

On the other side, Aψ(µ)(T ) =
∑∞

n=0 T
n
∫
pZp

(
x/p
n

)
µ =

∫
Zp

1
p

∑
zp=1 z

x(1 + T )x/p. Therefore,
Aψ(µ)((1 + T )p − 1) =

∫
Zp

1
p

∑
zp=1 z

x(1 + T )x = 1
p

∑
zp=1Aµ((1 + T )z − 1).

There are some other operations that can be made on measures and it’s worth defining them.

i) Multiplication by a function: Given f ∈ C0(Zp,Qp), and µ ∈ D0(Zp,Qp) we can define
fµ ∈ D0(Zp,Qp) by ∫

Zp
g(x)(fµ) =

∫
Zp
g(x)f(x)µ

For instance, if we let f(x) = zx such that vp(z − 1) > 0, and y such that vp(y − 1) > 0.
Then,

∫
Zp y

x(zxµ) =
∫
Zp(yz)

xµ = Aµ(yz − 1).
ii) Action of Γ: Let Γ = Gal(Qp(µp∞)/Qp)). Let χ : Γ → Z∗p be the cyclotomic character.

Given γ ∈ Γ and µ ∈ D0 we define γµ by its action on each f ∈ C0∫
Zp
f(x)(γµ) =

∫
Zp
f(χ(γ)x)µ

iii) Convolution: Given λ, µ two measures, we can define its convolution as∫
Zp
f(x)λ ∗ µ =

∫
Zp

(∫
Zp
f(x+ y)µ(x)

)
λ(y)

This gives a product in the space of measures. In fact, it can be seen that the Amice
transform gives not only an isomorphism of vector spaces, but also of Zp algebras when
we take the usual product in {

∑∞
n=0 bnT

n} and the convolution in D0. (See [19], Theorem
2.11).

3.4 The p-adic zeta function

After introducing the basic concepts, this section is dedicated to proof Theorem 3.2.

Lemma 3.3. Let a ∈ Z∗p. Then, there exists a measure λa ∈ D0 such that

Aλa(T ) =
1

T
− a

(1 + T )a − 1

Proof. Note that, as a consequence of Theorem 3.4, it’s enough to show that 1
T −

a
(1+T )a−1 belongs

to Zp[[T ]], with bounded coefficients. Indeed, using that (1 + T )a − 1 =
∑∞

n=1

(
a
n

)
Tn, we have

1

T
− a

(1 + T )a − 1
=

1

T
− 1

T
∑∞

n=1 a
−1
(
a
n

)
Tn−1

=
T
∑∞

n=1 a
−1
(
a
n

)
Tn−1 − T

T 2
∑∞

n=1 a
−1
(
a
n

)
Tn−1

=

=

∑∞
n=2 a

−1
(
a
n

)
Tn−2∑∞

n=1 a
−1
(
a
n

)
Tn−1

(11)
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But, as
(
a
1

)
= a, then the expression in the denominator has constant term 1, so it is invertible in

Zp[[T ]] (see [3], Exercise 1.5), and its valuation is 0. Therefore, 1
T −

a
(1+T )a−1 ∈ Zp[[T ]], and the

coefficients are bounded (as the coefficients of the numerator have valuation 0 and in particular
are bounded, and the denominator is a unit). This proves the existence of the measure λa.

Proposition 3.2. For every n ∈ N, we have∫
Zp
xnλa = (−1)n(1− a1+n)ζ(−n)

Proof. Choose a ∈ R∗+, and let T = et − 1. Then, we define fa(t) = Aλa(T ) = 1
et−1 −

a
eat−1 .

Then fa(t) is C∞ on R+ and exponentially decreasing, so, using Lemma 3.1, we have that

L(fa, s) =
1

Γ(s)

∫ ∞
0

fa(t)t
sdt

t
= (1− a1−s)ζ(s)

fna (0) = (−1)nL(fa,−n) = (−1)n(1− an+1)ζ(−n)

(12)

As the last equation is true for all naturals, it is also true if we take a ∈ Z∗p, and therefore to
conclude the proof of the proposition it’s enough to show that we have

∫
Zp x

nλa = fna (0). Indeed,

∫
Zp
xnλa =

(
d

dt

)n(∫
Zp
etxλa

)
|t=0 =

(
d

dt

)n
Aλa(et − 1)|t=0 = fna (0)

Observation 3.4. The result of this last preposition is a step towards our result: We have
related a p-adic expression with the special values of the Riemann zeta function. We would like
to extend the map n 7→

∫
Zp x

nλa to a continuous function in Zp. However, this is not possible in
general, as n 7→

∫
Zp x

nλa is not p-adically continuous, unless we restrict to a single class modulo
p− 1. This is proved in the following theorem.

Theorem 3.5. (Kummer’s Congruences) Let a ∈ Z∗p and k ≥ 1 (k ≥ 2 if p = 2). Let n1, n2 ≥ k
such that n1 ≡ n2 mod (p− 1)pk−1. Then,

(1− a1+n1)ζ(−n1) ≡ (1− a1+n2)ζ(−n2) mod pk

Proof. From the last proposition, and the fact that n1 ≡ n2 mod (p−1)pk (and so in particular
they’re congruent modulo 2) we have that

(1− a1+n1)ζ(−n1)− (1− a1+n2)ζ(−n2) = (−1)n1

∫
Zp

(xn1 − xn2)λa

Moreover, from the definition of the valuation in D0, we get the following inequality

vp

(∫
Zp
xn1 − xn2

)
≥ vD0(λa) + vC0(xn1 − xn2)
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We know from Lemma 3.3 that vD0(λa) = 0. Therefore, as vp((−1)n) = 0, we have vp(1 −
a1+n1)ζ(−n1) − (1 − a1+n2)ζ(−n2) ≥ vC0(xn1 − xn2). Therefore it’s enough to show that for
an arbitrary x, we have vp(xn1 − xn2) ≥ k. Indeed, there are 2 possibilities: If x ∈ pZp, then
vp(x

n
1 ), vp(x

n2) ≥ k, as n1, n2 ≥ k, and so we have vp(xn1 − xn2) ≥ k. On the other side, if
x ∈ Z∗p, then using that Z/pkZ has order (p− 1)pk and n1−n2 is a multiple of (p− 1)pk we have
that xn1 − xn2 = xn2(xn1−n2 − 1). But modulo pk, xn1−n2 ≡ 1 so xn1 − xn2 is 0 modulo pk, i.e
vp(x

n1 − xn2) ≥ k.

However, we want to build a function that interpolates ζ(−n), instead of (−1)n(1−a1+n)ζ(−n),
so we need to remove the dependency on a ∈ Z∗p. It turns out that this can’t be done preserving
continuity, unless we remove the Euler factor of ζ at p, which we can do by restricting the integral
to Z∗p. This is in agreement with the discussion in the introduction of this chapter, where we
already pointed out the need to remove the Euler factor at p to be able to interpolate ζ. We’ll first
study the restriction to Z∗p and then justify in Observation 3.5 that this grants p-adic continuity.

Proposition 3.3. ψ(λa) = λa.

Proof. We only need to show the same on the Amice transform of λa. Let γa ∈ Γ be the inverse
of a by the cyclotomic character χ : Γ→ Z∗p, that is, χ(γa) = a. Then, we have

Aλa =
1

T
− a(1 + T )a − 1 =

1

T
− aγa

(
1

T

)

Moreover, we claim that ψ( 1
T ) = 1

T . Indeed, let F (T ) = ψ( 1
T ). Then,

F ((1 + T )p − 1) =
1

p

∑
zp=1

1

(1 + T )z − 1
=
−1

p

∑
zp=1

∞∑
n=0

((1 + T )z)n =

= −
∞∑
n=0

(1 + T )pn =
1

(1 + T )p − 1

In conclusion, ψ( 1
T ) = F (T ) = 1

T as claimed.

Therefore, as Γ and ψ commute,

ψ(Aλa) = ψ

(
1

T

)
− ψ

(
aγa

(
1

T

))
=

1

T
− aγa

(
1

T

)
= Aλa

Corollary 3.1. i) ResZ∗p(λa) = (1− ϕψ)λa = (1− ϕ)λa
ii)
∫
Z∗p
xnλa =

∫
Zp x

n(1− ϕ)λa = (−1)n(1− an+1)(1− pn)ζ(−n)

Observation 3.5. ([16], pg 44, Theorem 7) If p − 1 - n1 and n1, n2 are such that n1 ≡ n2

mod (p− 1)pk, then

(1− pn1)ζ(−n1) ≡ (1− pn2)ζ(−n2) mod pk+1
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In other words, for natural numbers that are congruent modulo p− 1, the map

n 7→ (1− pn)ζ(−n) =
1

1− an+1

∫
Z∗p
xnλa

is continuous.

Finally, we extend the function n 7→ 1
1−an+1

∫
Z∗p
xnλa to the whole Zp. It turns out that there

isn’t a unique way to construct this extension. This is a consequence of the following: To
extend

∫
Z∗p
xnλa, it seems natural to try to do it by exchanging xn by xs, for every s ∈ Zp.

However, this won’t work, as the definition that we have for xs (see Definition 2.9) only works if
vp(x−1) > 0. In a second attempt, we can try to extend xn as exp(s log(x)), which is well defined
as log(x) ∈ pZp, but this doesn’t exactly give xs, but 〈x〉s (see Section 2.1, this is explained).
This gives an intuition of why are there p− 1 different ways to extend this function. Moreover,
Observation 3.5 also points in this direction, as we have only showed that n 7→ 1

1−an+1

∫
Z∗p
xnλa

is continuous for n ∈ N that are congruent modulo (p− 1).

As we see next, the existence of these extensions is a consequence of Leopoldt’s Γ Transform.

Proposition 3.4. If λ is a function on Z∗p, let

• µ = µp−1 be the set of p− 1 roots of unity in Zp, and q = p, if p 6= 2.

• µ = {±1} and q = 4 if p = 2.

Then, there exists a measure Γ
(i)
λ on Zp, the Leopoldt’s Transform of λ, such that∫

Z∗p
ω(x)i〈x〉sλ(x) =

∫
Zp
usyΓ

(i)
λ (y) = A

Γ
(i)
λ

(us − 1)

Where u = 1 + q, ω(x) is the Teichmüller character, and 〈x〉 = x
ω(x) .

Proof. By additivity of the integral, we have∫
Z∗p
ω(x)i〈x〉sλ(x) =

∑
ε∈µ

ω(ε)i
∫
ε+qZp

〈x〉sλ(x) =

=
∑
ε∈µ

ω(ε)i
∫

1+qZp
〈xε〉sγε−1λ(x)

Where γε−1 ∈ Γ is such that χ(γε−1) = ε. Now observe that we have an isomorphism α :

1 + qZp → Zp defined by x 7→ y = log(x)
log(u) (c.f Section 2.1), and so for an arbitrary f , we have∫

Zp
f(y)α∗(γε−1λ) =

∫
1+qZp

f(α(x))γε−1λ

Now note that 〈x〉s = exp(s log(x)) = exp(sy log(u)) = usy. Therefore, setting f(x) = 〈xε〉s, and
noting that log(ε) = 0, and therefore f(x) = 〈x〉s, we have∑

ε∈µ
ω(ε)i

∫
1+qZp

〈xε〉sγε−1λ(x) =
∑
ε∈µ

ω(ε)i
∫
Zp
usyα∗(γε−1λ(x))
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In conclusion, we can set Γ
(i)
λ =

∑
ε∈µ ω(ε)iα∗(γε−1λ(x)).

As a Corollary, we can finally prove the main Theorem for this chapter.

Definition 3.7. (p-adic zeta function) We define the p-adic zeta function as

ζp,i =
1

1− ω(a)1−i〈a〉1−s

∫
Z∗p
ω(x)−i〈x〉−sλa(x)

Corollary 3.2. (Theorem 3.2) Let p be a prime and i ∈ Z/(p − 1)Z (or i ∈ Z/2Z if p = 2).
Then there exists a unique ζp,i : Zp → Cp, analytic on Zp such that ζp,i(−n) = (1− pn)ζ(−n) if
n ≡ −i mod p− 1.

Proof. Indeed, ζp,i =
A

Γ
(i)
λ

(u−s−1)

1−ω1−i〈a〉1−s by Proposition 3.4. Therefore, ζp,i is continuous where the
denominator doesn’t vanish, because A

Γ
(i)
λ

(u−s−1) is continuous. This is ensured when ω(a)1−i 6=
1, i.e i 6= 1. For i = 1, there is a simple pole at s = 1.

Moreover, if n ≡ i mod (p− 1), then

ζp,i(−n) =
1

1− ω(a)1−i〈a〉1+n

∫
Z∗p
ω(x)−i〈x〉nλa(x) =

=
1

1− ω(a)1+n〈a〉1+n

∫
Z∗p
ω(x)n〈x〉nλa(x) = (1− pn)ζ(−n)

This proves the existence of ζi,p. Uniqueness is trivial, as the set n ∈ N such that n ≡ i
mod (p − 1) is a dense subset of Zp. Finally, to show analycity, recall that u = 1 + q and
so vp(AΓ

(i)
λ

(u−s − 1)) ≥ n. In particular, using Theorem 2.4, we get that ζp,i is analytic on
neighbourhoods small enough. However, it’s not true that ζp,i admits a power series expansion
that converges in the whole Zp.

3.5 p-adic L-functions attached to Dirichlet characters

We could generalize the whole last section to the case of the L-function associated to a Dirichlet
character. Indeed, one can show that for χ 6= 1, taking µfχ a primitive fχ-th root of unity, and
defining

f(t) =
1∑fχ−1

a=0 χ−1(a)µ−afχ

fχ−1∑
a=0

χ−1(a)

µ−afχ e
t − 1

We have L(s, χ) = L(f, s), and so we can define

Fχ(T ) =
−1∑fχ−1

a=0 χ−1(a)µ−afχ

fχ−1∑
a=0

χ−1(a)

µ−afχ (T + 1)− 1

Then, we can repeat the same arguments, find that ∃µχ ∈ D0(Zp,Qp) such that

Aµχ(T ) = Fχ(T )
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And so we have that ∫
Zp
xnµχ = L(−n, χ)

Following the same arguments of the last section, we can then build Lp(s, χ) such that Lp(−n, χ) =
(1 − χ(p)pn)L(−n, χ). A detailed explanation of this can be found in [12]. Note that, in this
situation, if we assume χ 6= 1, we have that Fχ(T ) doesn’t depend on any choice (in contrast
with 1

T −
a

(1+T )a−1 , which depended on the choice of a ∈ Z∗p). This is because the natural choice
of power series for the case of Riemann’s zeta function would have been 1

T , but we had to adapt
it as this doesn’t belong to Zp[[T ]].

However, instead of proceeding this way, we will now follow a different approach, explained in
[22]. Our goal is to prove Theorem 3.3.

Definition 3.8. The Bernoulli polynomials are the polynomials Bn(X) defined by

teXt

et − 1
=
∞∑
n=1

Bn(X)
tn

n!

From the definition, it’s immediate that Bn(X) =
∑n

i=0

(
n
i

)
BiX

n−i.

Proposition 3.5. Let χ be a character of conductor f , and let F be any multiple of f . Then,

Bn,χ = Fn−1
F∑
a=1

χ(a)Bn(a/F )

Proof.

∞∑
n=0

Fn−1
F∑
a=1

χ(a)Bn

( a
F

) tn
n!

=
1

F

∞∑
n=0

F∑
a=1

χ(a)Bn

( a
F

) (Ft)n

n!
=

F∑
a=1

χ(a)
1

F

Fte(a/F )Ft

eFt − 1
=

F∑
a=1

χ(a)
te(a/F )Ft

eFt − 1

If we let g = F/f and a = b+ cf , we can rewrite the last expression as

f∑
b=1

g−1∑
c=0

χ(b)
te(b+cf)t

efgt − 1
=

f∑
b=1

χ(b)
tebt

eft−1

Then, comparing the equal powers of t in the first and last expressions, we get

Bn,χ = Fn−1
F∑
a=1

χ(a)Bn(a/F )
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Definition 3.9. We define the Hurwitz zeta function as the analytic continuation of

ζ(s, b) =
∞∑
n=0

1

(b+ n)s
<(s) > 1; 0 < b ≤ 1

Note that we can express the L-function of a character χ in terms of Hurwitz zeta functions:

L(s, χ) =
∞∑
n=1

χ(n)

ns
=

f∑
a=1

χ(a)
∞∑
n=0

1

a+ nf
=

f∑
a=1

χ(a)f−sζ (s, a/f)

The same argument is used in the following definition.

Definition 3.10. Given F a positive integer, 0 < a < F and s a complex variable, we define

H(s, a, F ) =
∑

m≡a mod F

m−s =
∞∑
n=0

1

(a+ nF )s
= F−sζ

(
s,
a

F

)
H satisfies that

H(−n, aF ) = −F
nBn+1(a/F )

n+ 1
∈ Q

This is a consequence of the special values of the Hurwitz zeta function, ζ(−n, b) = −Bn+1(b)
n+1 .

See for instance [2], Theorem 12.13 for a proof of this fact.

Now our first objective is to construct a p-adic analogue of the function H. To do so, we will
need a lemma first.

Lemma 3.4. (von Staudt-Clausen theorem) Let n be an even positive integer. Then,

Bn +
∑

(p−1)|n

1

p
∈ Z

Proof. We claim that, for every prime p, either Bn ≡ −1
p mod Zp, if (p − 1) | n or Bn ≡ 0

mod Zp, if (p− 1) - n. We prove the claim by induction. The case n = 0 is trivial. Let’s assume
that the claim holds for m < n and prove it for n. We have, by Proposition 3.5, that

Bn = Bn,1 = pn−1
p∑
a=1

Bn(a/p)

Using the expression of Bernoulli polynomials in terms of the Bernoulli numbers, we have

Bn = pn−1
p∑
a=1

n∑
j=0

(
n

j

)
Bj(a/p)

n−j =

p∑
a=1

n∑
j=0

(
n

j

)
(pBj)a

n−jpj−2

By induction, we have that pBj ∈ Zp, so the sum modulo Zp results as

Bn =

p∑
a=1

pB0a
np−2 + npB1a

n−1p−1 + pBnp
n−2
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Note that B0 = 1 and B1 = −1/2. Then B1 ∈ Zp if p 6= 2, and if p = 1, as n is even, nB1 ∈ Z2.
Therefore the second term is zero mod Zp, and we have that

(1− pn−1)Bn ≡
1

p

p∑
a=1

an ≡

{
p−1
p if (p− 1) | n

0 if (p− 1) - n

Since 1− pn−1 ≡ 1 mod p, the claim follows.

Now Bn +
∑

(p−1)|n
1
p is in Zp for every p, so prime p, so there are no primes in the denominator,

and so it must be an integer.

In particular, this lemma tells us that the denominators of the Bernoulli numbers do not contain
repeated powers of any prime. Now we can construct the p-adic analogue of H.

Theorem 3.6. Let q | F and p - a. Then, there exists a p-adic meromorphic function Hp(s, a, F )
defined on {s ∈ Cp||s|qp−1/(p−1)} such that

Hp(−n, a, F ) = w−1−n(a)H(−n, a, F )

In particular, if n ≡ 0 mod (p − 1), or mod 2 if p = 2, then Hp(−n, a, F ) = H(−n, a, F ).
Moreover, H is analytic except for a simple pole at s = 1 with residue 1/F .

Proof. Let

Hp(s, a, F ) =
1

s− 1

1

F
〈a〉1−s

∞∑
j=0

(
1− s
j

)
Bj

(
F

a

)j
Note that we only have to prove that the infinite sum converges p-adically, as the rest of the
statement is immediate. Indeed, we have

Hp(1− n, a, F ) =
−1

nF
〈a〉n

n∑
j=0

(
n

j

)
Bj

(
F

a

)j

Multiplying and dividing by
(
a
F

)n and rearranging the terms, we get

Hp(1− n, a, F ) = −F
n−1ω−n(a)

n
Bn

( a
F

)
Moreover, at s = 1 we have residue

1

F
〈a〉0

∞∑
j=0

(
0

j

)
Bj

(
F

a

)j
=

1

F

Now let’s prove the converge. By Lemma 3.4, the Bernoulli numbers have at most 1 factor p
at the denominator. Moreover, as q | F and p - a, we have that |Bn(F/a)j | ≤ p

qn . So, taking
r < 1/q,

∑∞
j=0

(
s
j

)
Bj(F/a)j is a Mahler series satisfying the conditions of Theorem 2.4, and so it
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is locally analytic. Moreover, we can say more about the radius of convergence, and ensure that
this Mahler series will be analytic on

{s ∈ Cp such that |s| < qp−1/(p−1)}

As qp−1/(p−1) > 1, this is the same set as

{s ∈ Cp such that |1− s| < qp−1/(p−1)}

Therefore, the series
∞∑
j=0

(
1− s
j

)
Bj(F/a)j

converges, and so does Hp(s, a, F ).

As a consequence, we can prove the desired result.

Theorem 3.7. Let χ be a Dirichlet character of conductor f and let F be any multiple of
f and q. Then, there exists a p-adic meromorphic (analytic if χ 6= 1) function, Lp(s, χ) on
{s ∈ Cp such that |s| < qp−1/(p−1)} such that

Lp(−n, χ) = −(1− χω−n−1(p)pn)
Bn,χω−n−1

n+ 1

If χ = 1, then Lp(s, 1) is analytic except for a pole at s = 1, with residue (1− 1/p). In fact, we
have the formula

Lp(s, χ) =
1

F

1

s− 1

F∑
a=1,p-a

χ(a)〈a〉1−s
∞∑
j=0

(
1− s
j

)
Bj

(
F

a

)j

Proof. We just have to show that the formula provided for Lp(s, χ) satisfies the requirements.
Note that

Lp(s, χ) =
F∑

a=1,p-a

χ(a)Hp(s, a, F )

Therefore the convergence and analycity statements are automatically satisfied by Theorem 3.6.
At s = 1, it has residue

1

F

F∑
a=1,p-a

χ(a)

which is (1− 1/p) for χ = 1. In the case χ 6= 1, the value of the sum can be rewritten (summing
over all a and removing the multiples of p) as

1

F

F∑
a=1

χ(a)− 1

F

F/p∑
b=1

χ(pb)
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Both sums are zero, so Lp(s, χ) doesn’t have a pole at s = 1 if χ 6= 1. Now it only remains to
compute the values of Lp(s, χ) at negative integers. Indeed,

Lp(−n, χ) =
F∑

a=1,p-a

χ(a)Hp(−n, a, F ) = − 1

n
Fn−1

F∑
a=1,p-a

χω−n−1(a)Bn+1

( a
F

)
=

− 1

n
Fn−1

F∑
a=1

χω−n−1(a)Bn+1

( a
F

)
+

1

n
Fn−1

F/p∑
b=1

χω−n−1(pb)Bn+1

(
b

F/p

)
But the second sum is zero, as either p | fχω−n−1 and then χω−n−1(pb) = 0 for every b, or
fχω−n−1 | (F/p), and then we can apply Proposition 3.5 on both sums and we have

Lp(−n, χ) = − 1

n+ 1
(1− χω−n−1(p)pn)Bn,χω−n−1

Note that the case p | fχω−n−1 is also accounted in this formula, as then χω−n−1(p) = 0.

Observation 3.6. Note that Lp(s, χ) doesn’t interpolate all the special values of L(s, χ) (with
the Euler factor removed) at once. In particular, we have

Lp(−n, χ) = (1− χ(p)pn)L(−n, χ) if n ≡ 0 mod p− 1

In any other case, Lp(s, χ) is a combination of L(s, χωj), for j in the different classes modulo
p− 1. In particular, if we set χ = 1 we get

Lp(s, 1) = ζp,0(s)

It’s interesting to compare the two results that we obtained using different approaches: The-
orem 3.2 and Theorem 3.3. Both of them are consistent with the fact that we’re allowed to
interpolate (1− ps)ζ(s) only at its special values congruent modulo p− 1.

Colmez’s result gives a more complete construction, as we get a different p-adic function that
interpolates the special values for each class modulo p − 1. The resulting functions are defined
on Zp. On the other side, Washington’s approach results only in a function, defined in a disk of
Cp, which interpolates the elements in 0 mod p− 1. In addiction, this construction is not only
valid for the Riemann zeta function, but for all L-functions attached to Dirichlet characters.
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4 p-adic L-functions of modular forms

We will now construct p-adic L-functions attached to modular forms. We begin by introducing
the classical L-functions of modular forms, and we see the analogies with Riemann’s zeta function.
Then we follow the same strategy as we did in the previous chapter for the Riemann Zeta function:
We prove that the special values of the L-functions attached to modular forms are algebraic (i.e.
∈ Q), and so they can be p-adically interpolated. Via this p-adic interpolation, we construct the
p-adic L-functions. We assume that the reader has some basic notions of the theory of modular
forms, for instance the contents that can be found in [20] or chapter 2 of [10].

4.1 Introduction: L-functions attached to modular forms

Lemma 4.1. (Estimates for the Fourier coefficients) Let Γ ⊆ SL2(Z) be a subgroup of finite
index. Let f =

∑
n∈ 1

M
N an(f)qn ∈Mk(Γ,C). Then, we have

an(f) =


O(nk−1) if k ≥ 3

O(n log n) if k = 2

O(
√

(n)) if k = 1

Moreover, if f ∈ Sk(Γ), then an(f) = O(nk/2).

Proof. It is long and tedious, so we don’t include it here. It can be found in [10], Proposition
3.1.1.

Definition 4.1. Given a sequence {an}n∈N, one defines its Dirichlet Series as

D(s) =
∞∑
n=1

an
ns

Note that for an = 1 for every n, we get the Riemann Zeta function, so Dirichlet Series may be
seen as a generalization of the zeta function. In particular, we can define a Dirichlet series using
the coefficients of the q-expansion of a modular form.

Definition 4.2. Given f ∈Mk(1), we define

L(f, s) =

∞∑
n=1

an(f)

ns
Λ(f, s) =

Γ(s)

(2π)s
L(f, s)

Example 4.1. If f = Gk, we get

L(Gk, s) =
∞∑
n=1

σk−1(n)

ns
=
∞∑
n=1

(∑
ad=n

dk−1

)
(ad)−s =

=

( ∞∑
a=1

a−s

)( ∞∑
d=1

dk−1−s

)
= ζ(s)ζ(s− k + 1)
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Observe that Lemma 4.1 guarantees that L(f, s) converges for <(s) big enough (in particular,
for <(s) > k), so there is a semiplane of absolute convergence. This is completely analogous
to the situation of Riemann’s zeta function. Moreover, we will see that Λ(f, s) can also be
meromorphically continued to the whole C.

Theorem 4.1. Let f ∈Mk(1), f =
∑∞

n=0 an(f)qn. Then, we have

i) Λ(f, s) has a meromorphic continuation to C.
ii) Λ(f, s) is holomorphic, except for simple poles at s = 0 and s = k, of residue a0(f) and

(−1)ka0(f).
iii) Λ(f, k − s) = (−1)kΛ(f, s)
iv) Λ(f, s)→ 0 on each vertical strip.

Proof. Let ϕ(t) = f(it)− a0(f). Then ϕ ∈ C∞(R+) and ϕ(t) = O(e−2πt) at ∞. As f ∈ Mk(1),
we have

ϕ(t−1) = (−1)ktkϕ(t) + (−1)ka0(f)tk − a0(k) (13)

For <(s) > 0 we have
∫∞

0 e−2πntts dtt = Γ(s)/(2πs). So, for <(s) > k, we have uniform conver-
gence, so we can interchange sum and integral and we get

Λ(f, s) =

∞∑
n=1

an(f)
Γ(s)

(2πn)s
=

∞∑
n=1

an(f)

∫ ∞
0

e−2πntts
dt

t
=

=

∫ ∞
0

ϕ(t)ts
dt

t
=

∫ ∞
1

ϕ(t)ts
dt

t
+

∫ 1

0
ϕ(t)ts

dt

t
=

=

∫ ∞
1

ϕ(t)ts
dt

t
+

∫ ∞
1

ϕ(t−1)t−s
dt

t

Now using Equation (13), we obtain finally

Λ(f, s) =

∫ ∞
1

ϕ(t)
(
ts + (−1)ktk−s

) dt
t
− a0(f)

(
(−1)k

k − s
+

1

s

)
Then, as the first term is holomorphic for all s ∈ C, we have proved (i) and (ii), and (iii) follows
immediately by replacing s by k − s. As ϕ(t) = O(e−2πt), the integral is absolutely convergent
and uniformly on each vertical strip, so Λ is bounded on each vertical strip.

Thanks to the results on Hecke operators we can prove the existence of an Euler product for
these L-functions.

Theorem 4.2. If f ∈ Sk(1) is primitive, then

L(f, s) =
∏
p

1

1− ap(f)p−s + pk−1−2s

Proof. anm(f) = an(f)am(f) if n,m are coprime. Then,

L(f, s) =
∏
p

( ∞∑
r=0

apr(f)p−rs

)
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Moreover, we have 0 = apr+1(f) − ap(f)apr(f) + pk−1apr−1(f). Multiplying by p−(r+1)s, and
summing over r, we get

∞∑
r=1

apr+1(f)p−rs−s −
∞∑
r=1

ap(f)apr(f)p−rs−s +
∞∑
r=1

pk−1−rs−sapr−1(f) = 0

Rearranging the terms we get

∞∑
r=2

aprp
−rs − app−s

∞∑
r=1

aprp
−rs + pk−1−2s

∞∑
r=0

p−rsapr

Now denote Lp =
∑∞

r=0 apr(f)p−rs. On one side, we have L(f, s) =
∏
p Lp. On the other side,∑∞

r=2 aprp
−rs = Lp − app−s − 1, and

∑∞
r=1 apr(f)p−rs = Lp − 1. Therefore, substituting in the

expression above, we have

Lp − app−s − 1− app−s(Lp − 1) + pk−1−2sLp = 0

And so
Lp =

1

1− app−s + pk−1−2s

Which proves the result by taking the product over p.

In fact, this results forMk(1) can be generalized to modular forms of higher level. Below we state
the generalized results, without proof. Set the following notation for congruence subgroups:

Γ0(N) =

{(
a b

c d

)
∈ SL2(Z)|c ≡ 0 mod N

}

We will also denote Sk(N) = Sk(Γ0(N)). For every level N , we can distinguish two types of
modular forms: Note that Γ0(N) ⊆ Γ0(M), for M | N . Therefore we have Sk(N) ⊇ Sk(M).

Definition 4.3. We say that f ∈ Sk(N) is old if f ∈ Sk(M) for some M | N . We say that
f ∈ Sk(N) is new if 〈f, g〉 = 0 for every old g. We denote by Snewk (N) the set of new forms in
Sk(N).

Definition 4.4. For f ∈ Sk(N), we define the action of the Hecke operator Tn, for (N,n) = 1
as

f |kTn = nk−1
∑

ad=n,a>1,b mod d

d−kf

(
az + b

d

)
Definition 4.5. f ∈ Sk(1) is called primitive if f ∈ Snewk (N), a1(f) = 1 and f |kTn = an(f)f ,
for (n,N) = 1.

Now we can state the analogue of Theorem 4.1 for higher level modular forms.
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Theorem 4.3. Suppose that f =
∑∞

n=1 anq
n ∈ Sk(N) is a primitive cusp form. Now we define

L(f, s) =
∞∑
n=1

an
ns

Λ(f, s) = Γ(s)

(√
N

2π

)s
L(f, s)

Then we have

i)

L(f, s) =
∏
p|N

1

1− app−s
∏
p-N

1

1− app−s + pk−1−2s

ii) Λ(f, s) has an analytic continuation to C and we have

Λ(f, s) = ±i−kΛ(f, k − s)

4.2 Algebraicity of special values of L-functions

In order to be able to interpolate the special values of these L-functions, we need to proof that
they satisfy some algebraic relation. However, we will see that the statement here is not as clean
as it was for the case of Riemann’s zeta function, as the special values are not rational, nor
algebraic, but algebraic modulo a product by a complex constant that only depends on f .

Notation. We denote by A[x](d) the space of polynomials with coefficients in A of degree less
or equal than d.

Definition 4.6. Let 0 ≤ j ≤ k − 2, and f ∈ Sk(N). Then, a modular symbol is an integral of
the form

∫ i∞
0 f(z)P (z)dz, for some P ∈ A[x](k−2). In particular, we define

rj(f) =

∫ i∞

0
f(z)zjdz

Observation 4.1. By induction and integration by parts, it’s immediate that

rj(f) =
Γ(j + 1)

(−2πi)j+1
L(f, j + 1)

So the modular symbols are related with the special values of the L-function.

The purpose of this section is to prove the algebraic relation satisfied by the special values of
L-functions (Theorem 4.5). We will prove it for the case of N = 1 (that is, modular forms for
SL2(Z)). However, some parts of the argument are stated in more general terms, and the result
holds in general for Sk(N).

Notation. • We denote by Lf the Z-module generated by {rj(f |kδ)}δ∈Γ0(N)�SL2(Z),0≤j≤k−2.
As congruence subgroups are of finite index in SL2(Z), Lf is finitely generated.

• Let N = 1. Then we denote L+
f (and respectively L−f ), the Z-module generated by rj(f),

for all odd (respectively even) j.

36



Definition 4.7. Let f ∈ Sk(1), and φ : Z→ Q constant mod M . Then, we let

L(f, φ, s) =

∞∑
n=1

φ(n)
an
ns

Λ(f, φ, s) =
Γ(s)

(2π)s
L(f, φ, s)

Lemma 4.2. Let P ∈ A[x](k−2), and r ∈ Q. Then∫ i∞

r
f(z)P (z)dz ∈ A · Lf

Proof. If r = 0 it follows immediately from the definition. Therefore we will reduce the general
situation to the case r = 0. Note that, given γ ∈ SL2(Z), by change of variable we have∫ γ(i∞)

γ(0)
f(z)P (z)dz =

∫ i∞

0
f(γz)P (γz)d(γz) =

∫ i∞

0
P |2−kγ(z)dz

where P |2−kγ(z) = (cz + d)k−2P (az+bcz+d) ∈ A[z](k−2). Therefore the last integral belongs to ALf .

If γ =

(
a b

c d

)
, then γ(0) = b/d and γ(i∞) = a/c.

Now let r = a/b, with (a, b) = 1. By [10], Proposition 2.2.1, there exists γl =

(
al−1 al

bl−1 bl

)
such

that (a0, b0) = (1, 0) and (an, bn) = (a, b).

Therefore, we have∫ i∞

r
f(z)P (z)dz =

n∑
l=1

∫ al−1/bl−1

al/bl

f(z)P (z)dz =
n∑
l=1

∫ i∞

0
f |kγl(z)P |2−kγl(z)dz ∈ A · Lf

Lemma 4.3. Let N = 1, P ∈ A[x](k−2), r ∈ Q and ε = ±1. Then, we have∫ i∞

r
f(z)P (z)dz − ε

∫ i∞

−r
f(z)P (−z)dz ∈ A · Lεf

Proof. This is just a matter of writing the expressions. For j odd, we have∫ i∞

−r
f(z)(−z)jdz = −

∫ i∞

−r
f(z)zjdz

Now, as in the proof of Lemma 4.2, expressing from
∫ i∞
−r in terms of

∫ i∞
0 changes he polynomial

involved in the integrals, but all the terms of even degree are the same in −
∫ i∞
−r f(z)zjdz and∫ i∞

r f(z)zjdz so they will cancel out and the difference belongs to A · L+
f . The same reasoning

proves the case of L−f .

The first important result is the following proposition:

37



Proposition 4.1. For f ∈ Sk(1) and φ : Z→ Q, constant modulo M , we have:

i) Λ(f, φ, j) ∈ Q · Lf .
ii) If moreover φ(−x) = ε(−1)jφ(x), then Λ(f, φ, j) ∈ Q · Lεf , if 1 ≤ j ≤ k − 1.

Proof. i) It’s enough to consider φ(n) = e2πinu
m , for 0 ≤ u ≤M − 1, as these functions form a

basis of the periodic functions mod M (by Fourier). As
∫∞

0 e−2πnyys dyy = Γ(s)
(2πn)s , we have

Λ(f, φ, s) =

∫ ∞
0

∞∑
n=1

ane
2πinu

M e−2πnyys
dy

y
=

∫ ∞
0

f(
u

M
+ iy)ys

dy

y

Now, with a change of variable u
M + iy = z, y = iy′ we get

Λ(f, φ, s)

∫ i∞

u/M
f(z)

(
z − u

M

)j−1
dz ∈ Q · Lf

ii) In this case, we can assume φ(n) = e2πiun
M + ε(−1)je−2πiun

M , and we have

Λ(f, φ, j) =

∫ i∞

u/M
f(z)

(
z − u

M

)j−1
dz + ε

∫ i∞

−u/M
f(z)

(
−z +

u

M

)j−1
dz

and the result follows from Lemma 4.3.

Definition 4.8. Let χ be a Dirichlet character mod N . Then, we define

Gj,χ,s(z) =
1

2

Γ(j)

(−2πi)j

′∑
N |m

(N,n)=1

χ(n)ys+1−k

(mz + n)j |mz + n|2(s+1−k)

Note that, in particular, if we set χ = 1 and s = k − 1, then Gj,χ,k−1 = Gj , so we can see this
as a generalization of the Eisenstein Series.

Definition 4.9. Let k = l + j ∈ N and let f =
∑∞

n=1 anq
n ∈ Sk(N,χ−1

1 ), g =
∑∞

n=1 bnq
n ∈

Ml(N,χ2).

Then, we define the convolution L-series of f, g with respect to the characters χ1, χ2 : (Z/NZ)∗ →
C∗ as

D(f, g, s) = L(χ, j + 2(s+ 1− k))

∞∑
n=1

anbn
ns

Lemma 4.4.

D(f, g, s) =
(4π)s

Γ(s)

(−2πi)j

Γ(j)
〈f, gGj,χ1χ2,s〉[SL2(Z) : Γ0(N)]
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Proof. It is basically an analytic calculation, the proof is based in the reasoning from [1]. We start
by recalling that Γ(s) =

∫∞
0 us−1e−udu. With the appropriate change of variables u = 4πny, we

get

Γ(s) = (4πn)s
∫ ∞

0
ys−1e−4πnydy

Now, we multiply on both sides of this equality by (4π)−s
∑∞

n=1
anbn
ns , and we get

Γ(s)(4π)−s
∞∑
n=1

anbn
ns

=
∞∑
n=1

anbn

∫ ∞
0

ys−1e−4πnydy

Therefore, we have
∞∑
n=1

anbn
ns

=
Γ(s)

(4π)s

∫ ∞
0

∞∑
n=1

anbne
−4πnyys−1dy

Finally, we use Parseval’s theorem, applied to f =
∑∞

n=1 ane
−2πinx and g and we have that∫ 1/2

−1/2
f(z)g(z)dx =

∞∑
n=1

anbne
−4πny

On conclusion, we finally get

∞∑
n=1

anbn
ns

=
Γ(s)

(4π)s

∫ ∞
0

ys−1dy

∫ 1/2

−1/2
f(z)g(z)dx

Now let Γ∞ = 〈T 〉. Note that the vertical strip over which we want to integrate [−1/2,−1/2]×
[0,∞) is exactly Γ∞�H. Therefore, we have

∞∑
n=1

anbn
ns

=
Γ(s)

(4π)s

∫
Γ∞�H

ys+1f(z)g(z)
dxdy

y2
=

=
Γ(s)

(4π)s

∫
Γ0(N)�H

∑
γ∈Γ∞�Γ0(N)

f(γz)g(γz)=(γz)s+1dxdy

y2
=

=
Γ(s)

(4π)s

∫
Γ0(N)�H

f(z)

g(γz)
∑

γ∈Γ∞�Γ0(N)

χ1χ2(d)

(cz + d)j
=(γz)s+1−k

 yk
dxdy

y2

Therefore, multiplying by L(χ1χ2, j + 2(s+ 1− k)) on both sides we get the desired result.

Proposition 4.2. i) D(f, g, s) admits a meromorphic continuation to C, which is holomor-
phic outside a simple pole at s = k if l = k and χ1χ2 = 1.

ii) If f is a primitive form, and g ∈Ml(N,χ2,Q), then

D(f, g, k − 1) ∈ Qπj+k−1〈f, f〉
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Proof. As already said, we will only give the proof for N = 1, χ1χ2 = 1. Using the last lemma,
(i) holds because the same statement holds for Gj,χ1χ2,s. Moreover, we have that

D(f, g, k − 1) =
(4π)k−1

Γ(k − 1)

(−2πi)j

Γ(j)
〈f, gGj〉[SL2(Z) : Γ0(N)]

Therefore, it will be enough to prove that

〈f, gGj〉 ∈ Q〈f, f〉

But by the fact that f is primitive, we can take fi a basis of Sk(1) of primitive forms, with
f1 = f . As gGj ∈ Mk(1,Q), we have gGj = λ0Gk +

∑
i λifi with λi ∈ Q. But 〈Gk, f〉 = 0 and

〈fi, k〉 = 0, for i 6= 1. Then, we have 〈f, gGj〉 = λ1〈f, f〉.

Lemma 4.5. Suppose that we have

∞∑
n=1

an
ns

=

 ∑
n∈Z[1/N ]∗

an
ns

∏
p-N

1

(1− αpp−s)(1− βpp−s)

and
∞∑
n=1

bn
ns

=

 ∑
n∈Z[1/N ]∗

bn
ns

∏
p-N

1

(1− γpp−s)(1− δpp−s)

with αpβp = χ1(p)pk−1 and γpδp = χ2(p)pl−1. Then, we have

D(f, g, s) =

 ∑
n∈Z[1/N ]∗

anbn
ns

∏
p-N

1

(1− αpγpp−s)(1− βpγpp−s)(1− αpδpp−s)(1− βpδpp−s)

Proof. First we claim that, under the hypothesis of the statement, we have

arp =
αr+1
p − βr+1

p

αp − βp
brp =

γr+1
p − δr+1

p

γp − δp

Let’s prove the claim. Let’s substitute the expression into the L-series factor for p.

∞∑
r=0

aprp
−rs =

∞∑
r=0

αr+1
p − βr+1

p

αp − βp
p−rs =

∞∑
r=0

αr
1− (βp/αp)

r+1

1− βp/αp
p−rs

Now we can separate this into two infinite sums, and we get

1

1− βp/αp

( ∞∑
r=0

αrpp
−rs − βp

αp

∞∑
r=0

βrpp
−rs

)
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Now using the formal inverse of the geometric series, we get

1

1− βp/αp

(
1

1− αpp−s
− βp
αp

1

1− βpp−s

)
Now we just have to sum these two fractions, and we get

1

1− βp/αp

1− βpp−s − βp
αp

(1− αpp−s)
(1− αpp−s)(1− βpp−s)

 =
1

(1− αpp−s)(1− βpp−s)

So the claim is proved. Now, to complete the proof, we just have to substitute these expressions,
and we obtain the result after long and tedious computations.

Theorem 4.4. Given f primitive we have, for l odd,

rk−2rl(f) ∈ Q〈f, f〉

Proof. For N = 1, let f ∈ Sk(1). For an even l, let g = Gl and we have

∞∑
n=1

bn
ns

=
∏
p

1

(1− p−s)(1− pl−1p−s)

Therefore, in the terms of the previous lemma, we have γp = 1, δp = pl−1.

D(f,Gl, s) =
∏
p

1

(1− αpp−s)(1− βpp−s)(1− αpp−s+l−1)(1− βpp−s+l−1)

And so
D(f,Gl, s) = L(f, s)L(f, s− l + 1)

But, by Proposition 4.2, D(f,Gl, k − 1) ∈ Qπj+k−1〈f, f〉. Therefore,

L(f, k − 1)L(f, k − l) ∈ Qπj+k−1〈f, f〉

Substituting rj(f) = Γ(j+1)
(−2πi)j+1L(f, j + 1), and using that j = k − l we get

rk−2(f)rk−l−1(f) ∈ Q〈f, f〉

Finally, we have the desired result.

Theorem 4.5. If f is primitive, there exist Ω+
f and Ω−f ∈ C such that, given φ : Z→ Q, constant

mod M , and satisfying φ(x) = ε(−1)jφ(−x), we have,

Λ(f, φ, j) ∈ Q · Ωε
f

For 1 ≤ j ≤ k − 1.
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Proof. We prove the case of ε = 1. By Proposition 4.1 we have that Λ(f, φ, j) ∈ Q · L+
f . But by

Theorem 4.4 all the rl(f) for l odd belong to Q〈f, f〉 1
rk−2(f) . Therefore take Ω+

f = 〈f,f〉
rk−2(f) and

the result holds.

We have reached an interesting point of the discussion. We aim to interpolate L(f, s) or Λ(f, s)
p-adically. For this purpose we need the special values of the L-functions to be rational or
algebraic. What we’ve seen in Theorem 4.5, however, is slightly different from this. It’s in some
sense weaker, as the special values of the L-function are not algebraic, we only have that the
transcendence is "controlled". In another sense, we got an stronger result, as we also got the
results for any morphism φ : Z/MZ→ Q and the twist of the L-function by this map: L(f, φ, s).

Observation 4.2. Suppose that f ∈ Sk(N) is primitive. Take any φ : Z → Q, and define
φ+(x) = 1

2(φ(x) + φ(−x)) and φ−(x) = 1
2(φ(x)− φ(−x)). Then,

Λ̃(f, φ, j) :=
Λ(f, φ+, j)

Ω
(−1)j

f

+
Λ(f, φ−, j)

Ω
(−1)j+1

f

∈ Q

for all 1 ≤ j ≤ k − 1.

Notation. We also denote Λ̃(f, j) = Λ̃(f, 1, j) = Λ̃(f, 1Zp , j).

4.3 p-adic L-functions of modular forms

Definition 4.10. Let
L(f, s) =

∏
p

1

Ep(s)

where Ep(s) ∈ Q[p−s] is the Euler factor at p, and has degree at most 2 in p−s. (c.f Theorem 4.3)
Let Ep(s) = (1− αp−s)(1− βp−s). Then, we define

fα(z) = f(z)− βf(pz)

Let f ∈ Sk(N). Before going on we recall the relation between the operators Tp and Up operators:

Tpf =


∑p−1

j=0 f |k

(
1 j

0 p

)
if p | N

∑p−1
j=0 f |k

(
1 j

0 p

)
+ pk−1f(pz) if p - N

Upf =

p−1∑
j=0

f |k

(
1 j

0 p

)

Therefore, we have

Tpf =

{
Upf if p | N
Upf + pk−1f(pz) if p - N
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Lemma 4.6. For every f ∈ Sk(N) primitive, it holds

fα|kUp = αfα

Proof. In the case p | N we have Ep(s) = (1 − αp−s), so α = ap, β = 0 and fα = f . Therefore
we have

fα|kUp = f |kTp = apf = αf = αfα

For the case p - N , we have α+ β = ap, αβ = pk−1 and f |kTp = (α+ β)f . Then

fα|kUp − αfα = (f − βf)|kUp =
1

p

p−1∑
i=0

f

(
z + i

p

)
− βf(z + i)− αf(z) + αβf(z) =

Upf − (α+ β)f + pk−1f = Tpf − apf = 0

In the last section we defined L(f, φ, s) for φ a constant function mod M . This definition can
be extended for the case of fα to the situation where φ is locally constant in Qp with compact
support.

Observation 4.3. Let φ ∈ LCc(Qp,Q) be a locally constant function in Qp with compact
support in p−rZp. Then there exists φ0 : Z → Q constant mod pmZ for some m, such that
φ(x) = φ0(prx).

On the other hand, if f =
∑

n>1 bnq
n, then we have Upf =

∑
n>1 bnpq

n. Therefore, Lemma 4.6
implies that the coefficients of the q-expansion of fα satisfy bnp = αbn.

Definition 4.11. Let φ ∈ LCc(Qp,Q) be a locally constant function in Qp with compact support
in p−rZp. Then, we define L(fα, φ, s) (and analogously Λ(fα, φ, s)) as

L(fα, φ, s) =
∑

n∈Z[1/p]

φ(n)
an
ns

Where we have defined an := α−rbprn, for n ∈ Z[1/p]. We have that L(fα, φ, s) = α−rprsL(fα, φ0, s).
In particular, Λ̃(fα, φ, j) ∈ Q for every φ ∈ LCc(Qp,Q).

Definition 4.12. Let φ ∈ LCc(Qp,Q), and constant modulo pnZ. The discrete Fourier trans-
form is

φ
∧

(x) = p−m
∑

y mod pm

φ(y)e−2πixy

for m ≥ n− vp(x).

Observation 4.4. Given a ∈ Qp, let φa(x) = φ(ax). Let a = pkα, with α ∈ Z∗p. Then, we have

φa(x)
∧

= p−m
∑

y mod pm

φ(ya)e−2πixy
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For m ≥ n− vp(x). Therefore, the sum has only pm−k different terms, each one pk times, and so
changing variables ya = y′ we get

φa(x)
∧

= p−mpk
∑

y′ mod pm−k

φ(y)e−2πixy/a = pvp(a)φ(x/a)
∧

Theorem 4.6. i) There exists a unique µf,α : LP [0,k−2](Zp,Qp) → Qp such that, for every
φ ∈ LC(Zp,Q), we have ∫

Zp
φ(x)xj−1µf,α = Λ̃(fα, φ

∧

, j)

for 1 ≤ j ≤ k − 1.
ii) ψ(µf,α) = 1

αµf,α.
iii) If vp(α) < k − 1, then µf,α extends uniquely as an element of Dvp(α).

Proof. The first statement is immediate, because we only want µf,α : LP [0,k−2](Zp,Qp)→ Qp, so
it’s enough to define how it acts on monomials of degree less than k−1 and extend the definition
by linearity. Indeed, we just need to define∫

Zp
φ(x)xj−1µf,α := Λ̃(fα, φ

∧

, j)

And note that both φ 7→ φ
∧

and φ 7→ Λ̃(f, φ, j) are linear maps.

For the second statement, using the observation above note that∫
pZp

φ

(
x

p

)(
x

p

)j−1

µf,α =
1

pj−1

∫
Zp
φ

(
x

p

)
xj−1µf,α =

1

pj−1
Λ̃(fα, p

−1φ(px)
∧

, j) =
1

pj
Λ̃(fα, φ(px)
∧

, j)

Now, as we saw on Definition 4.11, we have Λ̃(fα, φ(px)
∧

, j) = 1
αp

jΛ̃(fα, φ
∧

, j), and so∫
pZp

φ

(
x

p

)(
x

p

)j−1

µf,α =
1

α

∫
Zp
φ(x)xj−1µf,α

Or, in other words,

ψ(µf,α) =
1

α
µf,α

Finally, the last statement is just showing that Theorem 2.5 holds here, that is, there exists a
constant C such that

vp

(∫
a+pnZp

(x− a)jµf,a

)
≥ C + (j − vp(α))n

Note that we have

1a+pnZp
∧

=

{
p−ne−2πiax if x ∈ p−nZp
0 otherwise
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And so (
∧

1a+pnZp) = p−nφa(p
nx), where φa(x) := e2πiax/pn , for x ∈ Zp. Therefore we have

∫
a+pnZp

(x−a)jµf,a =

j∑
l=0

(−a)l
(
j

l

)
p−nΛ̃(fα, φa(p

n)
∧

, l+1) = α−n
j∑
l=0

(−a)j−l
(
j

l

)
pnlΛ̃(fα, φa

∧

, l+1)

Now, we have that

pnlΛ̃(fα, φa
∧

, l + 1) =

∫ i∞

−a/pn
fα(z)(pnz + a)ldz

And so

α−n
j∑
l=0

(−a)l
(
j

l

)
pnlΛ̃(fα, φa

∧

, l + 1) =

∫ i∞

−a/pn

j∑
l=0

(
j

l

)
(−a)j−lfα(z)(pnz + a)ldz =

∫ i∞

−a/pn
fα(z)(pnz)jdz ∈ α−npnjLfα

Then we just have to pick C = min(vp(r̃j(fα|kδ))) and the result holds.

As a consequence of this theorem, we can finally define the p-adic L function.

Definition 4.13. Let χ : Z∗p → C∗p be a continuous character. Then, we define

Lp,α(f ⊗ χ) =

∫
Z∗p
x−1χ(x)µf,α

Theorem 4.7. For 1 ≤ j ≤ k − 1, we have

Lp,α(f ⊗ xj) =

(
1− pj−1

α

)(
1− β

pj

)
Λ̃(f, j)

Proof. We have to compute
∫
Z∗p
xj−1µf,α = Λ̃(fα, 1Z∗p

∧
, j). First note that 1pZp(x) = 1Zp(x/p),

and so 1Z∗p

∧
(x) = 1Zp
∧

(x)− p−11Zp
∧

(xp). Therefore,

Λ̃(fα, 1Z∗p

∧
, j) = Λ̃(fα, 1Zp

∧
, j)− 1

p
Λ̃(fα, 1Zp
∧

(xp), j) = Λ̃(fα, 1Zp
∧

, j)

(
1− pj

αp

)
Where the last equality is provided by Definition 4.11.

On the other hand, we have fα(z) = f(z)−βf(pz), and Λ̃(f(pz), φ, j) = 1
pj

Λ̃(f, φ, j). Moreover,
1Zp
∧

= 1Zp . Putting everything together, we have∫
Z∗p
xj−1µf,α =

(
1− pj−1

α

)
Λ̃(fα, 1Zp
∧

, j) =

(
1− pj−1

α

)(
1− β

pj

)
Λ̃(f, 1Zp
∧

, j) =(
1− pj−1

α

)(
1− β

pj

)
Λ̃(f, j)
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Observation 4.5. If p - N , using that αβ = pk−1, we have

1− pj−1

α
= 1− β

pk−j

Therefore, the Euler factor of the p-adic L-function at p is(
1− pj−1

α

)(
1− β

pj

)
=

(
1− β

pj

)(
1− β

pk−j

)
Recall that the Euler factor of the L-function at p is (1−αp−s)(1−βp−s), so the Euler factor of
the p-adic L-function at p is the product of one part of the Euler factor of L(f, s) and one part
of the Euler factor of L(f, k− s). This is a general phenomena, which is in consonance with the
functional equation Λ(f, s) = Λ(f, k − s).

Observation 4.6. It’s interesting to compare the result we got for the case of modular forms,
and for the case of the Riemann’s zeta function or Dirichlet characters that we built in Section 3.
In the case of modular forms, the result obtained is much weaker: In addition to the discussion
on the algebraicity of the special values, we have only obtained a distribution that can interpolate
a finite number of special values. We haven’t obtained a p-adic function as in the case of the
Kubota-Leopoldt zeta function, but only a distribution that interpolates some of the values. This
tells us that, in the general case of a Galois representation, we can’t expect to get a p-adic L-
function interpolating the special values of the L-function, but the expected p-adic instance
of the L-function is played by a p-adic distribution that interpolates p-adically some
of the special values.
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5 Fontaine’s theory of (ϕ,Γ)-modules

5.1 Witt vectors

Let K/Qp be a finite unramified extension. Then K is a local field with p as an uniformizer, so
we can write elements of OK as x =

∑
n xnp

n, with some representatives xn ∈ K of the elements
of OK/pOK = κ. Usually, for K = Qp, we take xn = {0, 1, . . . , p− 1}, but it may be interesting
to choose other representatives.

Lemma 5.1. There is a unique homomorphism τ : κ∗ → O∗K , satisfying that τ(x) ≡ x mod p,
and it is given by x 7→ limn→∞ x

|K|n .

This lemma is just a generalization of what we saw in Definition 2.3 of Zp. τ is called the
Teichmüller lift, and extends to a map κ→ OK by τ(0) = 0. For every x ∈ OK there is a unique
sequence (xn), xn ∈ κ such that x =

∑∞
n=0 τ(xn)pn.

Let’s see how does the sum work for this expansion. Let x =
∑

n τ(xn)pn and y =
∑

n τ(yn)pn.
Then, ∑

n

τ(xn)pn +
∑
n

τ(yn)pn =
∑
n

τ((x+ y)n)pn

Reducing modulo p we get τ((x+ y)0) = τ(x0) + τ(y0)(modp) so (x+ y)0 = x0 + y0. Reducing
modulo p2 and after some calculations we get pτ((x + y)1) = τ(x

1/p
0 )p + τ(y

1/p
0 )p − (τ(x0)1/p +

τ(y
1/p
0 ))p + p(τ(x1) + τ(y1)) and so

(x+ y)1 = x1 + y1 −
p−1∑
n=1

1

p

(
p

n

)
x
n/p
0 y

(p−n)/p
0

This construction is generalized to an arbitrary setting (not just Qp) by the theory of Witt
vectors, which we summarize below.

Definition 5.1. Consider the set of variables {X0, X1, . . . }. We define the ghost component of
the sequence (X0, X1, . . . , ) as

X(n) = Xpn

0 + pXpn−1

1 + · · ·+ pnXn

Definition 5.2. Given a commutative ring R, a Witt vector over R (relative to a prime p) is
a sequence (X0, X1, . . . ) with Xi ∈ R. We give a ring structure on this set by X(n) + Y (n) =
(X + Y )(n) and X(n)Y (n) = XY (n). We denote this ring as W (R). We denote Wn(R) as the
projection of W (R) on the first n coordinates.

Observation 5.1. Note that W (Fp) = Zp. In fact, the ring of Witt vectors can be seen as
a certain way to construct local fields with a given residue field. The following theorem ([13],
Theorem A.42) makes this observation precise.

Theorem 5.1. For every perfect field κ of characteristic p, W (κ) is the unique complete discrete
valuation ring of characteristic 0 (up to unique isomorphism) which is absolutely unramified and
has κ as its residue field.
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In general, if the field is not perfect, there is a similar construction (namely, Cohen rings).

Definition 5.3. Given a field κ of characteristic p, there is a unique complete discrete valuation
ring of characteristic 0 (up to isomorphism) which is absolutely unramified and has κ as its
residue field. We call it the Cohen ring of κ and denote it C(κ).

5.2 p-adic Galois representations

We will introduce étale ϕ-modules, and later on étale (ϕ,Γ)-modules, which will be a tool that
will help us solve problems about p-adic Galois representations. This section is a summary of
the results about (ϕ,Γ)-modules in [10], complemented with some details from [13].

Definition 5.4. Let G be a topological group, B a topological commutative ring with a contin-
uous action of G that preserves the ring structure. Then, a B-representation of G is a B-module
of finite type, equipped with a semi-linear continuous action of G. In other words, X is a
B-representation of G if, for every xi ∈ X, λ ∈ B and g ∈ G, we have

g(x1 + x2) = g(x1) + g(x2) g(λx) = g(λ)g(x)

Observation 5.2. This definition is nothing else than an extension of the usual definition of
continuous representations, corresponding to the case when G acts trivially on B, and B is a
field.

Notation. We denote by RepB(G) the category of B-representations of G.

Let E be a field of characteristic p, and Esep be a separable closure of E with the Galois group
G = Gal(Esep/E). LetRepQp(G) be the category of p-adic representations ofG. LetOE = C(E)
and E = Frac(OE).
We can provide E with a Frobenius ϕ, a continuous endomorphism such that ϕ(OE) = OE and
that induces the absolute Frobenius x 7→ xp in E.

Definition 5.5. A ϕ-module M over OE is a pair (M,ϕ), where M is a OE -module and ϕ :
M →M is semilinear, i.e. if xi ∈M , λ ∈ OE , then

ϕ(x1 + x2) = ϕ(x1) + ϕ(x2) ϕ(λx) = ϕ(λ)ϕ(x)

Similarly, a ϕ-module D over E is a pair (M,ϕ), where M is a E-vector space and ϕ : M → M
is semilinear.

Let (OE)ϕ denote OE , viewed as an OE -module via the Frobenius ϕ. Let Mϕ = (OE)ϕ ⊗OE M .
Then, giving a semi-linear map ϕ : M →M is equivalent to give a linear map Φ : Mϕ →M .

Indeed, given φ : M → M semilinear, Φ(λ ⊗ x) = λϕ(x) defines a linear map Mϕ → M and,
reciprocally, given a linear map Φ : Mϕ → M , ϕ(x) = Φ(1 ⊗ x) defines the corresponding
semilinear map M →M . The same construction holds for ϕ-modules over E .

Definition 5.6. We say that a ϕ-module M is étale if the corresponding map Φ : Mϕ → M is
an isomorphism.
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Notation. Mét
ϕ (OE) denotes the category of étale ϕ-modules over OE . Respectively, Mét

ϕ (E)
denotes the category of étale ϕ-modules over E .

Let’s construct an equivalence of categories from the category of Zp (or Qp)- representations of
G to the category of étale ϕ modules over Zp (or Qp). The following key lemma is a consequence
of the functoriality of Cohen rings, see [13], A.45.

Lemma 5.2. Let F be a finite separable extension of E.

i) There is a unique unramified extension EF of E whose residue field is F .
ii) There is a unique endomorphism ϕ′ : EF → EF such that ϕ′|E = ϕ and ϕ′ induces the

Frobenius on F .
iii) If F/E is Galois, then EF /E is also Galois, and

Gal(EF /E) = Gal(F/E)

Definition 5.7. Eur :=
⋃
F/E finite unramified EF . Let Êur be its completion. Then OÊur =

lim←−nOÊur/p
nOÊur . ϕ extends by continuity to an action on OÊur and Êur, which commutes with

the action of G.

Theorem 5.2. i) The functor

D : RepZp(G) −→ Mét
ϕ (OE)

T 7−→(OÊur ⊗Zp T )G

is an equivalence of Tannakian categories, with inverse functor given by

V :Mét
ϕ (OE) −→ RepZp(G)

D 7−→(OÊur ⊗OE D)ϕ=1

ii) The functor

D : RepQp(G) −→ Mét
ϕ (E)

T 7−→(Êur ⊗Qp T )G

is an equivalence of Tannakian categories, with inverse functor given by

V :Mét
ϕ (E) −→ RepQp(G)

D 7−→(Êur ⊗E D)ϕ=1

5.3 Fontaine’s rings

Definition 5.8. Let A be a ring of characteristic p, and ϕ the absolute Frobenius. We define
R(A) := lim←−nAn, with An = A and transition maps ϕ.

R(A) = {x = (xn)n∈N such that xpn+1 = xn}
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Proposition 5.1. If A is a separated and complete ring for the p-adic topology, there is a
bijection between R(A/pA) and the set S = {(x(n))n∈N such that x(n) ∈ A, (x(n+1))p = x(n)}.

Proof. Given an element x = (xn) ∈ R(A/pA), choose for each xn a lifting x̂n ∈ A. We
have x̂n+1

p
= x̂n mod pA, and so ̂xn+m+1

pm+1

= x̂n+m
pm

mod pm+1A. Therefore the limit
x(n) := limm→∞ x̂n+m

pm exists in A, and is independent of the choice of the liftings.

This defines a map R(A/pA)→ S, whose inverse is the reduction modulo p.

Observation 5.3. As a consequence of this result, there are 2 ways of writing elements of
R(A/pA). One is as a sequence {(xn)}, xn ∈ A/pA. The other one is as a sequence {x(n)},
x(n) ∈ A.

Definition 5.9. Ẽ+ := R(OCp/pOCp), is a ring of characteristic p with valuation given by
vE(x) = vp(x

(0)).

Observation 5.4. Let’s fix an element ε = (1, ε(1), . . . ) ∈ Ẽ+, such that ε(1) 6= 1. Then, each
ε(n) is a primitive pn-th root of unity. Let π = ε−1 ∈ Ẽ+. We have π(0) = limk→∞(ε(k)−1)p

k . As
ε(k) is a primitive pk-th root of unity, then for every k we have vp(ε(k)−1)p

k
= pk 1

(p−1)pk−1 = p
p−1 ,

and so vE(π) = p
p−1 .

Definition 5.10. We define an action of GQp on ε by

g(ε) = εχ(g)

Where χ : GQp → Z∗p is the cyclotomic character.

Notation. Now let K/Qp be a finite extension, and let k be its residue field. We denote

• Kn := K(ε(n))

• K∞ =
⋃
nKn

• F’ the maximal unramified extension of Qp inside K∞

• GK = Gal(Qp/K), HK = Gal(Qp/K∞) and ΓK = GK/HK = Gal(K∞/K).

• E+
K := {x = (xn) ∈ Ẽ+, xn ∈ OKn/pOKn , ∀n ≥ n(K)}

• EK := E+
K [π−1].

Theorem 5.3. • EK is a local field of characteristic p, and ring of integers E+
K . If K/Qp

is unramified, then EK = k((π)).

• E = Es =
⋃

[K:Qp]<∞EK is a separable closure of EQp, and Gal(Es/EK) = HK .

• Ẽ = Ẽ+[π−1] is the completion of the radical closure of E.

This theorem is proved in a course by Fontaine, and we will use this result several times. Let’s
introduce some other rings that will be useful.
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Definition 5.11. We denote

• AQp = OE = C(EQp) and BQp = E . Similarly, AK = OEK = C(EK), and BK = EK .

• B = Êur and A = OÊur . Therefore B
HK = BK and AHK = AK .

• Ã+ = W (Ẽ+), Ã = W (Ẽ) and B̃ = Ã[1/p].

Definition 5.12. We denote by [ε] ∈ Ã+ the Teichmüller lift of ε, and π := [ε] − 1. We also
define the actions of ϕ and GQp as

ϕ([ε]) = [ε]p g([ε]) = [ε]χ(g)

Where χ : GQp → Z∗p is the cyclotomic character.

All this new definitions (and some more that we still have to introduce) seem very difficult to
handle with at the beginning. However, while it’s true that working with these rings is sometimes
intangible, one should focus in the properties that these rings inherit from the constructions of
Cohen or Witt rings. Moreover, the following result shows that some of these rings turn out to
have nice expressions after all.

Proposition 5.2. AQp = ̂Zp[[π]][π−1], so we have

AQp =

{ ∞∑
k∈Z

akπ
k|ak ∈ Zp, lim

k→−∞
vp(ak) = +∞

}

Similarly,

AK =

{ ∞∑
k∈Z

akπ
k|ak ∈ OF ′ , lim

k→−∞
vp(ak) = +∞

}

Observation 5.5. The above characterization of AQp and AK shows that these rings have 2
topologies (and therefore they also induce 2 different topologies in A and B).

• Strong topology: The p-adic topology given by the valuation vp(
∑∞

k=−N akπ
k) = infk{vp(ak)}.

It is the same as the topology of the inverse limit A = lim←−AQp/p
nAQp when we give the

discrete topology on each AQp/pnAQp . A basis of neighbourhoods of 0 is {pkAQp}k. (re-
spectively, the same for AK and A).

• Weak topology: The (p, π)-adic topology, given by the valuation vE(
∑∞

k=−N akπ
k) =

infk{vp(ak)+kvp(π)}. It is the same as the topology of the inverse limit A = lim←−AQp/p
nAQp

when we give each AQp/p
nAQp the topology induced by the valuation vE . A basis of

neighbourhoods of 0 is {pkAQp + πnAQp}k,n. (respectively, the same for AK and A).

We will also introduce the rings BdR, B+
dR which play an important role in p-adic Hodge theory.

Take a ∈ Ã+ = W (Ẽ+). Then we can write a = (a0, a1, . . . ), with each ai ∈ Ẽ+, so at its turn,
each ai can be written as ai = (ai,r)r, with ai,r ∈ OCp/p, a

p
i,r+1 = ai,r. Therefore, we have a
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natural map Ã+ → Wn(OCp/p) given by a 7→ (a0,n, a1,n, . . . , an−1,n). For every n, we have a
commutative diagram

Ã+ Wn+1(OCp/p)

Wn(OCp/p)

fn

where we have defined fn(x0, . . . , xn) = (xp0, . . . , x
p
n−1). It’s not difficult to see that we indeed

have
Ã+ = lim←−

fn

Wn(OCp/p) (14)

On the other hand, we have a map

ψn : Wn+1(OCp)→Wn(OCp/p)
(a0, . . . , an) 7→ (a0, . . . , an−1)

which has kernel I = (pa0, pa1, . . . , pan−1, an). We can define a map

wn+1 : Wn+1(OCp)→ OCp

(a0, . . . , an) 7→
n∑
i=0

ap
n−i

i pn−i

If we let wn+1 be the composition of wn+1 and quotient mod pn, we get that I ⊆ kerwn+1, and
so wn+1 factors through Wn(OCp/p). We denote by θn this morphism

θn : Wn(OCp/p)→ OCp/pn

Moreover, we have a commutative diagram

Wn+1(OCp) OCp/pn+1

Wn(OCp/p) OCp/pn

θn+1

fn

θn

and so we can induce a morphism

θ : Ã+ ∼= lim←−
fn

Wn(OCp/p)

Proposition 5.3. Let x ∈ Ã+. Then,

i) If x = (x0, x1, . . . ), with xi = (x
(m)
i )m ∈ Ẽ+, we have

θ(x) =
∑
m

pmx(m)
m
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ii) If x =
∑

n p
n[xn], then

θ(x) =
∑
m

pmx(0)
m

Proof. i) The image of x in Wn(OCp/p) is (x0,n, x1,n, . . . , xn−1,n). Take x(n)
i the lifting of xi,n

and we have

θn(x0,n, x1,n, . . . , xn−1,n) =
n−1∑
i=0

pi(x
(n)
i )p

n−i
=

n−1∑
i=0

pix
(i)
i

where we have used (x
(n)
i )p

r
= x

(n−r)
i . Then we just have to take limits and we get the

desired result.
ii) We just have to relate the expression of x as Teichmüller lift and the expression as a

Witt vector, noting that pn[x] = (0, . . . , 0, x, 0, . . . ) and that the ghost components of
pn[xn](i) = pnxp

i−n
n .

Moreover, we can extend θ to Ã+[1/p]. Now let ω ∈ Ẽ+ such that ω(0) = −p. Then, ξ = [ω]+p ∈
Ã+, ξ = (ω, 1, 0, . . . ), and we have θ(ξ) = 0.

Proposition 5.4. (c.f. [13], Prop. 5.12) ker θ is the principal ideal generated by ξ, and moreover,
∩n(ker θ)n = 0.

Definition 5.13. B+
dR is the completion of Ã+[1/p] with respect to ker θ.

B+
dR := lim←−

n

Ã+[1/p]/(ker θ)n

BdR is the fraction field of B+
dR.

BdR := Frac(B+
dR) = B+

dR

[
1

ξ

]
Observation 5.6. As ε(0) = 1, using Proposition 5.3 we have θ(π) = θ([ε]− 1) = ε(0) − 1 = 0.

Observation 5.7. We have just defined the rings B+
dR, BdR because they play a role in the proof

on a result that we need (Lemma 6.4). However, in this study we won’t go further enough to
realise the key role that these rings play. It turns out that BdR and the whole p-adic Hodge theory
provide a very useful tool to study Galois representations. In particular, there is an important
type of representations, namely de Rham representations, which are defined using BdR (c.f. [6]
for a more detailed introduction to p-adic Hodge theory).

Definition 5.14. Let V be a Qp representation of GK . Then, we say that it is de Rham if

dimK(BdR ⊗Qp V )GK = dimQp V
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5.4 (ϕ,Γ)-modules

We finally introduce (ϕ,Γ)-modules and see their connection with Galois representations.

Definition 5.15. An étale (ϕ,ΓK)-module over AK (or BK) is an étale AK (or BK) ϕ-module
with a continuous action of ΓK commuting with ϕ.

Then, Theorem 5.2, is in this situation:

Theorem 5.4. The correspondence

V 7→ D(V ) := (A⊗Zp V )HK

(respectively B and Qp) is an equivalence of Tannakian categories from RepZp(GK) (respectively
RepQp(GK)) to the categoryMét

(ϕ,ΓK)(AK) (respectivelyMét
(ϕ,ΓK)(BK)), and the inverse functor

is
D 7→ V (D) = (A⊗AK D)ϕ=1

The rest of the chapter will be dedicated to study (ϕ,Γ)-modules. Assume from now on that ΓK
is procyclic, so it has a topological generator γ. We start by defining an operator ψ, which is
analogue as the ones defined for measures and distributions. Let [ε] ∈ A denote the Teichmüller
representative of ε ∈ EQp , and π = [ε]− 1. Then, we have the following lemma.

Lemma 5.3. i) {1, ε, . . . , εp−1} is a basis of EQp over ϕ(EQp).
ii) {1, ε, . . . , εp−1} is a basis of EK over ϕ(EK), for every finite extension K/Qp.
iii) {1, [ε], . . . , [εp−1]} is a basis of A over ϕ(A).

Proof. i) EQp = Fp((π)), and therefore ϕ(EQp) = Fp((πp). As we’re in characteristic p,
πp = εp − 1 and the result is immediate.

ii) The polynomial Xp − πp ∈ Fp((πp)[X] is purely inseparable. In the other side, EK/EQp
is a separable extension, and therefore so is ϕ(EK)/ϕ(EQp). Therefore, we must have
EK/ϕ(EK) purely inseparable (by multiplicativity of separable and inseparable degrees)
and the result follows.

iii) True using that Es =
⋃

[K:Qp]<∞EK .
iv) As A is p-adically complete, then we have lim←−A/p

nA = A and so every element has a
unique expression in the form

∑
n p

n[xn] with [xn] a representative of xn ∈ A/p. Then, as
1, ε . . . , εp−1 is a basis of E over ϕ(E), {1, [ε], . . . , [εp−1]} is a basis of A over ϕ(A).

Definition 5.16. We define the operator ψ : A→ A by

ψ

(
p∑
i=0

[ε]iϕ(xi)

)
= x0

Proposition 5.5. (Properties of ψ)

i) ψ ◦ ϕ = Id
ii) ψ commutes with GQp .
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Proof. i) Is clear.
ii) By definition of the action of GQp on [ε] (Definition 5.12), we have

g

(
p−1∑
i=0

[ε]iϕ(xi)

)
=

p−1∑
i=0

[ε]iχ(g)ϕ(g(xi))

If we write iχ(g) = ig + pjg, for 1 ≤ ig ≤ p− 1, then we have

ψ(g(x)) = ψ

(
ϕ(g(x0) +

p−1∑
i=1

[ε]igϕ([ε]jgg(xi))

)
= g(x0) = g(ψ(x))

The following result generalizes this operator ψ to any étale (ϕ,Γ)-module.

Proposition 5.6. If D is an étale (ϕ,Γ)-module over AK (or BK), there is a unique operator
ψ : D → D satisfying that, for every a ∈ AK , x ∈ D, ψ(ϕ(a)x) = aψ(x) and ψ(aϕ(x)) = ψ(a)x.

Proof. By Theorem 5.4, it is enough to prove it for an étale (ϕ,Γ)-module of the form D(V ),
for some representation V . In this situation, we have D(V ) = (A⊗Zp V )HK . Therefore, we can
define ψ on (A⊗Zp V ) via the operator ψ on A that we have already defined, ψ(a⊗x) = ψ(a)⊗x.
By the previous proposition, ψ commutes with GQp , and therefore, if σ ∈ HK , σ(ψ(a ⊗ x)) =
ψ(σ(a ⊗ x)) = ψ(a ⊗ x). Therefore ψ(a ⊗ x) ∈ D(V ) if a ⊗ x ∈ D(V ), and, in conclusion, ψ is
well defined as an operator D(V )→ D(V ).

Now let’s check that the properties are satisfied. Let a ∈ AK , x = b ⊗ v ∈ D(V ). Then,
ψ(ϕ(a)x) = ψ(ϕ(a)b⊗ x) = aψ(b)⊗ x = aψ(b⊗ x). The same argument shows that ψ(aϕ(x)) =
ψ(a)x.

The uniqueness of the operator ψ follows from the fact that D(V ) is étale, and so ϕ(D(V ))
generates D(V ) as an AK-module, and so D(V ) = AK ⊗ϕ(D(V )) ϕ(D(V )), and ψ is completely
determined by ψ(aϕ(x)) = ψ(a)x and the definition of ψ : A→ A.

Example 5.1. Consider the trivial (ϕ,Γ)-module D = AQp
∼= ̂Zp[[π]][π−1], and its submodule

Zp[[π]], that we’ll denote A+
Qp . ϕ acts on AQp in a way that it induces the Frobenius in EQp .

Therefore it is enough to define its action on π. But, as π = [ε] − 1, then ϕ(π) = ϕ([ε] − 1) =
[ε]p − 1 = (π + 1)p − 1.

Therefore, for every F (π) ∈ AQp , we can write F (π) =
∑p−1

i=0 (1 + π)iFi((1 + π)p − 1), and
ψ(F (π)) = F0(π).

Moreover, we have

ϕ(ψ(F )) =
1

p

∑
zp=1

F (z(1 + π)− 1)

This is because F0((1 + π)p − 1) can be written as 1
p

∑p−1
i=0

∑
zp=1(z(1 + π))iF ((z(1 + π))p − 1),

as the i-th term of the sum for i is just pF0((1 + π)p − 1) for i = 0 and for i > 0 it is equal to
(
∑

zp=1 z
i)((1 + π))iF (((1 + π))p − 1)) = 0 as (

∑
zp=1 z

i) = 0.
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We will now prove that given an étale ϕmodule, the submoduleDψ=1 = {x ∈ D such that ψ(x) =
x} is compact. We need a lemma first.

Lemma 5.4. If D is an étale (ϕ,Γ)-module, then the weak topology on AK induces a topology
on D, and ψ is continuous for this topology.

Proof. As AK is a finite extension of AQp we can consider every AK-module as an AQp-module
and reduce to the case K = Qp. The structure theorem of modules over a PID ensures that we
can write every AQp-module as a direct sum D ∼=

⊕
(AQp/p

ni), for ni ∈ N ∪∞. Thus, via this
identification, we can induce a topology on D via the weak topology on AQp , and it’s enough to
check that ψ is continuous in AQp .

To prove this, it’s enough to show that ψ(A+
Qp) ⊆ A+

Qp (i.e. ψ doesn’t increase distances). As
these rings are complete for the p-adic topology, it’s enough to show the statement modulo p,
that is, ψ(E+

Qp) ⊆ E
+
Qp (though we didn’t give a definition of ψ in EQp , its completely analogous:

Replace [ε] by ε in Definition 5.16).

Indeed, with the notation of Example 5.1, let F (π) =
∑p−1

i=0 (1 + π)iFi((1 + π)p − 1) ∈ A+
Qp , so

F doesn’t have denominators in π. Modulo p, the expression transforms to F (π) =
∑p−1

i=0 (1 +
π)iFi(π

p). Suppose that we have

Fi =

∑∞
j=0 ajπ

j∑∞
j=0 bjπ

j

Note that b0 = 0, as otherwise the denominator is invertible in Fp[[π]]. But then (1+π)iFi(π
p) =

1
πpGi, with Gi with lowest π exponent i. Therefore the πp in the denominator can’t be killed,
and we have a contradiction with F ∈ Fp[[π]]. In consequence, if F (π) ∈ A+

Qp , then F0(π) =

ψ(F (π)) ∈ A+
Qp , and so ψ is continuous for the week topology.

Proposition 5.7. If D is an étale ϕ-module over AK (respectively, over BK), then Dψ=1 is
compact (respectively, locally compact).

Proof. Note that we can reduce to prove the same result over EQp . Indeed, first we can reduce
to K = Qp. Moreover, the case BK follows from the case of AK by tensor product with Qp.
Moreover, Dψ=1 = lim←−n(D/pnD)ψ=1. Therefore it is enough to show that (D/pnD)ψ=1 is com-
pact. This follows from induction if we prove that (D/pD)ψ=1, which is an étale ϕ-module over
EQp , is compact.

So, let {e1, . . . , ed} be a basis of D over EQp . As D is étale, then {ϕ(e1), . . . , ϕ(ed)} is still a
basis. Now let x =

∑
xiϕ(ei), and we have, by definition of valuation in D, vE(x) = infi vE(xi).

Now let ψ(x) =
∑
ψ(xi)ei, ei =

∑d
j=1 ai,jϕ(ej) and set c = infi,j vE(ai,j). Then, we have

vE(ψ(x)) ≥ c+ inf
i
vE(ψ(xi))

On the other hand, write x =
∑p−1

i=0 (1 + π)iFi(π
p), as we’re in characteristic p. Then we have

vE(x) = min vE(Fi(π
p)) ≤ vE(F0(πp)) = pvE(ψ(x)). In conclusion,

vE(ψ(x)) ≥ bvE(x)

p
c
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Therefore, the inequality above yields

vE(ψ(x)) ≥ c+ infbvE(xi)

p
c ≥ c+ bvE(x)

p
c

Therefore, if vE(x) < p(c−1)
p−1 , then vE(ψ(x)) ≥ c+ b c−1

p−1c ≥
p(c−1)
p−1 , and so x /∈ Dψ=1.

In particular,

Dψ=1 ⊆M :=

{
x such that vE(x) ≥ p(c− 1)

p− 1

}
But M is compact (it is a closed disk), and Dψ=1 is closed in D since ψ is continuous (by
Lemma 5.4), and so Dψ=1 is a closed subset of a compact set, and therefore compact.

Finally, we state two more results about the structure of (ϕ,Γ)-modules that will be needed in
the following sections.

Proposition 5.8. ([10], Proposition 5.3.8 (ii)) If D is an étale ϕ-module over AK (respectively,
over BK), then D/(ψ − 1) is finitely generated over Zp (respectively Qp)

Proposition 5.9. ([10], Proposition 5.3.13) If D is an étale (ϕ,Γ)-module over AK or BK , then
γ − 1 has a continuous inverse on Dψ=0.

5.5 Galois Cohomology

Now we will relate the theory of (ϕ,Γ)-modules with Galois cohomology. First of all we give a
brief introduction on the basics of this cohomology theory.

Definition 5.17. Let G be a profinite group, and A an abelian group. We say that A is a G-
module if it has an action G×A→ A that is continuous when we give A the discrete topology.

Lemma 5.5. The action of a profinite groupG on a set E with the discrete topology is continuous
⇐⇒ ∀e ∈ E the stabilizer Ge = {σ ∈ G : σe = e} is open in G.

Proof. Let A : G × E → E denote the action. Let e ∈ E. If the action is continuous, the set
U = A−1({e}) = {(σ, g) such that σg = e} is open. Then, U ∩ (G× {e}) = Ge is also open.

Reciprocally, let Ge denote the orbit of e ∈ E. Let e′ ∈ Ge, and τe′ ∈ G such that τe′e = e′.
Then, m−1

τe′
(Ge) = {σ : σe′ = e} is open. Then, A−1({e}) =

⋃
e′∈Ge(m

−1
τe′

(Ge) × {e′}) is open,
and so the action is continuous.

Definition 5.18. Let G be a group, A a G-module. Denote Ci(G,A) the set of continuous maps
Gn → A (note that C0(G,A) is just A). We define the coboundary maps

∂n : Cn(G,A)→ Cn+1(G,A)

by ∂f(g1, . . . , gn) = g1f(g2, . . . , gn) +
∑n

i=1(−1)if(g1, . . . , gigi+1, . . . , gn) + (−1)n+1f(g1, . . . , gn)

This gives a cohomological complex

57



0→ C0(G,A) −→
∂
C1(G,A) −→

∂
. . .

whose cohomology groups H i(G,A) are called the cohomology groups of G with coefficients in A.

Definition 5.19. Given A a G-module, AG is the submodule of elements fixed by G, AG = {x ∈
A such that σx = x ∀σ ∈ G}.

One has the following result (which we won’t prove), that gives an alternative definition for the
cohomology groups of G.

Lemma 5.6. The functors A 7→ H i(G,A) are the right derived functors of the left exact functor
A 7→ AG.

Definition 5.20. Let K be a field, and GK its absolute Galois group, which is a profinite group.
If A is a GK-module, we define H i(GK , A) the Galois cohomology.

Definition 5.21. Let φ : G′ → G be a morphism of groups. This induces a morphism of
complexes

0 C0(G,A) C1(G,A) . . .

0 C0(G′, A) C1(G′, A) . . .

φ φ

by sending Ci(G,A) 3 f 7→ (f ◦φ) ∈ Ci(G′, A). This induces a morphism in cohomology. There
are two main examples of this situation.

• WhenH is a subgroup of G, and φ : H → G is simply the inclusion. The induced morphism
on cohomology is called the restriction:

ResG/H : H i(G,A)→ H i(H,A)

On dimension 0 it’s simply the inclusion AG → AH .

• If H is a normal subgroup of G, then φ : G → G/H induces a morphism on cohomology
called the inflation

InfG/H : H i(G/H,A)→ H i(G,A)

Theorem 5.5. (Inflation-restriction)([23]) The following sequence is exact

0→ H1(G/H,AH)
inf−−→ H1(G,A)

res−−→ H1(H,A)G/H → H2(G/H,AH)
inf−−→ H2(G,A)

Observation 5.8. ([21]) If H is an open subgroup of G of index n, there is also a corestriction
map

Cor : Hq(H,A)→ Hq(G,A)

which in dimension 0 is the norm map NG/H : AH → GH , a 7→
∑

G/H σ(a). Moreover, the
composition with the restriction is the multiplication-by-n map.

Cor ◦Res = |G/H|
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The following examples and results are a little motivation for the introduction of Galois coho-
mology.

Example 5.2. We consider the problem of lifting fixed points: Suppose that we have A ⊂ B
two G-modules and we consider the G-modules B/A and (B/A)G. Is it possible to lift elements
of (B/A)G to BG?

Let b ∈ B be such that b ∈ (B/A)G. Define the map fb : G → A given by g 7→ gb − b. Note
that fb(gg′) = gfb(g

′) + fb(g), so fb gives rise to a 1-cocycle, and, moreover, fb measures the
obstruction of lifting b to a fixed point in B. In particular, fb is a coboundary if and only if
fb(g) = ga− a for every g, that is, if and only if b− a is a fixed point over B.

Example 5.3. (Cohomology of cyclic groups) If the group G is a finite cyclic group, any cocycle
is determined by f(γ), where γ is a generator of G.

Note that f(γ) ∈ kerTrG, where TrG : A → A is the map a 7→
∑

σ∈G σ(a). This is clear,
as TrG =

∑
k γ

kf(γ) =
∑

k f(γk+1) − f(γk) = 0, as it’s a telescopic sum. Reciprocally, if
f(γ) = a, with a ∈ ker(TrG), we have f(γkγm = f(γk) + γkf(γm), as f(γm) = 0 = TrG(a) and
f(γk) =

∑n−1
i=0 γ

ia. Therefore it’s enough to show the result for k + m < n, which is an easy
computation. Therefore, this shows that

H1(G,A) ∼=
kerTrG
(1− γ)A

As a direct consequence, we have shown the additive form of Hilbert’s Theorem 90: Let a ∈ k,
Gal(K/k) be cyclic of degree n. Then, TrGal(K/k)(a) = 0 if and only if a = α− γα, for a certain
α ∈ K. In conclusion,

H1(G,K) = 0

After this introduction on Galois Cohomology, let’s consider our problem. Suppose that we have
V a Zp or a Qp representation of GK , and we want to compute its Galois Cohomology groups. We
may do so using the theory of (ϕ,Γ)-modules. Recall that we’ve defined D(V ) = (A⊗Zp V )HK .

Definition 5.22. The complex Cϕ,γ(K,V )• is the following one

0→ D(V )
(ϕ−1,γ−1)−−−−−−−→ D(V )⊕D(V )

(γ−1)pr1−(ϕ−1)pr2−−−−−−−−−−−−→ D(V )→ 0

The complex is well defined, as γ and ϕ commute.

Theorem 5.6. For every i ∈ N, we have

H i(Cϕ,γ(K,V )) ∼= H i(GK , V )

This result was originally proved by Herr in [14]. However, here we give another proof, which is
more explicit, following [7].

Proof. i = 0 Note that

H0(C•ϕ,γ(K,V )) = {x ∈ D(V )|γ(x) = x, ϕ(x) = x} = D(V )ϕ=1,γ=1
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But we know that D(V ) = (A ⊗Zp V )HK , so D(V )ϕ=1 = (Aϕ=1 ⊗Zp V )HK and Aϕ=1 = Zp so
D(V )ϕ=1 = V HK . In consequence, D(V )ϕ=1,γ=1 = V GK = H0(GK , V ).

i = 1 In this case we have

H1(C•ϕ,γ(K,V )) =
{(x, y) ∈ D(V )⊕D(V )|(γ − 1)x = (ϕ− 1)y}

{((ϕ− 1)z, (γ − 1)z)|z ∈ D(V )}

First we claim that that the following sequence is exact.

0→ Zp → A
ϕ−1−−→ A→ 0 (15)

To show this, it’s enough to prove it modulo p, as all the rings are complete w.r.t the p-adic
topology. Modulo p, the sequence is

0→ Fp → E
ϕ−1−−→ E → 0

The only non-trivial think to check is the surjectivity of ϕ − 1. But this is clear since E is the
separable closure of EQp , so every separable polynomial has roots. In particular, as fa(x) =
Xp−X − a is separable for every a ∈ E, for every a ∈ E we can find b ∈ E such that bp− b = a,
so ϕ− 1 is surjective.

Moreover, as V is a free Zp-module, it is flat and so tensoring Equation (15) with V we get an
exact sequence

0→ V → A⊗Zp V
ϕ−1−−→ A⊗Zp V → 0 (16)

Now let (x, y) ∈ H1(C•ϕ,γ(K,V )), so we have (γ − 1)x = (ϕ − 1)y. By Equation (16), we know
we can choose b ∈ A⊗Zp V such that (ϕ−1)b = x. This allows us to define a cocycle with values
in V :

g ∈ GK 7→ cx,y(g) =
g − 1

γ − 1
y − (g − 1)b

Where g−1
γ−1y := limi→∞(1+γ+· · ·+γni−1)y, with χ(g) = limi→∞ χ(γ)ni . It’s immediate that the

map we have defined is a cocycle, and moreover we have (ϕ−1)cx,y(g) = (g−1)x−(ϕ−1)(g−1)b =
0, so cx,y(g) ∈ (A⊗Zp V )ϕ=1 = V .

In addition, note that c(ϕ−1)z,(γ−1)z(g) = (g − 1)(z − z) = 0. Therefore the map (x, y) 7→ cx,y
induces a morphism

H1(C•ϕ,γ(K,V ))→ H1(GK , V )

We will prove that it is an isomorphism. To prove injectivity, suppose that we have cx,y = 0 in
H1(GK , V ), that is, we have that ∃z ∈ V such that cx,y(g) = (g − 1)z. Therefore we have

g − 1

γ − 1
y = (g + 1)(b+ z)

Then we have that b+z ∈ D(V ), because it’s fixed by HK , and so we have that y = (γ−1)(b+z)
and x = (ϕ− 1)(b+ z) so (x, y) = 0 in H1(C•ϕ,γ(K,V )).
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To prove surjectivity, to every 1-cocycle c we can associate a GK-module Ec, which is isomorphic
to Zp × V as a Zp-module, and GK acts on Ec by g(a,m) = (a, gm + cg). We have the exact
sequence

0→ V → Ec → Zp → 0

Let e ∈ Ec such that e 7→ 1 ∈ Zp, we have ge = e+ cg, so (g − 1)e = cg. As the functor D is an
equivalence of categories, we have

0→ D(V )→ D(Ec)→ AK → 0

Let ẽ ∈ D(Ec) 7→ 1 ∈ Zp, and let x = (ϕ−1)ẽ and y = (γ−1)ẽ, which satisfy (γ−1)x = (ϕ−1)y.
Let b = ẽ− e ∈ A⊗Zp Ec. Then (ϕ− 1)b = x and

cx,y(g) =
g − 1

γ − 1
y − (g − 1)b =

g − 1

γ − 1
(γ − 1)ẽ− (g − 1)(ẽ− e) = (g − 1)e = cg

i > 1 Note that we have

H2(C•ϕ,γ(K,V )) =
D(V )

(γ − 1, ϕ− 1)

and H i(C•ϕ,γ(K,V )) = 0, for i ≥ 3.

From Equation (16) we get a long exact sequence in cohomology

0→ V HK → D(V )
ϕ−1−−→ D(V )→ H1(HK , V )→ 0 (17)

As A⊗ V ∼= ⊕(A/pi) as HK-modules and H i(HK , A/pA) = 0, so H i(HK , A⊗ V ) = 0 for every
i ≥ 1. Therefore the above exact sequence tells us that

H1(HK , V ) =
D(V )

ϕ− 1
(18)

By the Hochschild-Serre spectral sequence (see [23]) for 1 → HK → GK → ΓK → 1, we have
H i(ΓK , H

j(HK , V ))⇒ H i+j(GK , V ). Then the cohomology vanishes for j or i ≥ 2 so we have

H i(GK , V ) = 0 for i ≥ 3

For i = 1, j = 1 we get H2(GK , V ) ∼= H1(ΓK , H
1(HK , V )). Since H1(HK , V ) = D(V )

ϕ−1 , we have

H2(GK , V ) ∼=
D(V )
(ϕ−1)

(γ−1)D(V )
(ϕ−1)

Observation 5.9. We have H1(HK , V )ΓK = D(V )
ϕ−1

ΓK by Equation (18). On the other hand,
taking cohomology H i(ΓK ,−) in the exact sequence Equation (17) gives an exact sequence

D(V )γ=1 →
(
D(V )

ϕ− 1

)γ=1

→ H1(ΓK , V
HK )
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And so we have that H1(ΓK , V
HK ) = D(V )ϕ=1

γ−1 . Therefore the inflation-restriction exact sequence
for GK and HK becomes the exact sequence

0→ D(V )ϕ=1

γ − 1
→ H1(GK , V )→

(
D(V )

ϕ− 1

)ΓK

→ 0

Definition 5.23. The complex Cψ,γ(K,V )• is the following one

0→ D(V )
(ψ−1,γ−1)−−−−−−−→ D(V )⊕D(V )

(γ−1)pr1−(ψ−1)pr2−−−−−−−−−−−−→ D(V )→ 0

Proposition 5.10. The commutative diagram of complexes

Cϕ,γ : 0 D(V ) D(V )⊕D(V ) D(V ) 0

Cψ,γ : 0 D(V ) D(V )⊕D(V ) D(V ) 0

Id (−ψ,Id) −ψ

induces an isomorphism on cohomology.

Proof. The diagram commutes as (−ψ)(ϕ − 1) = ψ − 1, and ψ commutes with γ (c.f Proposi-
tion 5.5). Moreover, ψ is surjective, so the cokernel complex ix 0. The kernel complex is

0→ 0→ D(V )ψ=0 γ−1−−→ D(V )ψ=0 → 0

But this complex has no cohomology because of Proposition 5.9.

Therefore, as a corollary we have the following theorem

Theorem 5.7. If V is a Zp or a Qp representation of GK , then we have

i) H0(GK , V ) = D(V )ψ=1,γ=1 = D(V )ϕ=1,γ=1

ii) H2(GK , V ) ∼= D(V )
(ψ−1,γ−1)

iii) We have an exact sequence

0→ D(V )ψ=1

γ − 1
→ H1(GK , V )→

(
D(V )

ψ − 1

)γ=1

→ 0

5.6 Iwasawa theory

Notation. Assume that ΓK is procyclic and denote γn the topological generator of Gal(K∞/Kn).
We choose γn to be compatible, that is, γn = γp

n−1

1 .

Definition 5.24. The Iwasawa algebra is Zp[[ΓK ]]. It’s isomorphic to Zp[[T ]] via T 7→ γ − 1.

Definition 5.25. Let V be a Zp representation of GK . We define the Iwasawa cohomology
groups as

H i
Iw(K,V ) = lim←−

n

H i(GKn , V )

62



where the transition maps are the corestriction maps.

If V ′ is instead a Qp-representation, we choose a stable Zp lattice T in V ′ and define

H i
Iw(K,V ′) = Qp ⊗Zp H i

Iw(K,T )

We want to relate H1
Iw(K,V ) with (ϕ,Γ)-modules. First we need a lemma:

Lemma 5.7. If M is compact with a continuous action of ΓK ; then we have

M ∼= lim←−
n

M

γn − 1

Proof. There is a natural map M → lim←−n
M

γn−1 . To prove injectivity, it’s enough to show that⋃
n∈N(γn − 1)M = 0. Choose a neighbourhood V of 0 in M . By continuity of the action of ΓK ,
∀x ∈ M , there exists nx ∈ N and Ux 3 x open set such that (γnx − 1)x′ ∈ V , for every x′ ∈ Ux.
Then, M =

⋃
Ux and by compactness we can choose a finite subcoveringM =

⋃k
i=1 Uxi . Choose

n = maxnxk and we have (γn − 1)M ⊆ V . This holds for every V , so the injectivity is proved.

Now let’s prove surjectivity. We have a Cauchy sequence (xn) ∈ lim←−n(M/(γn−1)). By compact-
ness, ∃x = limxn. We have (xn+k − xn) = (γn − 1)yk. Again by compactness, yk has a limit, so
we get x− xn = (γn − 1)y, so (xn) is the image of x by the natural map M → lim←−n

M
γn−1 .

Theorem 5.8. There is an isomorphism

Exp∗ : H1
Iw(K,V )→ D(V )ψ=1

Proof. Let τn = γn−1
γn−1−1 = 1 + γn−1 + · · · + γpn−1. Then, we have the following commutative

diagram
Cψ,γn : 0 D(V ) D(V )⊕D(V ) D(V ) 0

Cψ,γn−1 : 0 D(V ) D(V )⊕D(V ) D(V ) 0

τn (τn,Id) Id

It induces corestrictions on H i, as it is a functor and induces the trace map TrKn/Kn−1
on H0.

Therefore, we have the following diagram

0 D(V )ψ=1

γn−1 H1(GKn , V ) D(V )
ψ−1

γn=1
0

0 D(V )ψ=1

γn−1−1 H1(GKn−1 , V ) D(V )
ψ−1

γn−1=1
0

p1 cor τn

Using the lim←− functor, we get the sequence

0→ lim←−
D(V )ψ=1

γn − 1
→ H1

Iw(K,V )→ lim←−

(
D(V )

ψ − 1

)γn=1
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As D(V )ψ=1 is compact (c.f Proposition 5.7), then by Lemma 5.7 we have lim←−
D(V )ψ=1

γn−1 ≡

D(V )ψ=1. Moreover,
(
D(V )
ψ−1

)γn=1
is increasing and D(V )

ψ−1 is finite dimensional (c.f Proposi-
tion 5.8), so it must be stationary for some n, say N . But then τn is just multiplication by
p for n ≥ N , and so every element of D(V )

ψ−1

γN is (infinitely) p-divisible. But D(V )
ψ−1 does not

contain p-divisible elements. Indeed, any p-divisible element in D(V )
ψ−1 can be represented by

x ∈ D(V ) and we have that ∀n, ∃yn, zn such that x = pnyn + (ψ − 1)zn. Therefore, fixing m,
we have that zn is a solution of (ψ − 1)(z) = x mod pm+1 for every n ≥ m + 1. As D(V )ψ=1

is compact, we can extract a convergent partial subsequence, and it is possible to do that (by
diagonal extraction) to obtain a sequence that converges modulo pm for every m. Then, if z is
the limit of such sequence, x = (ψ − 1)z and so it is 0 on D(V )

ψ−1 .

Therefore lim←−
(
D(V )
ψ−1

)γn=1
= 0 and so we have an isomorphism

H1
Iw(K,V )→ D(V )ψ=1
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6 Zp(1) and Kubota-Leopoldt zeta function

In this section we give an alternative construction of the Kubota-Leopoldt zeta function, based on
the theory of (ϕ,Γ)-modules of last chapter. In particular, we will produce the Kubota-Leopoldt
zeta function from a compatible system of cyclotomic units. As we will see in the next chapter,
this system of cyclotomic units can be extended to form an Euler system, so the construction
that we give in this chapter builds a relation between the p-adic L-function of Kubota-Leopoldt
and the Euler system of cyclotomic units, associated to the representation Qp(1).

The following observation gives an alternative approach to measures, that we will use.

Observation 6.1. (A+
Qp)

ψ=0 can be seen as measures on Z∗p. This is a consequence of the
isomorphism Zp[[T ]] ∼= A+

Qp = Zp[[π]] given by T 7→ π. Moreover, the isomorphism preserves the
actions of ϕ and ψ, so (A+

Qp)
ψ=0 correspond to measures with support in Z∗p via the isomorphism

with Zp[[T ]] and the Amice transform.

Moreover, (πA+
Qp)

ψ=0 correspond to measures in Z∗p, such that
∫
Z∗p
µ = 0 (its Amice transform

has the T 0 coefficient null).

Definition 6.1. Let Zp(1) be the module Zp with an action pf GQp given by g(x) = χ(g)x,
where χ is the cyclotomic character.

Similarly, AQp(1) = D(Zp(1)) = (A ⊗Zp Zp(1))HQp = AQp(1), which is just AQp with the usual
actions of ϕ,ψ and an action of Γ given by

γ(f(π)) = χ(γ)f((1 + π)χ(γ) − 1)

Proposition 6.1. i) Aψ=1
Qp = Zp 1

π ⊕ (A+
Qp)

ψ=1

ii) We have an exact sequence

0→ Zp → (A+
Qp

)ψ=1 ϕ−1−−→ (πA+
Qp)

ψ=0 → 0

Proof. i) We know that ψ(A+
Qp) ⊆ A+

Qp (see Lemma 5.4), ψ( 1
π ) = 1

π (see Proposition 3.3),

and that vE(ψ(x)) ≥
[
vE(x)
p

]
if x ∈ EQp (see Proposition 5.7). This implies that ψ − 1 is

injective on EQp/π−1E+
Qp and hence also on AQp/π−1A+

Qp . Therefore, if x ∈ (AQp)
ψ=1, we

have ψ(x) = x and so x ∈ π−1A+
Qp = Zp 1

π ⊕ (A+
Qp)

ψ=1.
ii) First of all, note that the exact sequence

0→ Zp → (A+
Qp

)ψ=1 ϕ−1−−→ (πA+
Qp)

ψ=0 → 0

is well defined. Indeed, we have (ϕ− 1)A+
Qp ⊆ πA

+
Qp . This is immediate as A+

Qp = Zp[[π]].
Moreover, ψ(ϕ− 1)(A+

Qp)
ψ=1 = (ψϕ− ψ)A+

Qp)
ψ=1 = 0 as ψ = 1 on (A+

Qp)
ψ=1 and ψϕ = 1

always.

On the other side, again because A+
Qp = Zp[[π]], it’s clear that ker(ϕ − 1) = Zp and that

Zp → A+
Qp is an inclusion. So it only remains to show the surjectivity of ϕ − 1. But, if
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x ∈ (πA+
Qp)

ψ=0, then limn→∞ ϕ
n(x) = 0 as ϕn(x) ∈ ϕ(π)nA+

Qp , and so y =
∑∞

n=0 ϕ
n(x)

converges, and one has (ϕ− 1)(−y) = x so (ϕ− 1) is surjective.

Notation. Recall that we’ve fixed ε = (1, ε(1), ε(2), . . . , ) ∈ E+
Qp , with ε

(1) 6= 1. Let πn = ε(n) − 1

and Fn = Qp(πn).

Observation 6.2. We have NFn+1/Fn(πn+1) = NFn+1/Fn(ε(n+1) − 1) =
∏
ηp=1(ε(n+1)η − 1), as

the minimal polynomial of ε(n+1) over Fn is Xp − ε(n), and so for every g ∈ Gal(Fn+1/Fn),
g(ε(n+1)) = ηε(n+1), for some η such that ηp = 1. Moreover, we have

∏
ηp=1(Xη − 1) = Xp − 1

and so NFn+1/Fn(πn+1) = πn, and we have OFn+1 = OFn [πn+1]/(1 + πn+1)p = (1 + πn).

Definition 6.2. We will define a Kummer map κ as follows:

For every element a ∈ F ∗n , we choose x = (a, x(1), . . . ) ∈ Ẽ. The choice of x is unique up to
product by εu, with u ∈ Zp. As GFn leaves a invariant, g(x) = (a, x′(1), . . . ) and so

g(x)

x
= εc(g) with c(g) ∈ Zp

Therefore this defines a map κ : F ∗n → H1(GFn ,Zp(1)) given by a 7→ κ(a) : g 7→ c(g).

It should be checked that the Kummer map is well defined. First of all, κ(a) is continuous, as
c(g) ∈ pmZp implies that g fixes the first m coordinates of x, that is, g ∈ GFn+m . Moreover, for
g1, g2 ∈ GFn , we have

g1g2(x)

x
=
g1(εc(g2)x)

x
=
εχ(g1)c(g2)g1(x)

x
= εχ(g1)c(g2)+c(g1)

Therefore, c(g1g2) = χ(g1)c(g2) + c(g1) and so g1c(g2)− c(g1g2) + c(g1) = χ(g1)c(g2)− c(g1g2) +
c(g1) = 0 and κ(a) is a cocycle. It only remains to see that the choice of x is not relevant.
Indeed, take x′ = εux and we have another cocycle c′ given by

εc
′(g) =

g(x′)

x′
=
g(εux)

εux
=
g(εu)

εu
εc(g)

In conclusion, c′(g)−c(g) = g(u)−u = (g−1)u so they define the same element inH1(GFn ,Zp(1)).

Observation 6.3. i) The following diagram is commutative

F ∗n+1 H1(GFn+1 ,Zp(1))

Fnn
∗ H1(GFn ,Zp(1))

NFn+1/Fn

κ

cor

κ

ii) H1(GFn ,Zp(1)) = Zpκ(πn)⊕ κ(O∗Fn).

As a consequence, we can induce a Kummer map

κ : lim←−F
∗
n → H1

Iw(Qp,Zp(1))

where the transition maps of the projective limit are the norm maps NFn+1/Fn . Moreover, we
have

H1
Iw(Qp,Zp(1)) = Zpκ(πn)⊕ κ(lim←−O

∗
Fn)
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6.1 Coleman’s power series

The aim of this section is to prove Theorem 6.1. Here we follow [8] and [19] instead of Colmez’s
notes. We start by defining a norm operator on Zp[[T ]], which is a multiplicative analogue of ψ.

Definition 6.3. N : Zp[[T ]]→ Zp[[T ]] is defined by

N(f)((1 + T )p − 1) =
∏
zp=1

f((1 + T )z − 1)

Lemma 6.1. ([8], Lemma 2.3.1) If ϕ(f)(T ) ≡ 1 mod pk, then f(T ) ≡ 1 mod pk.

Proof. Write f in the following form

f(T )− 1 =

( ∞∑
n=0

anT
n

)
pm

Where m ≥ 0 is such that p doesn’t divide all the coefficients ak. Note that it’s enough to see
that m ≥ k.
Let r be the smallest integer such that p - ar. Then we have ϕ(f)(T ) − 1 = pmh(T ), with
h(T ) =

∑∞
n=0 anϕ(T )n. But we have ϕ(T ) ≡ T p mod p, and so h(T ) ≡ arT

pr + . . . mod p.
As p - ar, we have that p - h(T ), and so we have ϕ(f)(T )− 1 6≡ 0 mod pm+1, and therefore we
must have m ≥ k.

Now we can prove some properties about the operator N .

Lemma 6.2. i) NFn+1/Fn(f(πn+1)) = N(f)(πn)
ii) If f ∈ Zp[[T ]]∗, we have N(f) ≡ f mod p.
iii) If f ∈ Zp[[T ]]∗ and f ≡ 1 mod pk, then N(f) ≡ 1 mod pk+1

iv) If f ∈ Zp[[T ]]∗, k2 ≥ k1 ≥ 0, then Nk2(f) ≡ Nk1(f) mod pk1+1

Proof. i) On one side, we have N(f)(πn) = N(f)((1+πn+1)p−1) =
∏
zp=1 f(εpz−1). On the

other side, NFn+1/Fn(f(πn+1)) =
∏
g∈Gal(Fn+1/Fn) g(f(πn+1)) =

∏
g∈Gal(Fn+1/Fn) f(g(πn+1)).

But the Galois conjugates of πn+1 are precisely those ε(n+1)z−1, for zp = 1, and this proves
the first equality.

ii) If zp = 1, then z ≡ 1 mod p: Indeed z ≡ a mod p and so zp ≡ ap ≡ a mod p and so we
must have a = 1. Therefore, modulo p we have

N(f)(T p) ≡ N(f)((1 + T )p − 1) =
∏
zp=1

f((1 + T )z − 1) ≡ f(T )p ≡ f(T p) mod p

Therefore N(f)(T ) ≡ f(T ) mod p as desired.
iii) Suppose that f ≡ 1 mod pk. Let p1 denote the maximal ideal of OF1 . For each z such

that zp = 1, we have
z(1 + T )− 1 ≡ T mod p1Zp[[T ]]

And therefore, looking term by term we have

f(z(1 + T )− 1) ≡ f(T ) mod p1p
kZp[[T ]]
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But then (ϕ ◦ N(f)) =
∏
zp=1 f(z(1 + T ) − 1) ≡ f(T )p mod p1p

kZp[[T ]]. But both
polynomials belong to Zp[[T ]], so its an equality modulo p1p

k ∩ Zp = pk+1. In conclusion,

ϕ(N(f)) ≡ f(T )p ≡ 1 mod pk+1

But then, using Lemma 6.1, we have that N(f) ≡ 1 mod pk+1.
iv) From a repeated application of (ii), we have that

Nk2−k1(f)

f
≡ 1 mod p

But then, using (iii) k1 times we get Nk2(f) ≡ Nk1(f) mod pk1+1.

Lemma 6.3. (Weierstrass preparation theorem)([8], Theorem 2.1.3) Every f ∈ Zp[[T ]] can be
uniquely written in the form f(T ) = pmu(T )g(T ), where u ∈ Zp[[T ]]∗, and g(T ) is a distinguished
polynomial (i.e. it’s monic and its lower coefficients are multiples of p).

Theorem 6.1. (Coleman’s power series) Let u ∈ lim←−OFn − {0}, where the projective limit is
built bu the maps NFn+1/Fn. Then, there exists a unique power series fu ∈ Zp[[T ]] such that
fu(πn) = un, for every n.

Proof. First we prove uniqueness. Note that every f ∈ Zp[[T ]] converges and yields a function on
mCp , and πn ∈ mCp . It follows from Lemma 6.3 that f ∈ Zp[[T ]] can only have a finite number of
roots in mCp , as units in Zp[[T ]] can’t have roots in mCp . Therefore, if f , g satisfy the conditions
of the theorem, (f − g)(πn) = 0, so f − g has infinitely many roots, and we must have f = g.

Now we prove the existence of fu. First of all, note that we can reduce to the situation such
that u ∈ lim←−O

∗
Fn

, as we can write un = πknαu
′
n, with α ∈ µp−1, and u′n ∈ 1 + mFn . Then

NFn+1/Fn(u′n+1) = u′n, and so if there exists fu′ such that fu′(πn) = u′n, we can let fu = T kαfu′ .

So let u ∈ lim←−O
∗
Fn

, and choose an arbitrary fn such that fn(πn) = un. Then fn ∈ Zp[[T ]]∗, and
let’s define gn := Nn(f2n). By Lemma 6.2, gn ∈ Zp[[T ]]∗ too. We claim that, if m ≥ n, then

gm(πn) ≡ un mod pm+1

To prove the claim, note that un−1 = NFn/Fn−1
(un), and so un−1 = N(fn)(πn−1), using

Lemma 6.2, (i). Repeating this k times, we have un−k = Nk(fn)(πn−k). Not let k = 2m − n,
and we have, using Lemma 6.2 (iv), and that 2m− n ≥ m,

un = N2m−nf2m(π2m−(2m−n)) ≡ Nmf2m(πn) = gm(πn) mod pm+1

Therefore any convergent sub-sequence {g′m} of {gm} satisfies the required property of the
theorem. We know that such a sequence exists as Zp[[T ]] is compact. Therefore let fu :=
limm→∞ g

′
m.

Finally, we see the relation between Coleman’s power series and the p-adic zeta function. For
this we need to introduce the logarithmic derivation.
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Notation. Given f ∈ Zp[[T ]], we denote ∂f = (1 + T ) dfdT .

Theorem 6.2. For fu like in Theorem 6.1, we have

i) N(fu) = fu

ii) ψ
(
∂fu
fu

)
= ∂fu

fu
.

Proof. i) By (i) in Lemma 6.2, we have that N(fu)(πn) = NFn+1/Fn(fu(πn+1)) = fu(πn), and
therefore N(fu)− fu has infinitely many zeros, so we have N(fu) = fu.

ii) Note that it’s enough to see that ψ(∂ log fu) = ∂(logN(fu)), as then it follows

ψ

(
∂fu
fu

)
= ψ(∂ log fu) = ∂(logN(fu)) = ∂(log fu) =

∂fu
fu

Moreover, by injectivity of ϕ, it’s enough to see that ϕ(ψ(∂ log f)) = ϕ(∂ logN(f)). Recall
that we have pϕ(ψ(f)) =

∑
zp=1 f(z(1 +T )p− 1), and ϕ(N(f)) =

∏
zp=1 f(z(1 +T )p− 1).

We have, on one site,

pϕ(ψ(∂ log f)) = pψ

(
∂f

f

)
((1 + T )p − 1) =

∑
zp=1

∂f

f
((1 + T )z − 1) =

=
∑
zp=1

(1 + T )zf ′((1 + T )z − 1)

f((1 + T )z − 1)
= ∂

(
log

∏
zp=1

f((1 + T )z − 1)

)
= ∂(logϕ(N(f)))

On the other hand, noting that ∂ ◦ ϕ = pϕ ◦ ∂, we get

ϕ(∂ logN(f)) = pϕ

(
∂N(f)

N(f)

)
= ∂(logϕ(N(f)))

On conclusion,

ϕ(ψ(∂ log f)) =
1

p
∂(logϕ(N(f))) = ϕ(∂ logN(f))

And by injectivity of ϕ the result is proved.

Observation 6.4. Let a ∈ Z such that a 6= 1, (a, p) = 1. Then, let

un =
e
−a 2πi

pn − 1

e
− 2πi
pn − 1

∈ Q(µpn)

We have that NFn+1/Fn(un+1) = un and therefore we have an element u = lim←−OFn . It’s clear
that

fu =
(1 + T )−a − 1

(1 + T )−1 − 1
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And therefore
∂fu
fu

=
a

(1 + T )a − 1
− 1

T
= Aλa(T )

Therefore u 7→ ∂fu
fu

produces the Kubota-Leopoldt zeta function from the system of cyclotomic
units (un).

6.2 Explicit reciprocity law

Theorem 6.3. (Explicit reciprocity law for Zp(1)) The following diagram is commutative

lim←−OFn \ {0} H1
Iw(Qp,Zp(1))

D(Zp(1))ψ=1

κ

u7→ ∂fu
fu

Exp∗

Observation 6.5. This explicit reciprocity law relates a system of compatible cohomology
classes with the p-adic zeta function, using elements from the theory of (ϕ,Γ)-modules: Exp∗

produces the Amice transform of the measure λa from the system of cyclotomic units

un =
e
−a 2πi

pn − 1

e
− 2πi
pn − 1

∈ Q(µpn)

This is the simplest instance of a very general (conjectural) phenomena, which relates an Euler
system attached to a Galois representation (in this case, V = Qp(1)) with the p-adic L-function.
We will treat this conjectural phenomena with some more detail in the following chapter.

Let’s begin with the proof of the Explicit reciprocity law. We need some lemmas first.

Notation. Let u ∈ lim←−(OFn − {0}). We denote by g 7→ Cn(g) the cocycle of GFn given by
Kummer theory:

lim←−(OFn − {0}) −→κ H1
Iw(Qp,Zp(1))→ H1(GFn ,Zp(1))

On the other side, let y ∈ D(Zp(1)) = Aψ=1
Qp (1), and denote g 7→ C ′n(g) the image of y under the

map
D(Zp(1)) = Aψ=1

Qp (1) −−−−−−→
(Exp∗)−1

H1
Iw(Qp,Zp(1))→ H1(GFn ,Zp(1))

Observation 6.6. It will be enough to prove that if Cn(g) = C ′n(g) for every g and n, then
y = ∂fu

fu
(π).

Lemma 6.4. Given u ∈ lim←−(OFn − {0}) and y ∈ Aψ=1
Qp (1)

i) ∃k ∈ Z and b′n ∈ OCp/pn such that

p2C ′n(g) =
p2 logχ(γn)

pn
· g − 1

γn − 1
y(πn+k) + (g − 1)b′n ∈ OCp/pn
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ii) ∃b′′n ∈ OCp/pn such that

p2Cn(g) =
p2 logχ(g)

pn
· ∂fu
fu

(πn) + (g − 1)b′′n ∈ OCp/pn

Proof. i) From the definition of Exp∗, we have that

(Exp∗)−1 : y 7→ C ′n(g) =
logχ(γn)

pn
· g − 1

γn − 1
y − (g − 1)bn

Now we observe that

• In Ã+, ϕ is invertible, and so we can define π̃n := ϕ−n(π) = [ε1/p
n
]− 1

• C ′n(g) ∈ Zp, so ϕ is the identity on C ′n(g) and so we have

ϕ−(n+k)C ′n(g) = C ′n(g)

• Let bn =
∑

l≥0 p
l[zl]. By the multiplicativity of the valuation vE ,

vE(ϕ−k(zl)) =
1

pk
vE(zl)

And so ∃k such that vE(ϕ(−n+k)(zl)) ≥ −1.

Now choose [p̃] ∈ Ã+, with p̃ ∈ Ẽ+, p̃ = (p, . . . ). Then we have that, choosing k adequately
as above, p̃ϕ−(n+k)(zl) ∈ Ẽ+. Then, applying ϕ−(n+k) to the expression of C ′n(g) (and using
that ϕ commutes with the action of the Galois group), we get

C ′n(g) =
logχ(γn)

pn
· g − 1

γn − 1
y(π̃n+k)− (g − 1)ϕ−(n+k)(bn)

Now we just have to multiply by [p̃]2, reduce mod pn and apply θ : Ã+/pn → OCp/pn,
sending [p̃] 7→ p. We get

p2C ′n(g) =
p2 logχ(γn)

pn
· g − 1

γn − 1
y(πn+k) + (g − 1)b′n ∈ OCp/pn

where we have set b′n = θ([p̃]2ϕ−(n+k)(bn)).
ii) Note that any u ∈ lim←−(OFn − {0}) can be written as (un) = (πkn)(vn), with vn ∈ O∗Fn .

Moreover, we have that κ(u1u2) = κ(u1) + κ(u2) by definition of the Kummer map, and
∂fu1u2
fu1u2

=
∂fu1
fu1

+
∂fu2
fu2

. Therefore, we can reduce to prove the result for π and v. In particular,
it’s enough to prove the formula for u such that vp(un) ≤ 1.

Now we define the following morphism

H : 1 + (ker θ)B+
dR → Cp, x 7→ θ

(
x− 1

π

)
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Note that, given two elements of 1 + (ker θ)B+
dR, x = 1 + x′ and y = 1 + y′, we have

H(xy) = H(1 + π(x′ + y′) + π2x′y′) = H(x) +H(y)

Now let ũn := [(un, u
1/p
n , . . . )]. Then we have g(ũn)

ũn
= [ε]Cn(g) =

∑∞
m=0

(
Cn(g)
m

)
([ε]− 1)m =

1 + Cn(g)π + . . . . Therefore

Cn(g) = H

(
g(ũn)

ũn

)
(19)

Then, we have

g(fu(π̃n))

fu(π̃n)
=

(fu((1 + π̃n)χ(g) − 1)

fu(π̃n)
=

(fu((1 + π)
χ(g)−1
pn (1 + π̃n))

fu(π̃n)

Taking the Taylor expansion of the numerator at point π̃n, we get that g(fu(π̃n))
fu(π̃n) = 1 +

∂fu
fu

(π̃n)χ(g)−1
pn + . . . . Therefore, using that θ(π̃n) = πn by Proposition 5.3, we have

H

(
g(fu(π̃n))

fu(π̃n)

)
=
χ(g)− 1

pn
∂fu
fu

(πn) (20)

Again by Proposition 5.3, θ(ũn) = un. Then,

θ(fu(π̃n)) = fu(θ(π̃n)) = fu(πn) = un = θ(ũn)

So we have that θ(fu(π̃n)
ũn

) = 1. Let’s define an := fu(π̃n)
ũn

. In particular we have an ∈
1 + (ker θ)B+

dR.

Putting everything together, we have that

Cn(g) = H

(
g(ũn)

ũn

)
= H

(
g(fu(π̃n))

fu(π̃n)

)
−H

(
g(an)

an

)
=
χ(g)− 1

pn
∂fu
fu

(πn)−(χ(g)−1)H(an)

(21)

Where we have used Equation (19) in the first equality, the definition of an in the second
one, and in the last one, Equation (20) and the property of H(xy) = H(x) +H(y).

Now note that

H(an) = θ

(
[p̃]an − [p̃]

[p̃]π

)
= θ

(
[p̃]an − [p̃]

π/π̃1

)
θ

(
1

[p̃]π̃1

)

But π/π̃1 is a generator of ker θ as θ(π/π̃1) = 0 and it has valuation vE(π/π̃1) =
(

1− 1
p

)
vE(ε−

1) = 1. Then θ
(

[p̃]an−[p̃]
π/π̃1

)
∈ OCp . Therefore H(an) ∈ 1

pπ1
OCp . In particular, p2H(an) ∈

OCp . Therefore, multiplying Equation (21) by p2 we get the following equality in OCp
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p2Cn(g) = p2χ(g)− 1

pn
∂fu
fu

(πn)− (χ(g)− 1)p2H(an)

Now we just have to note that χ(g) ≡ 1 mod pn, so we have that

χ(g)− 1

pn
≡ exp(logχ(g))− 1

pn
≡ logχ(g)

pn
mod pn

And denoting b′′n = −p2H(an) we have the desired result.

Now we need to introduce the notion of normalized trace maps.

Definition 6.4. Tate’s normalized trace maps are the maps Rn : F∞ → Fn are defined by
p−kTrFn+k/Fnx, for any k such that x ∈ Fn+k.

These maps are well defined: Indeed, letm be the minimum natural number such that x ∈ Fn+m.
Then, for every k ≥ m we have

p−kTrFn+k/Fnx = p−kTrFn+m/FnTrFn+k/Fn+m
x = p−kTrFn+m/Fnp

k−mx = p−mTrFn+m/Fnx

In conclusion, p−kTrFn+k/Fnx doesn’t depend on the k chosen, so the trace maps are well defined.

Definition 6.5. Let’s denote Yi = {x ∈ Fi such that TrFi/Fi−1
x = 0}. We also define

R∗n+i(x) = Rn+i(x)−Rn+i−1(x) ∈ Yn+i

Observation 6.7. Given x ∈ F∞, we can write

x = Rn(x) +

∞∑
i=0

R∗n+i(x)

Lemma 6.5. vp(x) ≥ 0 if and only if vp(Rn(x)) ≥ 0 and vp(R∗n+i(x)) ≥ 0.

Proof. The inverse implication is an immediate consequence of the observation below. On the
other hand, given x ∈ On+k, we can write, for some aj ∈ OFn

x =

pk−1∑
j=0

aj(1 + πn+k)
k

Calculating the trace with the irreducible polynomial of (1 + πn+k)
j , it’s immediate that

Rm((1 + πn+k)
j) =

{
(1 + πn+k)

j if (1 + πn+k)
j ∈ Fm

0 otherwise
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Therefore, Rn(x) = a0 and R∗n+i(x) =
∑pk−1

j=0 ajRn+i((1 + πn+k)
j)−Rn+i−i((1 + πn+k)

j). Each
summand only survives if (1 + πn+k)

j ∈ Fn+i but (1 + πn+k)
j /∈ Fn+i−1. Then, only the terms

of index j = pk−ij′, with (p, j′) = 1 survive, and so

R∗n+i(x) =
∑

(j′,p)=1

apn−ij′(1 + πn+i)
j′

Then, vp(Rn(x)) ≥ vp(x) and vp(R∗n+i(x)) ≥ vp(x) (we are taking the minimum of the valuations
of a subset of the summands of x) and the result holds.

Lemma 6.6. Let j ≤ i − 1. Let u ∈ Z∗p and let’s denote by γj a generator of Γj . Then, if
vp(u−1) > vp(π1) then uγj−1 is invertible on Yi, and moreover, given x ∈ Yi, vp((uγj−1)−1x) ≥
vp(x)− vp(π1).

Proof. Choosing the γj adequately, we can assume that γi−1 = γp
i−j−1

j . Then, we have that

(uγj − 1)−1 = (up
i−j−1

γi−1 − 1)−1(1 + (uγj) + · · ·+ (uγj)
pi−j−1−1)

Therefore, to prove the invertibility of (uγj − 1) it’s enough to prove that of (up
i−j−1

γi−1 − 1).
Therefore we can reduce to the case j = i− 1. As {ε(i)a}a=1,...,p−1 is a basis of Fi over Fi−1, we
have that every x ∈ OFi ∩ Yi can be written (for certain xa ∈ OFi−1) as

x =

p−1∑
a=1

xa(1 + πi)
a

Now let χ(γi−1) = 1 + pi−1v, with v ∈ Z∗p. Just by immediate calculation we have

(uγi−1 − 1)x =

p−1∑
a=1

uxa(1 + πi)
a(1+pi−1v) − xa(1 + πi)

a =

p−1∑
a=1

xa(1 + πi)
a(u(1 + π1)av − 1)

Then it is immediate that (uγi−1 − 1) has an inverse, which we can write explicitly as

(uγi−1 − 1)−1x =

p−1∑
a=1

xa
(u(1 + π1)av − 1)

(1 + πi)
a

Then, developing (u(1+π1)av−1) in power series, we get (u(1+π1)av−1) = (u−1)+uπ1 + . . . .
Then as vp(u− 1) ≥ vp(π1) we have that vp(u(1 + π1)av − 1) = vp(uπ1) = vp(π1). Therefore on
each summand

vp

(
xa

(u(1 + π1)av − 1)
(1 + πi)

a

)
≥ vp(xa(1+πi)

a)−vp(u(1+π1)av−1) ≥ vp(xa(1+πi)
a)−vp(π1)

As this holds on every summand, taking minimums on each side we get

vp((uγi−1 − 1)−1x) ≥ vp(x)− vp(π1)
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Lemma 6.7. (Ax’s theorem) There exists a constant C ∈ N such that, given x ∈ Cp, H ⊂ GQp
a closed subgroup, if for every g ∈ H we have vp((g − 1)x) ≥ a for some a, then there exists
y ∈ CHp such that vp(x− y) ≥ a− C.

Proof. This is a well known result from Ax, which he uses in the proof of Ax-Sen-Tate’s theorem.
One can find the proof in [4], Proposition 2. The statement in Ax’s paper is the same, if one takes
into account that ∆(x) is defined as {ming∈H vp(gx − x)}, and so the condition vp((g − 1)x) ≥
a, ∀g ∈ H is equivalent to a ≤ ∆(x).

Lemma 6.8. There exists a constant C ∈ N such that for all n, k, if x ∈ OF∞ and b ∈ OCp are
such that

vp

(
g − 1

γn − 1
x− (g − 1)b

)
≥ n ∀g ∈ GFn

Then,
Rn(x) ∈ pn−COFn

Proof. We will show that the result holds even for x ∈ OF̂∞ . For every g ∈ kerχ := HQp , we get
by hypothesis that

vp((g − 1)b) ≥ n

Then by Lemma 6.7 there exists a b′ ∈ F̂∞ such that vp(b− b′) ≥ n− C.

On the other hand, if we take g = γn by hypothesis we have

vp

(
γn − 1

γn − 1
x− (γn − 1)b

)
= vp(x− (γn − 1)b) ≥ n

Therefore,

vp(x−(γn−1)b′) = vp(x−(γn−1)b+(γn−1)(b−b′)) ≥ min{vp(x−(γn−1)b), vp((γn−1)(b−b′))}

But above we’ve seen that vp(x − (γn − 1)b) ≥ n and by Lemma 6.6, vp((γn − 1)(b − b′)) ≥
vp(b− b′) + vp(π1) ≥ n− C, and so we have that

vp(x− (γn − 1)b′) ≥ n− C

As the Galois action commutes with the trace operators, Rnγn = γnRn = Rn and we have that

Rn(x) = Rn(x− (γn − 1)b′)

Taking valuations, and recalling that by Lemma 6.5 we have that vp(Rn(x)) ≥ vp(x),

vp(Rn(x)) = vp(Rn(x− (γn − 1)b′)) ≥ vp(x− (γn − 1)b′) ≥ n− C
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Proof. (of the Explicit Reciprocity Law) Following the idea of the proof already outlined before
(Observation 6.6), take y ∈ D(Zp(1))ψ=1. So by hypothesis we have that y = ψ(y). Then, as
we’ve seen in the proof of Lemma 6.5, we have that

Rn(y(πn+k)) = y(πn) (22)

Moreover we already know from Theorem 6.2 that

ψ

(
∂fu
fu

)
=
∂fu
fu

Now we let
x := p2 logχ(γn)

pn
(y(πn+k)−

∂fu
fu

(πn))

and b := b′n − b′′n. By the equations above we know that

Rn(x) = p2 logχ(γn)

pn
(y(πn)− ∂fu

fu
(πn))

Then, using that for every x ∈ Fn, g−1
γn−1x = logχ(g)

logχ(γn)x mod pn, we have by Lemma 6.4:

g − 1

γn − 1
(x) + (g − 1)b = p2(C ′n(g)− Cn(g)) = 0 ∈ OCp/pn

That is,

vp

(
g − 1

γn − 1
(x) + (g − 1)b

)
≥ n

Therefore, using Lemma 6.8, we get that

Rn(x) = p2 logχ(γn)

pn

(
y(πn)− ∂fu

fu
(πn)

)
∈ pn−cOFn

Therefore, for every n, we have that

logχ(γn)

pn

(
y(πn)− ∂fu

fu
(πn)

)
∈ pn−c−2OFn

Finally, let h = y− ∂fu
fu

. Using Equation (22) and the fact that Rn(OFn+k
) ⊆ OFn , we have that,

for every n ≥ i,
h(πi) = Ri(h(πn)) ∈ pn−c−2OFi

As this holds for every n, we have that h(πi) = 0 for every i and so h = 0, as it can’t have infinite
roots. This completes the proof.
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7 p-adic L-functions and Euler systems: The big picture

Through this thesis we have studied the construction of the Kubota-Leopoldt zeta function and
of L-functions attached to modular forms, via p-adic interpolation. In the first case we’ve also
given an alternative arithmetic construction, using the Euler system of cyclotomic units, and
we have proven an explicit reciprocity law for this situation. This final chapter picks up the
thread of the exposition in the introduction, and pretends to contextualize which role do the
constructions we’ve explained play in a big conjectural picture. This chapter is more a summary
and intends to give a general view, so many details and proofs are skipped. We mainly follow
the exposition about Euler systems in [17], and we also use some interesting points of view in
the introduction of [19] and [24].

7.1 Galois representations and the Bloch-Kato conjecture

Let K be a number field, and (ρ, V ) be a p-adic Galois representation of Gal(K/K). We are
interested in a particular kind of representations, those coming from geometry.

Definition 7.1. We say that the representation (ρ, V ) comes from geometry if it is a quotient
of a subspace of H i

ét(XK ,Qp)(j) := lim←−nH
i
ét(XK ,Z/p

nZ)⊗Zp Qp(j), for some smooth algebraic
variety X/K and i, j integers.

Example 7.1. Given E an elliptic curve defined overK, the representation Vp(E) = lim←−E[n]⊗Zp
Qp = H1

ét(EK ,Qp), and so it’s a representation coming from geometry.

In particular, representations coming from geometry are unramified except at p and primes of
bad reduction of X.

Now let’s define the L-function attached to a representation. Let p | p be a prime of OK . We
have an exact sequence

1→ Ip → GQ,p → GFp → 1

Therefore, if (V, ρ) is unramified at p (i.e. the representation is trivial on the inertia subgroup
of p, ρ(Ip) = 1, for every p | p) the lift ρ(Frobp) is well defined. In particular, the following
definition makes sense:

Definition 7.2. Let v be an unramified prime in K. The local Euler factor at v is

Pv(V, T ) = det(1− Tρ(Frob−1
v )) ∈ Qp[T ]

There’s also a more complicated way of defining the local factor at v for bad primes, which we
won’t discuss.

Definition 7.3. The L-function attached to the representation (V, ρ) is defined as

L(V, s) =
∏

v prime in OK

Pv(V, |OK/v|−s)
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Example 7.2. For the representation Qp(n), we get Pv(Qp(1), T ) = 1− T
ln and so

L(V, s) =
∏

l prime

1

1− l−s−n
= ζ(s+ n)

We want to study the Galois cohomology of the representation. It’s usually useful to impose
some local conditions on the cohomology groups, which leads to the definition of Selmer groups.
Observe that if v is a prime of K, we have a natural inclusion GKv ↪→ GK . This induces
morphisms in cohomology

H i(GK , V )→ H i(GKv , V )

Definition 7.4. A local condition on V at a prime v is a submodule Fv ⊆ H1(GKv , V ).

The most used examples of local conditions are Fv, strict = 0, Fv, relaxed = H1(GKv , V ), Fv, ur =
Im(H1(GKv/Iv, V

Iv) → H1(GKv , V )) and Fv,BK, which is defined in terms of a condition from
p-adic Hodge theory.

Definition 7.5. A Selmer structure is a collection F = (Fv)v prime of K satisfying that for almost
all v, we have Fv = Fv, ur. Given a Selmer structure we define a Selmer group

SelF (K,V ) = {x ∈ H1(GK , V )|locv(x) ∈ Fv, ∀v}

Equivalently, we can write it as

SelF (K,V ) = ker

(
H1(GK , V )→

∏
v

H1(GKv , V )/Fv

)

We’re mostly interested in 3 different Selmer groups: Selstrict, SelBK and Selrelaxed which cor-
respond to the choice of local conditions Fv = Fv, ur for all primes v - p and for primes v | p,
Fv = Fv, strict,Fv, BK,Fv, relaxed, respectively.
There is a conjectural relation between the dimension of Block-Kato Selmer groups and the order
of a certain L-function: This is the Bloch-Kato conjecture, which can be seen as a generaliza-
tion of the BSD conjecture for an arbitrary Galois representation. Note that, as stated in the
introduction, it relates an analytic object (L-functions) with an algebraic one (Selmer groups).

Conjecture 7.1. (Bloch-Kato) Let V be a representation coming from geometry. Then,

dimSelBK(K,V )− dimH0(K,V ) = ords=0L(V ∗(1), s)

Where V ∗ denotes the dual representation.

Observation 7.1. This very general definition of Selmer groups is modelled out of the case of
Selmer groups of an elliptic curve E. Indeed, for this case we have an exact sequence

0→ E[m]→ E −→
m

E → 0

And so this gives a long exact sequence in cohomology

0→ E(K)[m]→ E(K) −→
m

E(K)→ H1(GK , E[m])→ H1(GK , E) −→
m

H1(GK , E)→ ...
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This can be rewritten to obtain the Kummer sequence for an elliptic curve

0→ E(K)/mE(K)→ H1(GK , E[m])→ H1(GK , E)[m]→ 0

Then, using the restriction maps on cohomology, we have the commutative diagram

0 E(K)/mE(K) H1(GK , E[m]) H1(GK , E)[m] 0

0
∏
v E(Kv)/mE(Kv)

∏
vH

1(GKv, E[m])
∏
vH

1(GKv, E)[m] 0

And one defines

Sel(m)(E/K) = ker

(
H1(GK , E[m])→

∏
v

H1(GKv , E)[m]

)

It can be seen that H1(GKv, E)[m] = H1(GKv , E[m])/Imκv, where κv is the local Kummer map
κv : E(Kv)/mE(Kv) → H1(GKv , E[m]). Therefore the elements in the Selmer group can be
seen as those that come from Kv-rational points via the Kummer map.

If Vp(E) := lim←−mE[pm] ⊗Zp Qp denotes the Galois representation attached to the Tate module
of the ellpitic curve, we have Fv,BK = H1(GK , Vp(E)), for v - p, as H1(GKv , Vp(E)) = 0.

On the other side, there is an isomorphism E(K) ⊗Zp Qp ∼= SelBK(K,V ), and so for v | p, we
have that being in the image of E(Kv) via the Kummer map is the same as being in Fv,BK . In
conclusion, Selp(E/K) := lim←−Sel

(pn)(E/K)⊗Zp Qp ∼= SelBK(K,Vp(E)), and so the Block-Kato
Selmer groups are a generalization of the classical Selmer groups of an elliptic curve. See [5] for
a detailed explanation and proof about this relation between SelBK(K,Vp(E)) and Selp(E/K).

In addition, the Selmer groups yield an exact sequence

0→ E(K)/mE(K)→ Sel(m)(E)→XE [m]→ 0

If the Tate-Shafarevich groups XE [p∞] are finite (as it is conjectured), then we have

dimQp lim←−Sel
(pn)(E/K)⊗Zp Qp = rank(E(K))

Moreover, H0(Qp, Vp(E)) = 0 and ords=0L(V ∗(1), s) = ords=1L(E/K, s), so the Bloch-Kato
conjecture is equivalent to the Birch and Swinnerton-Dyer conjecture if the Tate-Shafarevich
groups are finite. Otherwise, the Bloch-Kato conjecture just predicts the inequality

rank(E/K) ≤ ords=1L(E/K, s)

This inequality can be proven (at least in some cases) using Euler Systems, which allow to control
the size of Selmer groups.
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7.2 Euler Systems

Euler systems are a tool for studying and controlling the size of Selmer groups. Let V be a p-adic
Galois representation of GQ, T ⊂ V a Zp lattice stable by GQ and Σ be a finite set of primes
containing p and the ramified primes for V . For any number field K, we can regard V as a GK
representation, and this induces corestriction maps on cohomology

corLKH
i(L, V )→ H i(K,V ) ∀L ⊇ K

Definition 7.6. An Euler System for (T,Σ) is a collection c = (cm)m≥1, with cm ∈ H1(Q(µm), T ),
satisfying that

cor
Q(µml)
Q(µm) (cml) =

{
cm if l ∈ Σ or l | m
Pl(V

∗(1), F rob−1
l )cm otherwise

The main reason why we should care about Euler Systems, is, as already said, that they allow
to control the size of Selmer groups. In particular, we have the following result:

Theorem 7.1. Suppose that c is an Euler system for (T,Σ) with c1 6= 0. If V satisfies some
additional technical conditions,

dimSelrel(Q, V ) ≤ dim(V c=−1)

Where c denotes complex conjugation.

This result controls the size of Selrel, and so it also allows to control SelBK , as we have

Selstrict(K,V ) ⊆ SelBK(K,V ) ⊆ Selrel(K,V )

This general definition of Euler systems is estrange, but as already discussed in Section 6, we
have already encountered an example of Euler system, that of cyclotomic units.

Example 7.3. Consider the representation V = Qp(1). Recall how we defined in Definition 6.2
a Kummer map κ : F ∗n = Qp(πn)∗ → H1(GFn ,Zp(1)). We can repeat the same argument
choosing a system of compatible m − th roots of unity ζm for all m (not just powers of p),
and define um = ζm − 1. The same argument shows that there is a well defined Kummer map
κ : Q(um)∗ → H1(GQ(um),Zp(1)), and it commutes with norms and corestrictions.

Moreover, we have V ∗(1) = Qp and so Pl(V ∗(1), F rob−1
l ) = 1 − Frob−1

l (see Example 7.2). It
turns out that we have

NQ(uml)/Q(um)uml =


um if l | m
(1− Frob−1

l )um if l - m and m ≥ 1

l if m = 1

Therefore, the elements (κ(um))m would nearly give an Euler system. However, there are some
problems. On one side, we’re seeing these factors for all primes, and we need to exclude at least
the prime p ∈ Σ. Moreover, we haven’t defined u1. To solve this, we define

vm =

{
um if p | m
NQ(ump)/Q(um)ump if p - m
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Theorem 7.2. The classes cm = κ(vm) are an Euler system for (Zp(1), {p}), called the system
of cyclotomic units.

Note that the elements un ∈ Q(µpn) defined in Observation 6.4 (that we packed inHIw(Qp,Zp(1)))
are exactly the vpn in the Euler system of cyclotomic units. Therefore, what we’ve proved in
Section 6 is that we can construct the p-adic L-function of Kubota-Leopoldt from the
Euler system of cyclotomic units, using Exp∗.

This is exactly an instance of the picture explained in the introduction: For the representation
V = Qp(1), we have the following commutative diagram.

Galois representation L-function

Euler system p-adic L-function

p-adic interpolation

Explicit reciprocity law

This is a general conjectural phenomena: We expect to be able to build an "arithmetic" p-adic
L-function from an Euler system:

Euler system→ H1
Iw(Q, V )→ H1

Iw(Qp, V ) −−−→
Exp∗

D(V )ψ=1 −−−−−−−−−−→
Amice transform

p-adic L-functions

Moreover, we expect to have an explicit reciprocity law that relates this "arithmetic" p-adic
L-function with the "analytic" p-adic L-function constructed via interpolation.

Observation 7.2. Applying the Amice transform to D(V )ψ=1 works for the case of Zp(1),
because ψ improves denominators in π, and so Aψ=1

Qp ⊆ 1
πA

+
Qp , so we can see the elements of

D(Qp(1))ψ=1 as measures on Zp. However, this is more complicated in general, and we have to
introduce more advanced tools from p-adic Hodge theory in order to be able to see the elements
of D(V )ψ=1 as measures on Zp.

Observation 7.3. This general picture is known to work in very few cases. One of them is the
one that we have studied in detail, the case V = Qp(1). Another one is the case of L-functions
attached to modular forms. For this case, we have studied the construction of the p-adic L-
function in Section 4. Proving that the rest of the picture can be constructed is much more
difficult and falls beyond the scope of this study. It was done by Kato in [15].

7.3 Kato’s Euler System

For completeness, this last section summarizes some results that lead to the definition of Kato’s
Euler system. This is based in the exposition [17]. First we give a short reminder about the
definition of modular curves, that we will need for the construction.

Definition 7.7. Let Γ be a congruence subgroup. Then, there exists an algebraic variety Y (Γ),
defined over Q, such that

Y (Γ)(C) ∼= Γ\H

Y (Γ) is called a modular curve.
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In particular, for the congruence subgroups Γ(N) and Γ1(N), we have the modular curves Y (N)
and Y1(N).

Y (N)(C) ∼= Γ(N)\H Y1(N)(C) ∼= Γ1(N)\H

Moreover, for every F/Q, the F -points of Y1(N) are in bijection with isomorphism classes of
pairs (E,P ), where E is an elliptic curve and P is a point of order N in E.

Observe that we have introduced L-functions attached to a modular form, but to fit this into the
general picture about Galois representations (in particular, to build an Euler system), we should
see that we can attach a Galois representation to a L-function.

Let f =
∑
anq

n ∈ Sk(N) be a primitive modular form. Then Q(f) = Q(a1, a2, . . . ) is a finite
extension of Q, and Qp(f) = Qp(a1, a2, . . . ) is a finite extension of Qp.

Theorem 7.3. (Deligne) Given a primitive modular form f ∈ Sk(N), there exists a GQ-
representation Vp(f), of dimension 2 over Qp(f), non ramified outside Np, such that if l - Np,
then

det(1− Tρ(Frobl)
−1) = 1− alT + lk−1T 2

In particular,

L(Vp(f), s) = L(f, s)

Moreover, it was proved by Faltings, Tsuji and Saito that Vp(f) is a de Rham representation
([10], Theorem 8.4.8 for the precise statement), and by construction of this representation, it
comes from geometry: It is defined as the maximal subspace of H1

ét(Y1(N)Q,Qp) where the
Hecke operators Tl, for l - N , act by multiplication by al(f).

Now let’s proceed to define an Euler system for Vp(f). Kato does this using Siegel units on
modular curves. Let’s introduce this concept.

Definition 7.8. Let Γ be a congruence subgroup. Then, a modular unit or level Γ is a nowhere
vanishing Γ-invariant holomorphic function f : H → C with poles of finite order at the cusps.

Observation 7.4. There is a bijective correspondence

{Modular units of level Γ} ←→ O(Y (Γ)(C))∗

Where O denotes the coordinate ring of the algebraic variety. Therefore there are two different
ways to look at modular units. In particular, we can talk about the field of definition of the
modular unit.

Definition 7.9. Let (α, β) = (a/N, b/N) 6= (0, 0) ∈ Q/Z. We define the functions gα,β : H → C
as

gα,β(τ) = qω
∏
n≥0

(1− qn+a/NζbN )
∏
n≥1

(1− qn−a/Nζ−bN )

Where N is a primitive N -th root of unity, and ω = 1
12 −

a
N + a2

2N2 .

With a slight modification, these functions become Γ1(N)-invariant, and are modular units.
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Definition 7.10. Let c > 1 such that c is coprime to the order of α, β ∈ Q/Z and coprime to 6.
Then, we define

cgα,β =
(gα,β)c

2

gcα,cβ

These are called Siegel units.

Theorem 7.4. cg0,1/N are modular units of level Γ1(N), and are defined over Q.

Now, we want to construct an Euler system for Vp(f). In fact, Kato builds an Euler system for
Vp(f)(2), but this is enough thanks to the following notion of twisting for Euler systems.

Theorem 7.5. Let χ : GQ → Zp be a continuous character unramified outside Σ (for instance,
a power of the cyclotomic character). Then, there is a canonical bijection c 7→ cχ between Euler
systems for (T,Σ) and Euler systems for (T (χ),Σ).

To construct the Euler system we need to introduce several maps coming from étale cohomology.

Definition 7.11. Let X be an algebraic variety. Then, we have the following maps

• Kummer map. κp : O(X)∗ → H1(X,Qp(1)).

• Cup products. ∪ : H i(X,Qp(m))×Hj(X,Qp(n))→ H i+j(X,Qp(n+m))

Definition 7.12. Let c, d be integers coprime to 6Np, where N is the level of the modular form
f . We define

uN (τ) = cg1/N,0(Nτ) vN (τ) = dg0,1/N (τ)

Both units are of level Γ1(N). uN (τ) is defined over Q(µN ) and vN (τ) is defined over Q.

Definition 7.13. Given m,N > 2 and m | N , we define

zN,m = κp(um) ∪ κp(vN ) ∈ H2
ét(Y1(N)Q(µm),Zp(2))

The units zN,m are those that define Kato’s Euler system. The main result is the following norm
relation.

Theorem 7.6. Let l be a prime. If l | m, then

norm
Q(µml)
Q(µm) zN,ml = zN,m

If l - mN , then

norm
Q(µml)
Q(µm) zN,ml = (1− 〈l〉−1Tl(Frobl)

−1 + l〈l〉−1(Frobl)
−2)zN,m

Observation 7.5. These elements (zN,m)m≥1 satisfy an appropriate norm relation, but they
belong to H2

ét(Y1(N)Q(µm),Zp(2)), and to have an Euler system for Vp(f)(2) we need elements in
H1(Q(µm), Vp(f)(2)). However, it turns out that we have a Hochschild-Serre spectral sequence
for étale cohomology, that induces a map

H2
ét(YQ(µm),Qp(m))→ H1(GQ(µm), H

1
ét(YQ,Qp)(m))→ H1(Q(µm), Vp(f)(2))
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And so we can translate (zN,m)m≥1 ∈ H1(Q(µm), Vp(f)(2))

Moreover, via this map the Hecke operators Tl and 〈l〉 act as al(f) and χ(l), respectively. There-
fore, for the case l - mN the Euler factor becomes

norm
Q(µml)
Q(µm) zN,ml = (1− χ(l)−1al(f)(Frobl)

−1 + lχ(l)−1(Frobl)
−2)zN,m

Which is the Euler factor for Vp(f ⊗ χ) evaluated at (Frobl)
−1. Moreover, if V = Vp(f)(2),

V ∗(1) = Vp(f ⊗ χ) and so (zN,m)m≥1 satisfy the Euler system relation for Vp(f)(2).

In a same way as we did for the case of cyclotomic units, to remove the Euler factors at p, we
replace zN,m by z(p)

N,m = norm
Q(µmp)
Q(µm) (ζN,mp), and the elements z(p)

N,m form an Euler system for
Vp(f)(2).
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