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ABSTRACT

On the one hand, clinical trials are of great importance in discovering new treatments for diseases. They
teach research things that cannot be learned in the laboratory, that is, what does and does not work
in humans. What’s more, they are a really helpful tool for deciding whether the side effects of a new
drug or treatment are acceptable compared to the potential benefits. Since results are not known at the
beginning, this process is quite uncertain and effective management of doses is required. On the other
hand, Reinforcement Learning is a Machine Learning paradigm different from Supervised Learning and
Unsupervised Learning. Unlike these two methods, Reinforcement Learning is used when we want a
system to accomplish a task by understanding the task by itself and the system must learn based on
the “trial and error” rule. In recent years, several Reinforcement Learning applications have brought great
advances in different fields. However, this new paradigm has not been used for optimizing the inventory
management of clinical trials, so that’s why this master thesis addresses this line of investigation. The
contributions of this master thesis are: (1) The definition of the Markov Decision Process formulation for the
current problem, (2) The application of Tabular Methods to solve the problem, and (3) The improvement
of the used Tabular Methods by modifying their respective Q-Tables. Results show a considerable
improvement after the Q-Table’s modification. However, the system does not achieve a great performance
mainly due to the high dimensionality of the prob...
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Abstract

On the one hand, clinical trials are of great importance in discovering new treatments for diseases.
They teach research things that cannot be learned in the laboratory, that is, what does and does
not work in humans. What’s more, they are a really helpful tool for deciding whether the side
effects of a new drug or treatment are acceptable compared to the potential benefits. Since
results are not known at the beginning, this process is quite uncertain and effective management
of doses is required.

On the other hand, Reinforcement Learning is a Machine Learning paradigm different from
Supervised Learning and Unsupervised Learning. Unlike these two methods, Reinforcement
Learning is used when we want a system to accomplish a task by understanding the task by
itself and the system must learn based on the “trial and error” rule.

In recent years, several Reinforcement Learning applications have brought great advances in
different fields. However, this new paradigm has not been used for optimizing the inventory
management of clinical trials, so that’s why this master thesis addresses this line of investigation.

The contributions of this master thesis are: (1) The definition of the Markov Decision Pro-
cess formulation for the current problem, (2) The application of Tabular Methods to solve the
problem, and (3) The improvement of the used Tabular Methods by modifying their respective
Q-Tables.

Results show a considerable improvement after the Q-Table’s modification. However, the system
does not achieve a great performance mainly due to the high dimensionality of the problem.

Keywords: Reinforcement Learning, Tabular Methods, Q-Learning, SARSA, Inventory
Management, Clinical Trials.
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CHAPTER 1

Introduction

Nowadays, the correct management of inventories is increasingly important, not only because of
the derived costs, but also for the environmental impact and the customer Service Level (SL),
where Type 1 SL is the α SL and Type 2 SL is the β SL. Their differences and definitions will
be explained later in more detail.

Regarding short-lived products, as is the present case, it is crucial to have effective inventory
management systems in order to provide competitive advantages for companies and customers.
Concerning clinical trials, it is obvious that this is a field of great importance, since the service
quality implies consequences for the health of patients.

Efficient clinical trials management is required independently of the size of the trials, as it involves
a huge investment of time, money and people. Human and financial resources are not unlimited.
Consequently, it is crucial to ensure that clinical trials management is implemented efficiently.

Although most of the literature is based on the impact on patient’s health, even using prob-
abilistic prediction tools [2], one common factor observed in satisfactory trials management is
the implementation of a correct management system [3]. In addition, trials management is an
essential key competence to offering high-quality trials.

By using mathematical programming, companies and researchers have made approximate ap-
proaches to find near-optimal policies for inventories management. Nevertheless, Reinforcement
Learning (RL) is based on learning what to do by associating situations with actions, to max-
imise a numerical reward signal. The agent does not know in advance what actions to take, so
it must instead learn which actions produce the best reward by trying them out. As it will be
later explained, in most interesting cases, the actions not only affect the immediate reward but
also the following situations and therefore the future rewards [1].

Taking it into account, the research work carried out in this master thesis is characterized as

1



1.1. SCOPE AND METHODOLOGY CHAPTER 1. INTRODUCTION

follows:

By the application of Reinforcement Learning, find the best policies for optimizing the inventory
management of clinical trials.

To begin this research, the first chapter is devoted to specifying the scope, methodology and
objectives of this master thesis. Next, at the beginning of each new chapter, it will be also
indicated what has been done.

1.1 SCOPE AND METHODOLOGY

This master thesis focuses firstly on how to express the current problem in order to solve it by
the application of RL algorithms. This includes:

- Defining the problem from the RL point of view.

- Implementing the code that allows executing the RL algorithms.

In Chapter 2 the theoretical framework of RL will be presented, by placing RL inside the Machine
Learning (ML) theory, explaining its main ideas and formulating the problem as an Markov
Decision Process (MDP).

Then in Chapter 3, an analysis of the present state of the art in several fields is done. This covers
the latest RL applications, which do not include the present problem.

After analysing the present state of the art, the problem formulation is done in Chapter 4, to
allow to “build” the problem in Chapter 5.

Then, the particular problem of the optimization of the inventory management of clinical trials
will be solved through RL. Experimental results are developed in Chapter 6.

Finally, in Chapter 7 we explain our conclusions and propose further work.

1.2 OBJECTIVES

RL problems are commonly formulated as MDPs. That is why the first of the objectives of this
master thesis is to find the elements in common between an MDP and the problem of inventory
management of clinical trials, which will be treated as a sequential decision-making problem.

One of the main RL problems is the dimensionality of the observation space, in fact, there
are various algorithms and methodologies for solving problems through the application of RL.
Therefore, the second objective is finding the appropriate algorithm and methodology for the
correct resolution of the problem.

Finally, as the main goal of the present project is practical problem solving, the target is to put
all the theoretical concepts into practice by solving a particular case through the theory provided
by RL.
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As a summary of the previous paragraphs, the problem of inventory management of clinical
trials will be formulated as an MDP, the most appropriate RL algorithm and methodology will
be looked for and finally, the best management policies obtained will be analysed.
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CHAPTER 2

Theoretical Framework

Before going more deeply into the resolution of the problem, it is necessary to explain some basic
concepts to better understand the formulation and development of the problem.

In this chapter a set of definitions and key ideas related to MDPs, Artificial Intelligence and RL
are presented.

2.1 MARKOV DECISION PROCESS

Markov Decision Processes (MDPs) are a classical formalization of sequential decision making.
In this type of process actions have an important influence in not just immediate rewards, but
also in subsequent situations or states and future rewards [1].

As later we will go into RL in detail, it is important to consider that MDPs allow mathemat-
ical modelling of the RL problem. Therefore, it is necessary to make some precise theoretical
statements.

An MDP is defined as a five-tuple M = ⟨S,A, P,R, γ⟩, where:

S is the set of states.

A is the set of actions.

P is the state-transition function.

R is the reward function.

γ ∈ [0, 1] is the discount factor.

The elements of the previously defined five-tuple can be related in the following way:
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There is a decision-maker, called the agent, who interacts with the environment in which it is.
The interactions between the agent and the environment occur sequentially over time. At each
time step the agent obtains some representation of the state of the environment, then, from this
representation, the agent selects an action to perform. The environment then transitions to a
new state and the agent receives a reward as a consequence of the previous action.

The process described, which consists of selecting an action from a given state, transitioning to a
new state and receiving a reward, occurs sequentially over and over again. It is formally defined
as a trajectory, which shows the sequence of states, actions and rewards.

To better understand this process we can observe Figure 2.1. At each time step t = 0, 1, 2, · · · ,
the agent receives the representation of the environment’s state, St ∈ S. From this state, the
agent selects an action At ∈ A which gives us the state-action pair (St, At).

Time is increased, so one time step later, t + 1, as a consequence of having taken the previous
action, the agent receives a numerical reward Rt+1 ∈ R and the environment is transitioned to
a new state, St+1 ∈ S.

Consequently, the trajectory that represents the described sequential process is:

S0, A0, R1, S1, A1, R2, S2, A2, R3, · · ·

Figure 2.1: Diagram of a Markov Decision Process (Sutton and Barto, 2018) [1].

The state-transition function P defines the dynamics of the MDP because it indicates the proba-
bility of moving from one state to the next state. Here it is important to remember the property
of MDPs, which states that the environment’s response to the agent at time step t only considers
the state and action at the previous time step t− 1 [4].

The reward function R is a scalar value that represents the reward the agent gets when transi-
tioning from one state to the next one while performing an action At ∈ A.

The discount factor γ is used by the agent to adjust the importance of rewards over time. So if
γ = 0 the agent is more interested in near time rewards that are more likely than late rewards,
but if γ = 1, the agent will consider the possible future rewards based on the evaluation of its
actions.

Once defined the discount factor γ and in order to understand the previous paragraph, it can
be now defined how the return is calculated from γ and the rewards for continuing tasks. The
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discounted return is denoted as Gt and for every time step t is computed as the sum of subsequent
rewards, taking into account that late rewards are multiplied by the discount factor raised to the
power of the number of steps the agent is away. It is calculated as follows:

Gt
.
= Rt+1 + γRt+2 + γ2Rt+3 + . . . =

∞∑
k=0

γkRt+k+1 (2.1)

From Equation 2.1 it can be noted that if γ = 0, the discounted return will be the immediate
reward without any subsequent state. It is commonly denoted as making the agent “myopic” (or
short-sighted).

Since this is a sequential decision-making problem, the agent’s goal is to maximise the total
quantity of rewards it receives after having performed the corresponding actions in certain states.
Therefore, the agent seeks to maximise the cumulative rewards it receives over time and not just
the immediate reward.

Regarding the dimension of the different elements of the previously defined five-tuple, we will
assume that the sets S, A, P and R have a finite number of elements. Therefore, the decision
process is defined as a finite MDP.

2.2 ARTIFICIAL INTELLIGENCE

Nowadays, Artificial Intelligence (AI) is defined as a branch of science and technology that cre-
ates intelligent machines and computer programs to perform various tasks which require human
intelligence. That is a system that mimics various functions that a human can do [5].

As a result, the tools developed by AI can be applied to different fields in order to find new and
improved solutions to existing problems, such as in the field of transport [6], healthcare [7] and
education [8], among others.

ML is an area that belongs to AI and is responsible for designing algorithms with the ability to
learn by themselves, without being explicitly programmed.

Once AI and ML have been defined, it is necessary to consider the following three basic ap-
proaches: Supervised Learning, Unsupervised Learning and Reinforcement Learning.

Supervised Learning makes use of labelled datasets to train algorithms to classify data
or predict outcomes accurately.

Unsupervised Learning is a method that uses ML algorithms to analyse and cluster
unlabeled data sets. Unlike Supervised Learning, there is no prior knowledge.

Reinforcement Learning is distinguished from the other two computational approaches
by its emphasis on learning by an agent from direct interaction with its environment, so
exemplary supervision or complete models of the environment are not required.
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2.3 REINFORCEMENT LEARNING

As previously defined, RL is one of the three basic ML paradigms and focuses on how the agent
should act in the environment to maximise the cumulative reward.

In this section devoted to RL, we will make an explanation of the concepts of policies, value
functions and their corresponding optimal policies and optimal value functions. Also, one of the
most recurrent equations in RL literature will be considered, the Bellman equation.

After having explained those concepts, this section will attend the exploration-exploitation trade-
off, also known as the exploration-exploitation dilemma, which is the tough choice between ob-
taining new knowledge and using that knowledge to improve performance. As a consequence,
ε-greedy methods will be also explained.

2.3.1 Policies and Value Functions

To analyse the RL environment, it is necessary to consider the previously defined MDP five-
tuple, as well as a policy, which will be denoted as π, the state-value function vπ(s), and the
action-value function qπ(s, a).

These concepts can be defined as follows:

Policy π is a function that maps from perceived states of the environment to actions to
be taken when the agent is in those states, based on probabilities of selecting each possible
action from those states. So, if the agent follows policy π at time t, then π(a|s) denotes
the probability that At = a if St = s. This means the probability of taking action a in
state s at time t under policy π.

State-value function vπ(s) is an estimation of how good any given state is for an agent
following policy π. Formally, it is defined as the expected return from starting from state
s at time t and following policy π.

Action-value function qπ(s, a) similarly to the state-value function vπ(s), action-value
function estimates how good it is for the agent to take any given action from a given state
while following policy π. Formally it can be defined as the expected return from starting
from state s at time t, taking action a, and following policy π.

The latter two terms, vπ(s) and qπ(s, a), can be estimated from experience by the agent because
as the agent is in constant interaction with the environment, it can keep an average for each state
it encountered of the returns that have followed that state. As the interaction tends to infinity, by
the law of large numbers, the average will converge to the state’s value vπ(s). Besides, if separate
averages for each action taken in a state are maintained, these averages will also converge to the
action’s values, qπ(s, a).

Regarding the mathematical formulation, we have the following:

State-value function vπ(s):

vπ(s)
.
= Eπ [Gt | St = s] = Eπ

[ ∞∑
k=0

γkRt+k+1 | St = s

]
, for all s ∈ S (2.2)
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Action-value function qπ(s, a):

qπ(s, a)
.
= Eπ [Gt | St = s,At = a] = Eπ

[ ∞∑
k=0

γkRt+k+1 | St = s,At = a

]
(2.3)

Once defined vπ(s) and qπ(s, a) their relationship can be formalized. Note that if :

∑
a

π(a | s) = 1 (2.4)

It can be asserted that:
vπ(s) =

∑
a

π(a | s) · qπ(s, a) (2.5)

2.3.2 Optimal Policies and Optimal Value Functions

One of the most common elements of many RL algorithms is the Bellman equation. This equation
breaks up the value function into two parts:

- The immediate reward.

- The discounted future values.

Thanks to this equation, the computations are simplified. The Bellman equation is now presented
for the state-value function vπ(s) and the action-value function qπ(s, a):

Bellman equation for the state-value function

vπ(s) = Eπ [Rt+1 + γvπ (St+1) | St = s] (2.6)

Bellman equation for the action-value function

qπ(s, a) = Eπ [Rt+1 + γqπ (St+1, At+1) | St = s,At = a] (2.7)

So, the Bellman equation relates the value of a state or state-action and the subsequent values.

Recap that the agent’s goal is to maximise the total cumulative reward in the long term. The
policy that maximises the total cumulative reward is the optimal policy.

When comparing policies, a policy π is said to be better than or the same as policy π′ if the
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expected return of π is greater than or equal to the expected return of π′ for all states. That
means:

π ≥ π′ if and only if vπ(s) ≥ vπ′(s) for all s ∈ S (2.8)

Therefore, an optimal policy π∗ meets that π∗ ≥ π for all policies π. It is guaranteed that an
optimal policy exists but may not be unique. There could be different optimal policies, however
they all share the optimal state-value function and the optimal action-value function.

It is trivial that an optimal value function is the one that gives the maximum value compared to
all other value functions. As the main objective when solving an MDP is finding the optimal value
function, we can define the optimal state-value function and the optimal action-value function
as follows:

Optimal state-value function v∗(s)

v∗(s)
.
= max

π
vπ(s) (2.9)

Optimal action-value function q∗(s, a)

q∗(s, a)
.
= max

π
qπ(s, a) (2.10)

The Bellman equation is used for estimating the value of states and states-actions as a function
of the subsequent values. Once we have found the optimal value functions v∗ and q∗ the optimal
policies can be obtained with the following expressions:

v∗(s) = max
a

E [Rt+1 + γv∗ (St+1) | St = s,At = a]

= max
a

∑
s′,r

p
(
s′, r | s, a

) [
r + γv∗

(
s′
)] (2.11)

q∗(s, a) = E
[
Rt+1 + γmax

a′
q∗

(
St+1, a

′) | St = s,At = a

]
=

∑
s′,r

p
(
s′, r | s, a

) [
r + γmax

a′
q∗

(
s′, a′

)] (2.12)

Finally, we can conclude that the Bellman equation is a keystone to find the optimal values of
the value functions in order to obtain an optimal policy.
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2.3.3 ε-Greedy Methods and the Exploration-Exploitation Trade-Off

Given that RL is an area of ML that teaches the agent to take actions in order to maximise
rewards and that the agent has no knowledge about the different states, the actions it can take
in all the states, the associated rewards it would obtain and neither the transition to resulting
states, it is necessary for the agent to learn by interacting with the environment [9].

When facing a decision making problem, the agent can wonder if it is better to go for the decision
that seems to be optimal or gather new information that could be helpful in order to make a
better decision once it has more information because the current knowledge could be inaccurate.

In this case, there are two possible behaviours, exploitation and exploration, which can be de-
scribed as follows:

Exploitation: Selecting one of the actions whose estimated value is the greatest, we will
call these actions “Greedy Actions”.

Exploration: Selecting one of the non-greedy actions, in order to improve the estimate of
the non-greedy action’s value.

So, exploration pursues a long-term benefit because it allows the agent to improve its knowledge
about each action that could lead to long term benefit, while exploitation makes use of the agent’s
current estimated value and acts greedily to get the most reward.

Based on these two possible behaviours, we can define two action-value methods, Greedy Methods
and ε-Greedy Methods:

Greedy Methods: Selecting one of the actions with the highest estimated value, which is,
one of the greedy actions. The objective of these methods is to exploit current knowledge
to maximise immediate reward.

ε-Greedy Methods: Acting greedily most of the time but with a small probability ε
choosing to explore.

ε-Greedy can be represented as follows:

At ←

{
argmaxQt(a) with probability 1− ε

a ∼ Uniform ({a1 . . . ak}) with probability ε
(2.13)

Expression 2.13 indicates that the agent’s selection at time step t will be a greedy action with
probability (1 - ε) or it may be random with the probability of ε.

To summarise, on the one side, exploitation is appropriate to maximise near time rewards, but
on the other side, exploration may produce a greater total reward in the long run. If there are
many time steps ahead, it may be better to explore the non-greedy actions to discover which of
them are better than the greedy action.
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CHAPTER 3

Literature Review

Requirements for proper inventory management are becoming more important since it is nec-
essary to offer the best quality of service without having a large environmental impact and on
operating costs.

Given that these requirements are increasingly demanding, it is necessary to apply new meth-
ods that provide the appropriate solutions, which is why this master’s thesis’ objective, is the
application of RL for optimizing the inventory management of clinical trials.

This chapter begins with the present state of the art of the healthcare sector and its impor-
tance, then some articles concerning stochastic models and SL will be presented. To conclude, a
literature review of the applications of RL will be done.

3.1 SYSTEMATIC LITERATURE REVIEW

To carry out this chapter, a Systematic Literature Review (SLR) approach has been adopted
following the indicated procedure by Okoli and Schabram [10], which is, a standardized method-
ology that provides guidelines for developing theory in literature reviews.

The next eight-step guide for conducting a SLR was followed:

1. Identification of the purpose: Establishment of research objectives and intended
goals.

2. Draft protocol: Detailed protocol to indicate how to execute the review.

3. Practicality filter: Disposal of articles deemed not useful for the investigation.

4. Search for literature: Explicit description of the details of the literature search and
ensure the search’s comprehensiveness.
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5. Data extraction: Extract from each study the information that can be applicable and
useful.

6. Quality appraisal: Establishment of the exclusion criteria for articles with not enough
quality, depending on the research methodologies they employ.

7. Synthesis: Combination of the extracted facts and information from articles.

8. Review writing: After following the previous seven steps, it is necessary to report in
sufficient detail the review’s results.

In Figure 3.1 the eight-step guide is presented.

Figure 3.1: Steps of Systematic Literature Review (SLR). Source: Own elaboration.

As the scope of the present work is not to do an exhaustive literature review, each step is not
explained in detail. Nevertheless, it is important to consider that studies were selected based on
the following criteria:

- They must include the terms: Reinforcement Learning, Markov Decision Process, Inven-
tory Management and Management of Clinical Trials. So the words used for the search
were Reinforcement Learning, Markov Decision Process, Markov Chains, Reinforcement
Learning Applications, Clinical Trials, Protocol, Service Level, Supply Chain Management,
Perishable Inventory, Short-Lived Inventory and Inventory Systems.

- Based on the terms defined in the previous point, studies were searched in the Google
Scholar, Scopus and ScienceDirect databases, and subsequently managed with the software
Mendeley for its correct review and bibliographic referencing.

- Most recent studies published by recognized institutions have been prioritized.
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It should be considered that the studies used as reference deal jointly with the mentioned topics,
a fact that difficulties the corresponding analysis. Despite this and regarding the last step of
the eight-step guide, review writing, the corresponding literature review is organized attending
firstly to the present state of the art of the healthcare sector and its importance, secondly to
stochastic models and SL and finally to different applications of RL methods.

3.1.1 State of the Art of the Healthcare Sector

In the field of management of clinical trials, many advances have been done. One of them is that
since 2005 all clinical trials, before they may be considered for publication, should be registered
in publicly available domains. This is a recommendation by the International Committee of
Medical Journal Editors (ICMJE) [11].

Once the trial is accepted, the challenge is different. As recently seen in the current pandemic
situation, the speed of the normal drug development pathway is unacceptable, therefore, there
is considerable interest in expediting these procedures [12]. Although increasing the speed of the
normal drug development involves different factors, its management can bring great benefits [3],
like for example reducing drawbacks as well as costly and timely process with a high attrition
rate [13].

One common factor observed in satisfactory trials management is the implementation of a correct
management system, which is, the establishment and execution of effective management systems
and techniques according to the needs of the trial. All clinical trials, regardless of the size, scope,
costs or duration, require coordinated processes and systems [14].

The importance of correct management is known, in fact, there are several publications regarding
protocols and guidelines for clinical trials management, as those presented in [15] and [16]. More
explicitly, concerning the management of perishable items, there are studies to obtain the near-
optimal inventory ordering policy by many different approaches:

- A dynamic programming and simulation-based approach are used for the inventory control
of the platelet at the blood bank in [17].

- For the modelling of ordering policies of perishable pharmaceutical items an MDP is used
in [18].

- By integer programming and a variable neighborhood search approach, the planning de-
livery routes for the supply of blood products to hospitals by a blood bank is done in
[19].

Nevertheless, there is currently no branch of application of RL methods for the correct establish-
ment of management policies for clinical trials that avoid the derived problems, since most of the
failure can be due to practical problems with trial management rather than scientific problems.

Since the goal of this master thesis is not the evaluation of present inventory management
methods of clinical trials but to apply RL algorithms for establishing management policies, we
shall now proceed to the literature review relative stochastic models and SL, a previous step to
the presentation of the current RL Applications.
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3.1.2 Stochastic Modelling and Service Level

The existing gap between supply and demand has led to the development of several resource
pooling strategies in the industry. Nevertheless, despite this intensive strategy’s growth, their
effective implementation is still a hurdle task for many Supply Chain (SC) actors. Furthermore,
it is important to consider the SL requirements of customers, or as is the case of the present
master thesis, patients.

As a consequence of the previous paragraph, the key challenge for suppliers and manufacturers
is to maintain enough inventory in order to be able to supply all the demand on time.

In situations involving randomness, as it is the case, a probability model is often used to represent
it, by assigning probabilities directly to events [20].

To go more deeply into this matter, the article [21], which has been classified as the most
applicable to this master thesis, will be analysed first. It can be compared to the present problem
regarding two aspects, the first one is that it considers a manufacturer that can be understood as
our CD and many E-distributors, similar to our LDs. The second aspect is that it considers the
type 2 SL, which as later it will be explained, is the proportion of demand that can be satisfied.

There are also differences:

- It is based on a profit model which considers customers and not patients.

- Following the same argumentative line of the previous bullet point, it classifies customers
by their SL requirements and so they are served following a priority list. As a result, at
least one customer’s demand will be partially served and the rest of the demand, depending
on their position in the list, might be fully satisfied or not. This is contrary to the point
of view of the present master thesis, as all patients have the same rights to be treated.

- The objective is to determine the resource capacity level at the beginning of a period,
instead of the amount sent to each E-distributor. These two concepts might be misunder-
stood because in our case we consider resupply orders.

- As it is based on an online sales model, the manufacturer ships directly to the customer,
using dropshipping.

- A stochastic linear programming framework is used to solve the problem instead of RL.

As concluding remarks of this article, it can be said that in a system with several customers
whose demands are i.i.d., there is no need to hold any safety stock to meet the required SLs,
which are different for each customer, as long as they are strictly less than one. This is not the
case of the present master thesis, but it is considered as a reference in articles related to the type
2 SL.

In stochastic processes, Markov Chains are commonly used, as in article [22], where this tool is
used to determine the profit derived from the sale of goods a company that provides spare parts
for commercial cars will get.

Also in the field of stochastic models, there are other applications as it is the case of [23], whose
main goal is the design of a Supply Chain Network (SCN) considering SL and demand-side
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and supply-side uncertainties simultaneously. Although the objective of this article is far from
that of this master thesis, it is important to consider its Table 1, which shows different solution
approaches in the literature for the design of a SCN and from which it can be concluded that
RL has not been employed. Therefore, this reinforces the idea that this master thesis carries out
an innovative and differential work.

To get a better understanding of the impact of SL in SC the article [24] can be consulted.
Furthermore, many strategies for customer SL have been studied as is the case of [25], where the
proposed strategies take advantage of the network itself and consider transshipping the material
between locations. This cannot be applied to the present master thesis, since as it will be
explained later, as they are clinical trials, once they are sent to the LDs they cannot be sent to
other LDs because they can be modified or adulterated.

To conclude this subsection, it is important to remark that the resource pooling problem can
also be seen as the stochastic knapsack problem (SKP), where the objective is to maximise the
probability of reaching a target reward level without exceeding the knapsack capacity. This
perspective is the one used in [26], where the properties of three classes of allocation policies:
responsive (with perfect hindsight), adaptive (with information updates), and anticipative (with
forecast information), are studied. Its objective is by using the type 1 SL, that is, an event-
oriented performance criterion that measures the probability that all customer orders arriving
within a given time interval will be completely delivered from stock on hand without delay to
compare their performances for both capacity minimization and revenue maximization.

3.1.3 Different Applications of Reinforcement Learning Methods

RL is a way to teach machines certain behaviours through interactions with the environment,
learning from mistakes and by using rewards.

As aforementioned, in Supervised Learning there are labelled data sets and the goal is to predict
labels of unlabeled examples. However, data collection is expensive, because it requires infras-
tructure, support and monitoring. Consequently, over the past years, new applications of RL
have been considerably developed.

One commonly known goal of RL is the creation of a mobile robot capable of moving around in
the physical world [27], but there are simpler applications that despite the present computational
progress, are still hard problems:

Board games: The most known examples are chess and backgammon [28], where RL can
beat human world champions.

Video games and robot simulations: It studies the use of AI methods to perform at
human-level [29].

Self-driving cars: It is a complex RL application that aims to teach the agent, in this
case the car, to drive autonomously [30].

Nevertheless, there are less commonly known RL applications. Next some of them are presented.

The PageRank algorithm introduced by Lary Page in 1999 is used to rank web pages and also
users in social media [31]. It is based on a Random Walk, which is a random process that
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describes a path made of several random steps and that can be represented as a Markov Chain,
where nodes represent web pages. As a consequence, there are attempts to optimize it by the
application of RL as it is the case of [32].

Other fields of application are Recommender Systems, Computer Systems, Energy Systems,
Finance and Healthcare [33].

Regarding this last field, which is the healthcare sector, the main scope is to create individualized
treatment depending on patients’ different clinical characteristics and requirements. The general
idea is to take action as the environment changes to assign optimal regime to patients [34].
However, while this master thesis is being developed, there are no RL application studies for
optimization of the inventory management of clinical trials explicitly.

In relation to the application of RL in the field of SC inventory management, diverse models
have been considered:

- In [35], the authors proposed a case-based RL algorithm for inventory management of a
multi-agent SC structure.

- With respect to inventory management of short-lived items as fresh agri-products and dairy
products, Q-Learning and SARSA algorithms are studied in [36].

- A case-based myopic RL algorithm of an inventory management problem of the SC with
two-echelons is presented in [37].

- In [38] RL is applied to a case example of a global SC that spans several geographic areas
and logistics stages considering one single item.

To conclude this section, several current applications of RL have been indicated, nonetheless,
the inventory management of clinical trials has not been studied by RL, so that is what will be
done in the present master thesis.
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CHAPTER 4

Problem Formulation

In Chapter 2 the theoretical framework for MDPs, RL and their common way of problem for-
mulation have been established.

It is not surprising that an MDP can be defined in many ways, so the objective of this chapter,
among others, is to provide the MDP formulation for the current problem in order to apply the
appropriate RL algorithms.

The first part of this chapter is devoted to the general problem description, in which the problem
will be explained from a conceptual point of view.

In the second part, the problem will be described as a sequential decision-making problem, a
necessary step to conclude formalizing it as an MDP. Furthermore, it will be explained why Julia
Programming Language has been chosen for its development

4.1 GENERAL PROBLEM DESCRIPTION

Regarding clinical trials, usually the available supply of drugs is limited. On the one side, it
should be taken into account that the supply of drugs of the clinical trial will be made as large
as possible, and on the other, that the typical shelf life of products is short. As a consequence,
short regular shipments are planned each time a new batch is produced.

As we are considering a CD from where drugs will be sent to the corresponding LDs, the main
decision will be how much inventory to send to each LD and hence how much inventory will be
left in the CD for potential intermediate resupplies if needed, that is to avoid a shortfall of drugs.
Therefore, the size of the resupply shipment must also be decided.

Other considerations to take into account are:
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− It is not on the scope of the problem how inventory is managed between LDs and investi-
gation sites.

− The expected demand rate is not constant over time, so shipment sizes will be different in
each period.

− Due to legislative requirements it is not possible to send doses back to the CD or between
LDs, because they could be modified or adulterated.

− The cost of a shipment does not depend on the depot to which it is sent, so shipment cost
will be independent of the LD of destination.

− Stock holding cost, lead times and lifetime of the drugs will be not considered.

− As we are considering the demand for drugs, we will use the β Service Level (Type 2),
which is a quantity-oriented performance measure that describes the proportion of total
demand in a reference period which is delivered without delay from stock on hand, that is,
the expected proportion of demand that is satisfied.

In Figure 4.1, a conceptual description of the problem is shown. Note that demand is assumed
to follow a discrete uniform distribution.

Figure 4.1: Conceptual description of the problem. Source: Own elaboration.

Furthermore, to obtain a better understanding of the problem, some parameters have to be
defined:

Period: Is the elapsed time between the availability of two successive product batches,
assuming that periods are of identical length.

CD resupply: Is a shipment happening when a new batch of products becomes available.

LD resupply: Are the doses shipped between two CD resupplies.

We will consider the CD resupply as fixed and beyond the scope of the problem and we will try
to minimise only the LD resupply, avoiding missing doses before the next CD resupply, when the
CD will be full again.
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Finally, we can conclude that the objective of the problem will be to minimise the LD resupply,
and therefore the derived costs while ensuring a very low number of doses that cannot be supplied
from the LDs.

4.2 PROBLEM DESCRIPTION AS AN MDP

As aforementioned in Chapter 2, MDPs are a formalization of sequential decision-making prob-
lems. In addition, most of the RL methods need the problem to be described as a finite MDP.

More specifically, an MDP is defined as a five-tuple M = ⟨S,A, P,R, γ⟩, where S is the set of
states, A is the set of actions, P is the state-transition function, R is the reward function and
γ ∈ [0, 1] is the discount factor.

So in the present problem, this five-tuple can be defined as:

- The state s ∈ S is the inventory left in the CD and each LD, considering demand, the
previous quantity that had already been sent and the number of periods remaining until
the next CD resupply.

- The action a ∈ A can be generalized as sending a certain quantity of doses from the CD to
the LD. The system decides the quantity to be sent from the CD to each LD based on the
quantity of doses that is left on each LD and in the CD, which depends on the demand of
each LD.

- p ∈ P gives for each state and action the probability distribution over states. That means
the probability of ending in state s′ ∈ S, given that the agent starts in state s ∈ S and
takes action a ∈ A.

- The reward function r(s, a) provides the reward or the punishment when taking action
a ∈ A at state s ∈ S. As it has already been indicated, in this master thesis the objective
is to reduce the number of shipments for satisfying demand, and so minimise the derived
cost. The reward function will have a punishment approach using a fixed cost per shipment
and a penalty term for the non-served doses.

- γ ∈ [0, 1] is the discount factor, which will indicate how much the agent cares about late
rewards relative to near time rewards.

As it will be later explained, when programming, s ∈ S and a ∈ A will be modelled as vectors.

It is important to consider that on the one side, the environment will be deterministic as periods
of time t and temporal horizon T cannot be changed, but on the other side, it will be stochastic
as demand rate won’t be constant over time, thus it is not unique and cannot be completely
determined by the agent.

4.2.1 Why Julia Programming Language

Nowadays in the ML environment, Python is known as the number one programming language
followed by MATLAB and C/C++. It is trivial that in order to accelerate ML applications, a
good balance between both efficiency and simplicity programming language is required, so that’s
why Julia is becoming more popular among ML specialists [39].
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The main reasons for this are:

- Python and MATLAB programming languages are commonly used to solve large-scale
tasks but their performance is slow. They also have very strict requirements for memory
and computing power. Additionally, MATLAB is a commercial software [40].

- C/C++ is known for its high efficiency but it is difficult to use.

- Regarding Julia:

- It is easy to use as Python and MATLAB.
- It is efficient as C/C++, and as it was designed with a focus on numerical and scientific

computation for ML, Julia is highly recommended for tasks involving intensive data
processing.

- It is an open-source language whose syntax is similar to MATLAB.
- There are several ML algorithms written in Julia, and therefore, several applications,

as those mentioned in [39].

Although Julia is a new programming language with less community and tooling support, it has
many advantages over the other existing programming languages. In the next subsection we will
analyse the Julia interface POMDPs.jl, which will be used for solving the current problem.

4.2.1.1 POMDPs.jl Interface

MDPs are the foundation upon which RL is built, so knowledge of MDPs is a prerequisite to
understand Partially Observable Markov Decision Processs (POMDPs).

The POMDPs.jl interface makes possible working with both MDPs and POMDPs, because it
allows users to:

- Represent problems as MDPs and POMDPs.

- Solving problems.

- Running simulations.

In order to trace the roots of POMDPs.jl it it necessary to go back to the early days of Julia
in 2012, when Mykel Kochenderfer was working at MIT’s Lincoln Laboratory. Nowadays he
is an Associate Professor at Stanford University and the director of the Stanford Intelligent
Systems Laboratory (SISL). Mykel Kochenderfer and Jeff Bezanson (Julia co-founder) developed
an aircraft collision avoidance system for commercial airplanes using an early version of Julia.

In 2017 the Stanford Intelligent Systems Laboratory team led by Zachary Sunberg published the
paper called "POMDPs.jl: A Framework for Sequential Decision Making under Uncertainty" [41].
POMDPs.jl is not an isolated Julia package, it’s an interface which works with an expanding
collection of several complementary packages that are under active development by the Julia
Community.

The POMDPs.jl eco-system can be used for many different applications, but in this master thesis
we are going to make use of it to optimize the inventory management of clinical trials. Later its
implementation will be explained in more detail.
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To summarise, in this chapter the problem has been analysed in two ways. Firstly, it was
conceptually described and secondly it was characterized as an MDP and also explained why
the Julia Programming Language was chosen for the computations. Now, we continue with the
problem resolution, by first “building” the problem and secondly analysing the obtained results.
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CHAPTER 5

Problem Architecture

Before going deeply into the development of the project, we consider necessary to explain the
used algorithms. To properly do that, first, in this chapter a set of definitions and essential
knowledge regarding the techniques, algorithms and resources used are given.

Then, we will apply those concepts for optimizing the inventory management of clinical trials.

5.1 PRELIMINARY CONCEPTS

First, it is necessary to describe the following concepts:

5.1.1 Episodic and Continuous Tasks

In a RL problem, there are two different types of tasks that can be defined as follows:

Episodic Tasks: They last a finite amount of time, which is denoted as an episode.

Continuous Tasks: They never end.

Based on the previous definition, the current problem is an episodic task delimited by the avail-
ability of two successive product batches, assuming periods of identical length.

5.1.2 Model-Free and Model-Based

Regarding RL, there are two different computational strategies, model-based learning and model-
free learning. The main difference between them is whether the agent learns or acts.

In model-based learning the goal is to create a model of the environment in order to maximise
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the reward, which is getting the distributions of the next state St+1 and the reward Rt+1 for
knowing the optimal actions.

On the other side, model-free learning does not use neither of the predictions of the next state
St+1 nor of the reward Rt+1. As a consequence, this computational strategy uses samples from
the environment.

It is important to consider that, just because there is a model of the environment, the agent has
to be model-based. In fact, in the present problem, there is a model of the environment but it
is not necessary to learn it. Instead, the agent can learn a policy using algorithms that sample
from experiences like Q-Learning and SARSA. As a consequence, it is better to evaluate Q(s, a)
rather than V (s). This is because as we are doing model-free RL, we do not know how states
transition into new states.

In the next section, we will see explicitly the difference between model-based or model-free
algorithms by looking at the algorithms formulas and see whether they use the transition function.

5.2 ALGORITHMS

Algorithms are the central part of this master thesis, therefore, most of the resources and time
were devoted to them.

From the beginning, it was decided to face the problem with an innovative perspective, which
is through the application of RL. We apply the two most commonly used RL algorithms: Q-
Learning and SARSA.

5.2.1 Temporal Difference Learning

Temporal-Difference (TD) methods are widely used in RL, they are a combination of the Dynamic
Programming (DP) methods, which are model-based, and the Monte Carlo (MC) methods, which
are model-free.

MC learning is the simplest approach to model-free learning, as it is purely based on trial and
error. It estimates value functions and finds optimal policies based on experience. Furthermore,
this is an episodic algorithm, because it runs a complete episode in order to update the value of
a state. If we take a look at Equation 5.1, we notice that only at the end of the episode, when
the discounted return Gt is known, V (St) is updated.

V (St)← V (St) + α [Gt − V (St)] (5.1)

On the other side, TD learning, only waits until the next time step to do the update. Looking
at Equation 5.2, we notice that in order to update V (St), it uses the observed reward Rt+1 and
the estimate V (St+1).

V (St)← V (St) + α [Rt+1 + γV (St+1)− V (St)] (5.2)
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So, TD exploits the Markov property, which tells us that the evolution of the MDP only depends
on the present state and not on the previous states.

In TD, similarly to MC, the agent learns from sampled experience. This means that no model
of the environment’s dynamics is needed. Like in DP, TD methods bootstrap, so contrary to
MC, it is not necessary to wait for a final outcome, just until the next time step. Therefore, this
method can learn from incomplete episodes. Consequently, TD updates are based on another
estimate.

Q-Learning and SARSA are TD algorithms. They are explained in more detail down below.

5.2.1.1 Q-Learning

Q-Learning [42] is one of the most popular model-free RL algorithms. That means that this
algorithm estimates the optimal policy without estimating the transition and reward functions.

It should be considered that the Q in Q-Learning stands for quality, with which the model finds
its next action by improving its own quality. We should also consider that Q-Learning is an
off-policy method, which means that it assumes following a greedy policy (despite the fact that
it’s not following a greedy policy) in order to estimate the total discounted future reward.

Q-Learning and SARSA use a table known as Q-Table, with a row for each state and a column
for each action, where they calculate the maximum expected future rewards for the (s, a) pair.
So this table gives the agent the best action at each state.

Q-Learning uses the Bellman Optimality Equation to update the Q-Values for each (s, a) pair.
This procedure is called Value-Iteration and is done until the Q-Function converges to its optimal.

We have said that it is a model-free algorithm. In fact, if we take a look at Equation 5.3, we can
clearly see that it does not use any probabilities of the MDP. And as it was previously stated in
Chapter 2, Rt+1 is the obtained reward after the agent takes the action, and it is not necessarily
known in advance.

Q (St, At)← Q (St, At) + α
[
Rt+1 + γmax

a
Q (St+1, a)−Q (St, At)

]
(5.3)

5.2.1.2 SARSA

The name SARSA [43] refers to State-Action-Reward-State-Action, because it uses each element
of the quintuple (St, At, Rt+1, St+1, At+1).

This algorithm is quite similar to Q-Learning, but the main difference between them is that
SARSA is an on-policy algorithm. It means that it only needs one policy, and so it estimates
the value of the policy that is being followed.

Q (St, At)← Q (St, At) + α [Rt+1 + γQ (St+1, At+1)−Q (St, At)] (5.4)

By looking at Equation 5.4, we can notice that two actions are selected, At and At+1. These
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actions follow the current policy.

5.2.1.3 Differences Between Q-Learning and SARSA

Both SARSA and Q-Learning use the Bellman Optimality Equation, but if we compare Equations
5.3 and 5.4, we observe that in Q-Learning the only restriction over the next action is that it has
to maximise the Q-Value for the next state. Q-Learning assumes that after the next step, the
agent takes the best action forever.

The updating rule of the Q-Value is what differs SARSA from Q-Learning. In SARSA it is
necessary to know the next action of the policy in order to perform an update step, while Q-
Learning assumes using the optimal policy. Q-Learning can be understood as a SARSA max
method.

In Chapter 2, we have seen the exploration-exploitation trade-off and ε-greedy methods, so we
know about the importance of balancing exploration and exploitation. Both SARSA and Q-
Learning follow a ε-greedy policy, which guarantees the exploration. The main difference is:

- SARSA is an on-policy method because the new action At+1 is chosen using the same
ε-greedy policy as the action At, the one that led the agent to state St+1.

- Q-Learning is an off-policy method because it chooses the new action greedily but not
following the current policy.

To understand this more precisely, let’s take a look at Figure 5.1:

Figure 5.1: Q-Learning algorithm. Source: Own elaboration.

From the current state S1, the agent follows an ε-greedy policy to select the current action a1.
Then, the agent gets a reward R1 and transitions to state S2. Now, it is time to update the
estimated Q-Value Q1 for the current state and selected action by using the Q-Value from the
next state. This is where the difference between Q-Learning and SARSA occurs.

In the next state, the agent can take several actions. With Q-Learning it uses the action a3
which has the highest Q-Value Q3. Action a3 is not necessarily the action that the agent will
finally end up taking when it reaches the next time step. In SARSA, the next action is chosen
using the same ε-greedy policy as the previous action.

In consequence, as SARSA is an on-policy method, it will learn the optimal ε-greedy policy,
which means that the Q-Value function will converge to an optimal Q-Value function but with
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respect to the ε-greedy policy. Following [1], as long as all state–action pairs are visited an
infinite number of times, we expect that as ε goes to 0 (ε = 1/t) , SARSA will converge to the
overall optimal policy.

SARSA can be understood as a "conservative algorithm", while Q-Learning as an "aggressive
algorithm". One clear illustration of this is the Cliff Walking Example from [1]. As a consequence,
if fast results are needed, Q-Learning should be chosen. However, if mistakes are costly, then
SARSA is the best option.

Finally, remark that both SARSA and Q-Learning are value-based algorithms, which means that
they estimate the policy by first estimating the associated value function.

Once the theoretical foundations of Q-Learning and SARSA methods have been established, we
proceed to build the necessary system for the current problem resolution.

5.3 BUILDING THE SYSTEM

Previously, we have defined the principles of RL and also indicated the importance of the MDPs
formulation in the RL frame. Furthermore, in Chapter 4, the current problem has been described
as an MDP. From these previous theoretical concepts, the goal of this section is to put all of
them into practice.

Before doing the corresponding implementation, first, an approach to the current MDP is made.
Second, the differences between training and testing will be explained.

5.3.1 MDP Approach

As aforementioned, it is necessary to express the problem as an MDP so as to apply the RL
methods. Starting from the previous simplified characterization as an MDP, now, the objective
is to explain it in more detail in order to solve this problem.

5.3.1.1 State-Space Definition

The State-Space S is the set of all the possible states in the current problem. As it was pointed
out, each possible state is represented as a vector containing the following information:

- Inventory left in the CD.

- Inventory left in each LD.

- The number of periods remaining until the next CD resupply.

To better understand this, let’s consider a state as State(16, [5, 3, 4], 1), where the first term 16
indicates the inventory left in the CD, the three second terms ([5, 3, 4]) indicate the inventory
left in each LD and the last term 1, the number of periods remaining until the next CD resupply.

Consequently, we can state that:

- Inventory in each LD cannot be more than the capacity of the LD, nor negative. The latter
means unsatisfied demand, which will be represented with a value of zero stock and each
missing dose will be multiplied by the penalty cost.
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- The sum of the inventory left at the LDs cannot be greater than the difference between
the maximum CD inventory and its remaining inventory.

For example, considering the initial moment, when a CD resupply occurs, the maximum
CD inventory is 20, LDs are empty and there are 10 remaining periods until the next CD
resupply. This means State(20, [0, 0, 0], 10). In the next period there will be 9 remaining
periods and the inventory left at the CD has to be 20 minus the number of doses sent to
the LDs. If we send 3 to the first one, 1 to the second and 2 to the third one, and we
assume that there is no demand during that period, the next state will be: State(14, [3, 1,
2], 9).

- It is trivial that we cannot send more than the inventory left at the CD. So, if we are in
State(14, [3, 1, 2], 9), the sum of all the doses sent to the LDs cannot be greater than 14 .

5.3.1.2 Action-Space Definition

Similar to the State-Space S, the Action-Space A is the set of all the possible actions. Each
possible action is represented as a vector indicating the number of doses sent to each LD.

Following a similar procedure as we did with the State-Space, let’s consider an action as Action([3,
1, 2]), which indicates sending 3 doses to the first LD, 1 to the second LD and 2 to the third
one.

Notice that similarly to the State-Space, this vector will get bigger if we have more LDs or smaller
if we have less. This means Action([...Number of LDs]).

5.3.1.3 Demand Definition

Uncertain situations are those that cannot be predicted with certainty. However, probability is
a measure of how likely it is that a situation will occur.

In our case, the expected demand rate is not constant over time, so shipment sizes will be different
in each period for each LD.

We will consider equiprobability, which is a discrete uniform distribution where each possible
demand configuration will have the same probability of occurring. So, if there are n possible
demand configurations, each of them will have a probability of occurring equal to 1/n.

These demand configurations, similarly to states and actions, are represented as vectors. Each
term of the demand vector, will denote the demand of doses in the corresponding LD.

So, if we consider the demand Demand([-2, -1, -1]), which indicates having a demand of 2 doses
in the first LD and a demand of 1 dose in the second and third LD, and we also consider the
previous examples from the State-Space S and Action-Space A definition, we have the final state
State(14, [1, 0, 1], 9). This is represented in Figure 5.2.

Finally, remark that the previous example was just for giving an approach to the problem. Later,
several configurations will be considered.
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Figure 5.2: State transition given an action and demand. Source: Own elaboration.

5.3.1.4 Transition and Reward Functions Definition

The transition function defines the probability of transitioning to each state, given the current
state and action, while the reward function establishes the recompense received, which means
that it maps every possible transition (s, a, s′) to a real reward value.

When working with large MDPs, as it is the current case, it becomes quite arduous to define
the transition and reward functions. In this situation it is preferable to work with a model that
returns samples of the next states. This is what is done in this master thesis.

POMPDs.jl provides two ways of defining an MDP:

Explicit interface: Where the transition probabilities are explicitly defined.

Implicit interface: Also known as the generative interface, it uses functions to return
states instead of distributions, as in the explicit definition.

Thus, as we will see later, we will work with large state and action spaces, so we will use the
implicit interface, which we will denote as the generative interface.

To conclude this section, let’s consider Figure 5.2 and Figure 5.3, in which the initial state is
represented in green, actions in yellow, states in blue and the terminal state in purple. The
purpose of this figure is to illustrate the following procedure.

Initially, when a CD resupply occurs, the agent will be at the initial state, from where it can
take several actions. These actions and the corresponding demand will take it to the next state,
from where it will have to take another action, and so on until it reaches the terminal state.

Both figures show the current problem, but they do it with a different perspective. Figure 5.2
gives a more cross-sectional view, while Figure 5.3 shows the agent’s perspective when facing the
problem.
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Figure 5.3: State transition diagram from agent’s perspective. Source: Own elaboration.

5.3.2 Training and Testing

In most common real-life cases, when we want to do something challenging, like lifting heavy
weights or playing a musical instrument, there is an initial phase when we train, and then, a
second one, when we test our acquired skills.

In RL something very similar happens. There is a first phase based on a system of rewards and
penalties when the agent is trained and a second phase when the trained agent is put into the
situation for which it is trained.

The agent’s goal is to find the policy, that maximises the expected return, which is called the
optimal policy. In order to estimate this optimal policy, optimization algorithms as the ones
previously mentioned, are applied. The use of these RL algorithms is called training.

During the training phase the agent might not be able to find the optimal policy. Therefore,
with the aim of being sure whether the learned policy is good enough, it should be evaluated.
This is what is known as testing.

The testing phase is the estimation of the quality of the learned policy and consequently, how
much reward the agent would obtain if it followed that policy.

In this master thesis, as in most other investigation projects, the metric that will be used to
assess the quality of the policy is to plot the discounted return Gt, described in Chapter 2 by
the Equation 2.1, considering that an algorithm dominates another if its graphic is mostly below
the other, as we are considering penalties instead of positive rewards.

To end this subsection, we can conclude that during training, the goal is to find the policy and
during testing, to evaluate the quality of the learned policy. Once explained the differences
between training and learning, we continue with the corresponding implementation.
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5.4 IMPLEMENTATION

Once the problem has been expressed as an MDP, the objective is to translate this approach
into code in order to apply the RL algorithms. To do that, first, we will define the problem data
and the used hyper-parameters.

Then, the previous mentioned five-tuple M = ⟨S,A, P,R, γ⟩ will be represented using the Julia
Programming Language and especially the interface POMDPs.jl.

5.4.1 Problem Data and Hyper-Parameters

Problem data are any characteristic or attribute used to define or classify any system, problem,
or situation. It means, that they are helpful for describing, identifying and evaluating.

On the other side, hyper-parameters are the values of the configurations used during the training
process. The optimal value of a hyper-parameter cannot be known beforehand, so it is necessary
to search for the best option through trial and error.

In the current master thesis, we will first define the problem data and the used hyper-parameters.
Then, the results will be evaluated based on the different problem configurations defined by the
problem data and the hyper-parameters. We start by defining the problem data.

5.4.1.1 Problem Data

Different problem configurations will be analysed, so as to gain a wider perspective of the current
problem. To do that, problem data will have different values. These are as follows:

Number of central depots: Only one CD will be considered. From this depot, all doses
will be shipped to the corresponding LDs.

Number of local depots: We will consider two and three LDs.

Central depot stock: It is the storage capacity of the CD. To make the problem more
similar to reality, this capacity will be defined as a percentage of the maximum total
demand.

Local depots stock: Similar to CD stock, but regarding LDs, it is the maximum storage
capacity of each LD.

CD capacity percentage: As its name indicates, this value is a percentage, which takes
values from 0 to 1. It will be used to define the central depot stock with respect to the
maximum total demand. Different values will be analysed.

Number of periods: They refer to the elapsed time between the availability of two
successive product batches. We will analyse different possible number of periods. All of
this, assuming periods of identical length.

Demand: The demand rate won’t be constant over time. As a consequence, shipment
sizes will be different in each period for each LD. Discrete uniform distribution will be used
for that purpose.

Fixed cost per shipment: As the objective of this master thesis is to minimise the
number of shipments, a fixed cost of 1 per shipment will be considered.
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Penalty cost for unsatisfied demand: Regarding clinical trials, it is important to
maintain an adequate service level. This means satisfying the highest possible demand. To
satisfactorily do that, a penalty cost for each non-served dose of -10 is established.

Penalty cost for illegal actions: As later it will be explained more in detail, there will
be certain states from which it will be illegal to take some actions, that is, state-dependent
actions. In order to present this to the agent, a penalty cost of -100 is established.

Before doing the problem evaluation, several values for the costs were tested. From these tests
it has been concluded that these values have not a great impact on the problem, so these values
are fixed. In each section, the corresponding problem data will be indicated.

5.4.1.2 Hyper-Parameters

Hyper-parameters are tunable and have an important impact on the behaviour of the model,
that is, they can directly affect how well the model behaves. Thus, it is necessary to define the
following hyper-parameters:

Discount factor γ: Varying its values from 0 to 1, we set the preference for sooner rewards
rather than later rewards. Several values within this interval have been tested. From these
tests it has been concluded that the discount factor γ = 0.9 gives the best results, so that’s
why this value is considered throughout this analysis. In order to see two examples of these
tests, consult Appendix B.1.

Number of episodes: Number of episodes used for training.

Episode length: Maximum number of steps before the episode is ended if the goal is not
reached. The number of periods between two CD resupplies will be considered.

Learning rate α: Is the velocity at which the model learns. It controls the amount of
error with which the model model is updated.

Exploration policy: Policy used by the algorithm. ε-greedy policies will be used.

ε: Probability with which the ε-greedy policy selects exploration rather than exploitation.

Number of episodes to evaluate the policy: After learning the policy, we will set a
number of episodes to do its testing, in order to estimate how much total reward to expect
from that policy. Although several values for this hyper-parameter have been evaluated, it
has been concluded that it does not have a great impact on the results, therefore the value
that comes with the package by default will be used, that is, 20 episodes.

In each section, the corresponding hyper-parameters will be indicated.

5.4.2 Environment Setting in Julia Language

States, actions and demands are defined as vectors, which contain all the necessary information.
In the case of state vectors, they show the stock in the CD, in the LDs and the remaining periods
until the next CD resupply. Action vectors indicate the doses to be sent to each LD and demand
vectors, the consumption of doses in each LD.

31



5.4. IMPLEMENTATION CHAPTER 5. PROBLEM ARCHITECTURE

In the next subsections we explain how these vectors and the generative interface are implemented
in Julia. It should be noted that an exhaustive explanation of the code is not made here. This
is presented in the corresponding code file, which is found in the Appendix C.

5.4.2.1 State-Space

Structs are the most commonly used type in Julia because they allow to define other custom
types, similar to classes in an object-oriented programming language. A struct has a name and
a set of fields, which can have type restrictions, as it is our case.

We create the struct State to define states. It is shown below:

struct State
cds::Int #Stock in the CD
lds::SVector{N_lds, Int} #Stock in the LDs
nper::Int #Number of periods

end

The fields of the struct State are defined as follows:

cds - Central Depot Stock: Integer that represent the remaining stock in the CD.

lds - Local Depots Stock: Vector whose dimension is equal to the number of LDs and
it is formed by integers that represent the remaining stock in the LDs.

nper - Number of Periods: Integer that represent the remaining periods until the next
CD resupply.

Once created the struct State, we set up the following states:

terminal: States in which the remaining periods until the next CD resupply are equal to
zero.

non_terminal: States in which there are one or more remaining periods until the next
CD resupply.

init_resupply: State in which a CD resupply occurs.

spt: Dummy state for illegal actions, which will be defined down below.

By concatenating terminal and spt, this latter is added to the set of terminal states, and
by considering these four types of states, we create the whole State-Space, denoted as SS. So,
terminal states are part of the State-Space SS.

5.4.2.2 Action-Space

Similarly as we did with the State-Space, we use a struct called Action to define actions. This
struct is as follows:
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struct Action
ship::SVector{N_lds, Int} #Shipping quantity to the LDs

end

In this case, the struct Action has only one field:

ship - Shipping Quantity to the Local Depots: Vector whose dimension is equal to
the number of LDs and it is formed by integers that represent the doses to be sent to the
LDs.

Hence, the Action-Space, which is denoted as AS, will be formed by all the possible combinations
for actions. Nevertheless, there would be illegal actions, those actions that may not be available
at specific states, like for example sending more doses than the remaining stock at the CD or
overloading the LDs. In this case, three possible approaches to handle them are proposed:

- Give a bad reward and do not let the environment evolve by moving to a terminal dummy
state spt.

- As the previous approach, give a bad reward and do not let the environment evolve by
remaining in the same state s.

- Do not let the agent take illegal actions by using a function that given a state s, returns
all the possible actions a that can be taken from that state.

This third approach seems the most efficient. Nevertheless, due to the limitations imposed by the
POMDPs.jl package, it is not possible to implement it. Therefore the first and second approaches
will be used.

Despite the fact that this package does not allow to use the third approach, it allows to modify
the Q-Table of the algorithms. Remember that this table has a row for each state and a column
for each action, where it calculates the maximum expected future rewards for the (s, a) pair. So
in order to prevent the agent from taking illegal actions, the Q-Table will be pre-populated with
large negative values for all impossible combinations. By doing it, the agent does not need to
query entire the environment and it can use the Q-Table as-is. As later it will be demonstrated,
this will speed-up computations.

To do that, first, the following function which given a state, returns all possible actions will be
defined:

function A(s::State)
return [(Action(ship)) for ship in Iterators.product(ntuple((i ->

0:LD_st.-s.lds[i]),N_lds)...) if sum(ship)<=s.cds]↪→

end

Next, all the values of the table will be set to zero and then, by calling the previously indicated
function A, large negative values for all impossible combinations will be set:
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solver.Q_vals = zeros(length(states(CT_MDP)), length(actions(CT_MDP)))

for s in states(CT_MDP)
valid_actions = A(s)
for a in actions(CT_MDP)

if !(a in valid_actions)
solver.Q_vals[stateindex(CT_MDP, s), actionindex(CT_MDP, a)] = -9999

end
end

end

5.4.2.3 Demand

Regarding demand, it is not necessary to create a struct. As we are considering a discrete uniform
distribution, we create as many possible configurations until the maximum possible demand for
all the LDs. This is done as follows:

demand_vect = [((dem)) for dem in [Iterators.product(ntuple(_ -> -dem:0,
N_lds)...)...]]↪→

The result, demand_vect, is a vector containing as many combinations as possible.

5.4.2.4 Generative Interface with QuickPOMDPs.jl

The quick interface QuickPOMDPs.jl will be used to define the MDP.

In order to do it properly, the first argument to the QuickMDP constructor has to be a function
which defines the generative model of the MDP. This function, returns a tuple which contains
the next state sp and the reward r, given the current state s and action a. It is important to
keep in mind that the reward r will be negative as we are considering costs and penalties, so the
agent’s goal will be to minimise it.

The steps performed in this function are the following:

1. From a given state s and action a, it computes nps, a fictitious next possible state without
considering the demand, in order to check if this next state is feasible. That means, if
there is enough stock left in the CD and if the LDs would be overloaded. To do that, it
subtracts the sum of the doses to be sent from the CD, it adds them to the corresponding
LDs and it reduces by one the remaining periods until the next CD resupply.

2. If the result of this feasibility test is positive, that is, nps is within the State-Space SS, it
considers the demand by subtracting it to the LDs stock and:

(a) If all the demand is satisfied, it computes the reward r only considering the shipment
cost if something is sent and it returns the next state sp.

(b) If there is unsatisfied demand, which means that some patients did not receive their
doses, it computes the reward r as the penalty cost plus the shipment cost, in case
something is sent. By doing this, we will consider that missing doses are handled by
an external system. Then it sets LD stock to zero in those where there is unsatisfied
demand and returns the next state sp.
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3. If the result of this feasibility test is negative, it gets a bad reward r called penalty and
it sends the agent instantly back to the dummy state spt or remains in the same state s,
depending on the approach followed, which has been defined in Subsection 5.4.2.2.

The next arguments to define the MDP are:

State-Space SS: Set of all the possible states.

Action-Space AS: Set of all the possible actions.

Initial State init_resupply: Initial state of the MDP.

Discount Factor gamma: γ wich takes values between 0 and 1.

Terminal State: Terminal states of the MDP.

As a final remark, as we are considering demand with a discrete uniform distribution where each
possible demand configuration will have the same probability of occurring, this demand will be
chosen randomly.
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CHAPTER 6

Experimental Results

In this chapter we analyse the results of the simulations carried out to solve the problem, consid-
ering different configurations and values for the previously indicated approaches, problem data
and hyper-parameters. To do that, a Seed, which is the base value for random number generation,
was used.

Regarding the approaches defined in Subsection 5.4.2.2, all the following tests were done following
the first two approaches and the corresponding modification of the Q-Table, which will be ex-
plained more in detail in following sections. But, as the results were practically the same for both
approaches and in order not to saturate the current analysis with too much duplicate informa-
tion, the initial analysis between the Q-Learning and SARSA algorithms will be shown following
the first approach without modifying the Q-Table, that is, using a Dummy State spt for illegal
actions. Subsequently, both approaches and the modification of the Q-Table are considered.

First, we will evaluate the case of 1 CD and 2 LDs, and then 1 CD and 3 LDs.

This evaluation was performed with a laptop MSI Modern 14, Intel Core i7-10510U, 2.30 GHz
processor and RAM memory of 16 GB.

6.1 2 LOCAL DEPOTS

To begin this analysis, we will consider 2 LDs and a capacity of serving the 100% of the total
maximum demand of the LDs during the whole time horizon. Then, more realistic cases where
capacity is 90%, 80%, 70% and 60% will be considered. This is done to get a more lifelike point
of view of the problem.
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6.1.1 2 LDs with 100% capacity at the CD

Let’s start with a simplified version of the problem, where there will be full capacity of the CD
to supply all the demand of the LDs.

6.1.1.1 2 LDs with 100% capacity at the CD and 3 periods

There are 2 LDs with sufficient storage capacity for the maximum demand of the entire time
horizon between 2 CD resupplies, so our intuition is that the optimal policy will be to fill the
LDs to their maximum storage capacity in order to avoid LDs resupply orders.

In this case only 3 periods are considered. Later on we will evaluate a more realistic case, where
10 periods are considered. We follow the first approach defined in Subsection 5.4.2.2.

Initially, we will apply Q-Learning and SARSA algorithms for the problem data shown in Table
6.1, where we can also see the size of the resulting State-Space SS and Action-Space AS. In
order to check the differences between both algorithms, we start considering the values for the
hyper-parameters shown in Table 6.2. Plots are shown in Figure 6.1.

Problem data Value

CD capacity percentage 100%
Central depot stock 24
Local depots stock 12
Number of periods 3

Maximum possible demand 4
State-Space 6,593 states
Action-Space 169 actions

Table 6.1: Problem Data for 2 LDs with 100% capacity at the CD and 3 periods.

Algorithm Learning Rate α ε Computation Time (sec) Convergence (episodes)

Q-Learning 0.10 0.01 59.99 200,000
SARSA 0.10 0.01 64.21 -

Table 6.2: Hyper-Parameters for 2 LDs with 100% capacity at the CD and 3 periods.
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Figure 6.1: Initial plot of Q-Learning and SARSA algorithms for 2 LDs with 100% capacity at
the CD and 3 periods. Source: Own elaboration.

Q-Learning is faster than SARSA. It converges after 200,000 episodes, while SARSA does not
converge. As it was previously indicated, SARSA is expected to converge to the overall optimal
policy as long as all state–action pairs are visited an infinite number of times. So, we should
take care of the exploration-exploitation trade-off and use a value of ε (ε = 1/t).

In Figure 6.2, we see the SARSA algorithm for a value of ε (ε = 1/t). That means that at the
beginning it explores 100% of the times and it ends up exploiting. It is also considered the impact
of one of the most important hyper-parameters, the learning rate α, which indicates the rate of
change in the model. By setting a learning rate α that is too high, there might be fluctuations
and the model’s performance will be oscillating. On the other side, a too small learning rate α
might get stuck on a non-optimal solution. We follow the common recommendation and start
with a value of 0.01000 and then try exponentially lower values, 0.00100, 0.00010 and 0.00001.
The values of 0.10000, 0.01000 and 0.000001 were also tested but results got worse, so they are
not plotted.
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Figure 6.2: SARSA algorithm for 2 LDs with 100% capacity at the CD and 3 periods for
different values of α and ε = 1/t. Source: Own elaboration.

In Table 6.3 the computation times and number of episodes required to converge per each α
value are shown:

Learning Rate α Computation Time (sec) Convergence (episodes)

0.00100 43.14 710,000
0.00010 43.43 -
0.00001 54.77 -

Table 6.3: Computation times and convergence episodes per each α with SARSA algorithm.

With SARSA, convergence occurs after 710,000 episodes with a learning rate α of 0.00100 and
ε decaying (ε = 1/t). Furthermore, in Table 6.3 we can see that there is not a big difference
regarding computation times between α = 0.00100 and α = 0.00010. Nevertheless, if we consider
the number of episodes, SARSA with α = 0.00100 is the only one to converge.

With Q-Learning, convergence occurs faster and 510,000 episodes before than with SARSA,
considering a learning rate α of 0.100 and a value of ε = 0.01. We might now wonder if by
setting a different value of the learning rate α for Q-Learning it will converge faster. In Figure
6.3, we see that by considering different values, convergence in Q-Learning does not improve. In
fact, convergence is faster for α = 0.100. The values of 0.2, 0.0001, 0.00001 and 0.000001 were
also tested but results got worse, so they are not plotted.

In Table 6.4, we see that the faster computation is for α = 0.001. Nevertheless, if we look at the
number of episodes rather than the computation time, we can clearly see that for a value of α =
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0.100, convergence occurs at 200,000 episodes, while in the other cases convergence takes more
episodes or more time.

Figure 6.3: Q-Learning algorithm for 2 LDs with 100% capacity at the CD and 3 periods for
different values of α. Source: Own elaboration.

Learning Rate α Computation Time (sec) Convergence (episodes)

0.150 65.51 210,000
0.100 59.99 200,000
0.010 66.76 200,000
0.001 57.36 550,000

Table 6.4: Computation times and convergence episodes per each α with Q-Learning algorithm.

To continue this first analysis of the differences between Q-Learning and SARSA algorithms, we
now study the impact of ε in Q-Learning, so we compare using ε decaying (ε = 1/t), ε = 0.01
and ε = 0.10, which are commonly used ε values. In all cases we show the results for a learning
rate α = 0.100. We also tested the previously indicated values of α and the results obtained were
worse.

In Table 6.5, the computation times and the number of episodes to converge are shown. We
observe that for the value of ε = 0.01, it converges at a smaller number of episodes, 200,000.
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Figure 6.4: Q-Learning algorithm for 2 LDs with 100% capacity at the CD and 3 periods for
different values of ε. Source: Own elaboration.

ε Computation Time (sec) Convergence (episodes)

0.01 59.99 200,000
0.10 61.17 250,000

Linear Decay 55.97 380,000

Table 6.5: Computation times and convergence episodes per each ε with Q-Learning algorithm.

In Figure 6.5, the final plot of both algorithms is shown.

41



6.1. 2 LOCAL DEPOTS CHAPTER 6. EXPERIMENTAL RESULTS

Figure 6.5: Q-Learning and SARSA algorithms using the Dummy State Approach. Source:
Own elaboration.

Following the first approach, which is using a Dummy State spt, Q-Learning is faster than
SARSA. In Figure 6.6, we see the results obtained with both approaches and both algorithms.

Figure 6.6: Q-Learning and SARSA algorithms using the Dummy State and the Same State
Approach. Source: Own elaboration.
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From Figure 6.6, it can be concluded that this second approach, denoted as Same State, is faster
but gets higher cumulative rewards at the beginning. This is because when the agent takes an
illegal action, it has to wait until the end of the episode in the same state s and the cumulative
reward increases. In this example, as the number of periods is small, this second approach gives
faster results. Nevertheless, as later it will be shown in Subsection 6.1.1.2, when considering
longer periods of time, this approach will give worse results.

In Table 6.6 it is shown that Q-Learning algorithm takes more time than SARSA. However, from
Figure 6.6 we can see that convergence occurs considerably before with Q-Learning.

Approach Algorithm Learning Rate α ε Computation Time (sec)

Dummy State Q-Learning 0.100 0.01 59.99
Dummy State SARSA 0.001 Linear Decay 43.14
Same State Q-Learning 0.100 0.01 43.50
Same State SARSA 0.001 Linear Decay 38.32

Table 6.6: Comparison of results between algorithms and approaches.

Once the differences between approaches and algorithms have been indicated, the obtained poli-
cies are evaluated. They are shown in the Appendix A.1.1.1.

The obtained policies are exactly the same as it was expected. Stock-holding costs are not
considered and because demand follows a discrete uniform distribution, the optimal policy is
filling the LDs to their maximum storage capacity in order to avoid LDs resupply orders and
give a service level of 100%.

We conclude, that despite the fact that both algorithms found the optimal policy, the Q-Learning
algorithm obtains results faster than the SARSA algorithm. Therefore, since from now on, more
complex configurations will be analysed, Q-Learning will be the only algorithm used.

6.1.1.2 2 LDs with 100% capacity at the CD and 10 periods

Once the simple case of 2 LDs with 100% capacity for 3 periods between CD resupplies has been
analysed and it was shown that the Q-Learning algorithm is the most adequate for the current
problem, we will evaluate a similar case, but with the difference that now there are 10 periods
between CD resupplies and the 2 LDs can only store demand for up to 2 periods.

Q-Learning is the algorithm used. Table 6.7 and Table 6.8 show the problem data and the hyper-
parameters, respectively. The Dummy State and the Same State approaches will be considered.
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Problem data Value

CD capacity percentage 100%
Central depot stock 80
Local depots stock 8
Number of periods 10

Maximum possible demand 4
State-Space 59,132 states
Action-Space 81 actions

Table 6.7: Problem Data for 2 LDs with 100% capacity at the CD and 10 periods.

Approach Algorithm Learning Rate α ε Computation Time (sec)

Dummy State Q-Learning 0.10 0.01 3,154.89
Same State Q-Learning 0.10 0.01 3,157.55

Table 6.8: Hyper-Parameters for 2 LDs with 100% capacity at the CD and 10 periods.

As the State-Space and the Action-Space grow, time required for computations increases. In
fact, considering that the amount of experience required for convergence scales according to
O(|S| × |A|), 5,000,000 episodes were considered. This computation took 3,154.89 seconds (52
minutes and 35 seconds) when using a Dummy State and 3,157.55 seconds (52 minutes and 38
seconds) when remaining at the Same State.

Figure 6.7: Q-Learning for 2 LDs with 100% capacity at the CD and 10 periods using both
approaches. Source: Own elaboration.
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The resulting policies are shown in the Appendix A.1.1.2. Analysing the policies, it is observed
that when using a Dummy State, the learned policy follows a similar pattern as the one for
the previous case. The agent initially fills the LDs, so there are enough doses for 2 periods.
Whenever the stock is bellow the maximum possible demand, it fills again the LDs, except in
the last period, when it only sends the doses required to avoid unsatisfied demand.

However, when remaining at the Same State the agent decides to make more shipments than
necessary, it does not fill the LDs and in the last period it sends more doses than required.

To understand this phenomenon, it is necessary to look at the code of the project, which can be
found in the Appendix C.

It is common sense that when remaining in the Same State, the agent will have to wait until
the end of the episode to finish, while when using a Dummy State, whenever the agent takes an
illegal action, the episode ends automatically and it has to start a completely new episode.

When considering 3 periods, remaining in the Same State gets faster results, but as the number
of periods, states and actions increases, it behaves worse and needs to run more episodes to reach
a similar solution to the one obtained with the Dummy State approach. In addition, s, used
when following the Same State approach, is a local variable, while spt used when following the
Dummy State approach, is a global variable, so that’s why computation times are smaller when
following the Same State approach.

As the main objective of this master thesis is to focus on more realistic cases, where the dimen-
sionality of the problem is bigger, from now on, the Dummy State approach will be the only
one considered. Furthermore, as the dimensionality of the problem increases, the amount of
experience required for convergence also increases, so it is necessary to pre-populate the Q-Table
with large negative values for all the illegal actions, as it was previously indicated.

Modifying the Q-Table

In Tables 6.7 and 6.8 from the previous example, we can see that there are 59,132 states and 81
actions, as a consequence, computation times are around 52 minutes. High cumulative rewards in
Figure 6.7 indicate that the agent tries to take illegal actions. In order to prevent the agent from
taking illegal actions and speed up the computation process, we will pre-populate the Q-Table.

The same algorithm will be used, which is Q-Learning with a learning rate α = 0.10 and ε =
0.01.

To better understand the Q-Table modification, Figure 6.8 shows the initial Q-Table whose
values are zero (green) and the pre-populate Q-Table, where impossible combinations have a
large negative value of -9,999 (red). Several large negative values were tested and results were
better with -9,999. On the other side, Figure 6.9 shows the resulting Q-Table if it is not pre-
populated. The visited combinations are indicated in yellow. As we can see, there are impossible
combinations that the agent visits even though they are not possible. This produces higher and
inefficient computations.

The effect of modifying the Q-Table is shown in Figure 6.10 and in Table 6.9. This method takes
1,142.42 seconds (19 minutes and 2 seconds) and 1.48 seconds to create the Q-Table. That is
in total, a 63.76% less than the previous ones, due to the fact that at the beginning there are
3,365,361 combinations indicated as impossible. Furthermore, the amount of experience required
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for convergence is reduced.

The resulting policy is exactly the same as the one obtained when using a Dummy State. So,
we conclude that by modifying the Q-Table, computation times are reduced, which is of great
importance, as the dimensionality of the problem increases.

Approach Computation Time (sec) Q-Table Time (sec) Impossible Combinations

Pre-populate the Q-Table 1,142.42 1.48 3,365,361

Table 6.9: Computation times, Q-Table times and impossible combinations for 2 LDs with
100% capacity for 10 periods.

Figure 6.8: Pre-Populated Q-Table for 2 LDs with 100% capacity at the CD and 10 periods.
Source: Own elaboration.
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Figure 6.9: Final Q-Table without Pre-Populating for 2 LDs with 100% capacity at the CD and
10 periods. Source: Own elaboration.

Figure 6.10: Q-Learning algorithm for 2 LDs with 100% capacity at the CD and 10 periods
with pre-populated Q-Table. Source: Own elaboration.

This is an ideal situation, where there is enough stock for satisfying the maximum possible
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demand. In the following subsection we will analyse the present problem but adding capacity
restrictions to get a more realistic perspective of the problem.

6.1.2 2 LDs with 90%, 80% 70% and 60% capacity at the CD

In this subsection the capacities of serving the 90%, 80% 70% and 60% of the total maximum
demand of the LDs during the whole time horizon will be considered. First, 3 periods will be
considered and then, 10 periods.

6.1.2.1 2 LDs with 90%, 80%, 70% and 60% capacity at the CD and 3 periods

As aforementioned, Q-Learning is the used algorithm with a learning rate α = 0.10 and ε = 0.01.
Table 6.10 and Table 6.11 show the problem data and the hyper-parameters, respectively. As
the dimensions of the problems are not that big, Q-Tables won’t be pre-populated.

In Table 6.11 it is shown the different number of episodes required for each CD capacity percent-
age. The lower the capacity, the more episodes are required. Computation times are not directly
proportional to the number of episodes.

Problem data Values

CD capacity percentage 90% 80% 70% 60%
Central depot stock 21 19 16 15
Local depots stock 12 12 12 12
Number of periods 3 3 3 3

Maximum possible demand 4 4 4 4
State-Space 5,084 states 4,118 states 2,789 states 2,018 states
Action-Space 169 actions 169 actions 169 actions 169 actions

Table 6.10: Problem Data for 2 LDs with several capacities at the CD and 3 periods.

CD Capacity % Computation Time (sec) No. of episodes

90% 67.05 2,000,000
80% 61.76 2,000,000
70% 75.38 3,000,000
60% 89.43 4,000,000

Table 6.11: Computation times and convergence episodes per each CD capacity.
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Figure 6.11: Q-Learning algorithm for 2 LDs with several capacities at the CD and 3 periods.
Source: Own elaboration.

In Figure 6.11 we show the expected cumulative reward as a function of the number of episodes
for the capacities of 90%, 80%, 70% and 60%. Compared to the situation when there is 100%
capacity, as the capacity of the CD decreases, the plot becomes more wavy because it gets more
difficult to satisfy all the demand, so the cumulative reward increases. Remember that in this
problem, cumulative reward means the cost derived from the number of shipments.

The resulting policies for each capacity (90%, 80%, 70% and 60%) are shown in the Appendices
A.1.2.1, A.1.2.2, A.1.2.3 and A.1.2.4 respectively.

Regarding 90% capacity, the 3 simulations show different possible situations. The initial shipment
is of 10 doses per LD. In Simulation 1 all the demand is satisfied with only 1 shipment. In
Simulation 2 all the demand is satisfied with 2 shipments. Nevertheless, in Simulation 3 not all
the demand is satisfied because demand in the LD 1 is 4 during the whole time horizon and doses
cannot be sent from the other LD.

When analysing the case of 80% capacity, the initial shipment is of 9 doses per LD and the 3
simulations are similar to the case of 90% capacity. In Simulations 3 and 2 all the demand is
satisfied with 1 and 2 shipments respectively. In Simulation 1 not all the demand is satisfied.
There are 2 missing doses.

For 70% capacity, as there is less capacity at the CD, less demand is satisfied. The initial
shipment is of 8 doses per LD. In Simulation 1 all the demand is satisfied with 1 shipment. In
Simulations 2 and 3 not all the demand is satisfied, there is 1 missing dose in Simulation 2 and
3 missing doses in Simulation 3.

Finally, for 60% capacity the initial shipment is of 6 doses per LD. As for the case of 70% capacity,
when capacity decreases it gets difficult to satisfy all the demand. In fact, in Simulation 1, 3
shipments are required, while in Simulations 2 and 3 there are 2 and 4 missing doses respectively.
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In Table 6.12 we can see the relationship between the CD capacity and the number of doses of
the initial shipment. The amount of doses to be sent at the start is directly proportional to the
CD capacity and the LD capacity as follows:

⌊CDcapacity% · LDcapacity⌋

Nevertheless, this is not true when the CD capacity is 60%. The agent half fills the LDs, because
it is more difficult to satisfy all the demand with less doses at the CD.

Analysing the number of doses left after initial shipment, we see that the agent leaves 1 dose
when the CD capacity is 90% and 80%, 0 doses when it is 70% and 2 doses when it is 60%. So,
when the CD capacity is lower, the agent decides to keep inventory at the CD to avoid wasting
doses by sending them to a LD that does not need them.

CD Capacity % Initial Shipment (doses) Doses left after initial shipment

90% 10 1
80% 9 1
70% 8 0
60% 6 2

Table 6.12: Number of doses of the initial shipment based on the CD capacity and doses left
after initial shipment.

6.1.2.2 2 LDs with 90%, 80%, 70% and 60% capacity at the CD and 10
periods

We will evaluate a similar case to the one shown in Subsection 6.1.1.2. However, after doing
several tests and obtaining similar results, it has not been necessary to run more episodes for
70% and 60% capacity. This is due to the fact that the capacity of the LDs is limited to 2
periods.

Problem data is shown in Table 6.13. As the State-Space and Action-Space increase, Q-Tables
were pre-populated. In Table 6.14 computation, Q-Tables times and impossible combinations
are shown.

Problem data Values

CD capacity percentage 90% 80% 70% 60%
Central depot stock 72 64 56 48
Local depots stock 8 8 8 8
Number of periods 10 10 10 10

Maximum possible demand 4 4 4 4
State-Space 52,562 states 46,173 states 39,692 states 33,212 states
Action-Space 81 actions 81 actions 81 actions 81 actions

Table 6.13: Problem Data for 2 LDs with several CD capacities and 10 periods.
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CD Capacity % Computation Time (sec) Q-Table Time (sec) Impossible Combinations

90% 1,143.82 1.53 3,002,481
80% 923.88 1.19 2,639,601
70% 878.51 1.16 2,276,721
60% 685.99 0.83 1,913,841

Table 6.14: Computation times, Q-Table times and impossible combinations for 2 LDs with
several CD capacities and 10 periods.

Figure 6.12: Q-Learning algorithm for 2 LDs with several CD capacities and 10 periods.
Source: Own elaboration.

From Figure 6.12 we can see a similar behaviour to the one from Figure 6.11. As the capacity of
the CD decreases, it is more challenging to properly satisfy all the demand, and as a consequence,
the number of shipments increases, especially for the case of 60%. This means that when the
CD capacity is lower, by withholding more doses at the CD and doing more shipments, unused
doses are avoided in order to limit the number of missing doses.

More episodes were tested for the cases of 60% and 70%, but results were exactly the same. One
of the resulting policies for each capacity (90%, 80%, 70% and 60%) are shown in the Appendices
A.1.2.5, A.1.2.6, A.1.2.7 and A.1.2.8 respectively.

When there is a capacity of 90%, 80% and 70% the agent decides to fill the LDs as for the case
of 100% capacity and 10 periods. However, when capacity is 60%, the agent fills the LDs at the
beginning and in the next periods does more shipments than required and does not send the
same number of doses to each LD. As a result of the lower capacity of the CD and this policy,
all the demand of the LDs cannot be satisfied.
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6.2 3 LOCAL DEPOTS

To continue this analysis, we now evaluate the case of 1 CD which has to provide doses to 3 LDs.

Following a similar structure as in Section 6.1, first the case of 100% capacity at the CD will be
studied. Later, lower CD capacities and more periods will be considered. Nevertheless, in order
to get a wider and more realistic point of view, the simulations performed will be different from
those performed in Section 6.1.

6.2.1 3 LDs with 100% capacity at the CD and 3 periods

When the number of LDs increases, the number of states and actions also increases. Conse-
quently, the problem is closer to reality but more computations are needed.

Q-Learning is the used algorithm with a learning rate α = 0.10 and ε = 0.01. Initially, the
Q-Table was not pre-populated, but since the State-Space and the Action-Space increase, it took
a lot of time and episodes to reach to the solution. Consequently, after this test, the Q-Table
was pre-populated.

Tables 6.15 and 6.16 show the problem data and the effects of pre-populating the Q-Table. When
the Q-Table is pre-populated, the number of necessary episodes to converge is reduced by 92.81%
(28,400,000 episodes less) and the time is reduced by 74.93% (7 hours 37 minutes and 12 seconds
less). In Figure 6.13 both plots are shown.

Resulting policy can be consulted in Appendix A.2.1. This policy is very similar to the one
obtained in Subsection 6.1.1.1, the agent decides to fill the LDs to their maximum storage
capacity at the beginning in order to avoid LDs resupplies.

As the resulting policy is the same and by pre-populating the Q-Table computations are faster,
from now on, Q-Table will be pre-populated.

Problem data Value

CD capacity percentage 100%
Central depot stock 36
Local depots stock 12
Number of periods 3

Maximum possible demand 4
State-Space 125,231 states
Action-Space 2,197 actions

Table 6.15: Problem Data for 3 LDs with 100% capacity at the CD and 3 periods.
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Approach No. of Episodes Computation Time (sec) Q-Table Time (sec) Imp. Combinations

Non-Pre-pop. Q-Table 30,600,000 36,612.25 0 0
Pre-pop. Q-Table 2,200,000 9,180.36 314.67 245,741,041

Table 6.16: Effects of pre-populating the Q-Table for 3 LDs with 100% capacity at the CD and
3 periods.

Figure 6.13: Q-Learning algorithm for 3 LDs with 100% capacity at the CD and 3 periods.
Source: Own elaboration.

6.2.2 3 LDs with 80% and 70% capacity at the CD and 5 periods

We continue studying a more realistic case where CD capacities are 80% and 70%. There are 3
LDs, with a maximum possible demand of 3 doses and each LD can store doses for 3 periods.
Problem data is shown in Table 6.17. Table 6.18 shows the time required for pre-populating the
Q-Table, the computation time and the number of impossible combinations.
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Problem data Values

CD capacity percentage 80% 70%
Central depot stock 36 31
Local depots stock 9 9
Number of periods 5 5

Maximum possible demand 3 3
State-Space 117,502 states 92,502 states
Action-Space 1,000 actions 1,000 actions

Table 6.17: Problem Data for 3 LDs with several CD capacities and 5 periods.

CD Capacity % Computation Time (sec) Q-Table Time (sec) Impossible Combinations

80% 32,208.72 57.68 101,695,375
70% 17,255.66 55.74 80,854,750

Table 6.18: Computation times, Q-Table times and impossible combinations for 3 LDs with
several CD capacities and 5 periods.

Resulting policies are in the Appendices A.2.2.1 and A.2.2.2 respectively. Figure 6.14, shows the
cumulative reward as function of the number of episodes. When capacity is 80%, cumulative
reward is lower than when capacity is 70%. To understand why this happens, it is necessary to
look at the resulting policies. When capacity is 80%, the system has more maneuverability to
properly send doses to the LDs where they are needed. Nevertheless, when capacity is 70%, there
is more uncertainty and it gets more difficult to properly satisfy all the demand, and that’s why
there are missing doses. As we can see, this situation follows a similar pattern to the previous
cases where CD capacity was low.
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Figure 6.14: Q-Learning algorithm for 3 LDs with several CD capacities and 5 periods. Source:
Own elaboration.

6.2.3 3 LDs with 80% and 70% capacity at the CD and 7 periods

Once the effectiveness of pre-populating the Q-Table has been proved, we now analyse an ex-
tended version of the problem described in the Subsection 6.2.2. The problem is described in
Table 6.19. Table 6.20 shows the time required for pre-populating the Q-Table, the computation
time and the number of impossible combinations.

One simulation for the resulting policies can be found in Appendices A.2.3.1 and A.2.3.2. These
policies follow the same pattern as the ones obtained in previous sections. The agent fills the
LDs to their maximum capacity, except in the last period, when it only sends the necessary doses
to satisfy all the possible demand. When CD capacity is 70%, there is a missing dose in the last
period because there are less resources to satisfy demand.

Problem data Values

CD capacity percentage 80% 70%
Central depot stock 67 58
Local depots stock 8 8
Number of periods 7 7

Maximum possible demand 4 4
State-Space 285,770 states 239,843 states
Action-Space 729 actions 729 actions

Table 6.19: Problem Data for 3 LDs with several CD capacities and 7 periods.
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CD Capacity % Computation Time (sec) Q-Table Time (sec) Impossible Combinations

80% 41,899.06 98.59 175,156,101
70% 38,674.49 75.83 147,416,193

Table 6.20: Computation times, Q-Table times and impossible combinations for 3 LDs with
several CD capacities and 7 periods.

Figure 6.15: Q-Learning algorithm for 3 LDs with several CD capacities and 7 periods. Source:
Own elaboration.

6.3 QUANTITATIVE ANALYSIS

We present quantitatively the results obtained from the previous computational experiences.

First, we will focus on the β Service Level (Type 2) for each configuration. Then, their respective
computational performances will be evaluated.

6.3.1 Service Level

As aforementioned, we will use the β Service Level (Type 2), which is a quantity-oriented per-
formance measure, which indicates the expected proportion of demand that is satisfied.

Table 6.21 indicates the mean discounted reward and the β Service Level for each of the previous
configurations. 50 simulations were done for each configuration.

We begin by analysing the case of 2 and 3 LDs with 100% CD capacity, which is shown in Figure
6.16. It shows the demand of doses in blue, the number of doses served in grey and the mean
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discounted reward. These configurations give a service level of 100.00%, which means that all
the demand is satisfied.

Configuration Mean Discounted Reward Service Level

2 LDs / 100% / 3 Periods 2.00 100.00%
2 LDs / 90% / 3 Periods 2.57 99.26%
2 LDs / 80% / 3 Periods 3.65 96.04%
2 LDs / 70% / 3 Periods 7.52 93.03%
2 LDs / 60% / 3 Periods 12.96 86.08%

2 LDs / 100% / 10 Periods 5.23 100.00%
2 LDs / 90% / 10 Periods 5.40 99.03%
2 LDs / 80% / 10 Periods 5.49 95.31%
2 LDs / 70% / 10 Periods 5.62 90.19%
2 LDs / 60% / 10 Periods 7.61 85.76%

3 LDs / 100% / 3 Periods 3.00 100.00%
3 LDs / 80% / 7 Periods 9.63 95.74%
3 LDs / 70% / 7 Periods 10.95 89.15%
3 LDs / 80% / 5 Periods 5.61 96.35%
3 LDs / 70% / 5 Periods 7.56 91.71%

Table 6.21: Mean discounted reward and service level per each configuration.

Figure 6.16: Quantitative analysis for 2 and 3 LDs with 100% capacity at the CD. Source:
Own elaboration.

As we can see, when LDs have enough storage capacity for the whole time horizon, the more LDs,
the higher the mean discounted reward. Logically, this increase is proportional to the number
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of LDs. Moreover, when there are limits in the LDs storage capacity, it is necessary to do more
shipments to properly satisfy the demand.

Figure 6.17 shows the cases of 2 LDs considering several CD capacities. It is trivial that when
considering 10 periods, the total demand of doses is bigger than when considering 3 periods.
When the CD capacity is 90% and 80%, the more periods considered, the higher the mean
discounted reward. Nevertheless, when the CD capacity is 70% and 60%, the mean discounted
reward decreases as the number of periods increase.

To understand why this happens, we should look at the resulting policies shown in the Appendix
A.1.2 and Equation 2.1 from Chapter 2. When there are 3 periods and the CD capacity is 90%
and 80%, there is more stock available, so the agent decides to send more doses at the beginning
than when CD capacity is 70% and 60%. By doing this, there is less probability that LDs
resupplies are required and demand is not satisfied.

However, when there are 10 periods, the agent can send doses only for the maximum possible
demand during 2 periods, so it will have to do more LDs resupplies. The difference between CD
capacities 90%-80% and 70%-60%, is that in both cases the agent fills the LDs at the beginning,
but as capacity is lower, more demand is not satisfied at the end of the episode and its cost is
multiplied by the discount factor raised to a higher power. In fact, mean discounted reward is
higher for the capacities of 70% and 60% than for 90% and 80% because there are more missing
doses.

Figure 6.17: Quantitative analysis for 2 LDs with several CD capacities. Source: Own
elaboration.

As aforementioned, when the CD capacity is lower, the agent decides to keep inventory at the
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CD to avoid wasting doses by sending them to a LD that does not need them.

As it was previously indicated γ must be within the interval of 0 and 1, to adjust the importance
of rewards over time. The value of γ = 1 was also tested, but results were basically the same as
the main problem is the lack of capacity at the CD.

In Figure 6.18 we see the mean number of missing doses for 2 LDs and the mean discounted
reward, considering several CD capacities. As we can see, the agent tries to limit the number
of missing doses and in order to do it, it decides to increase regularly the number of shipments
when the CD capacity decreases.

Figure 6.18: Mean number of missing doses and mean discounted reward for 2 LDs with several
CD capacities. Source: Own elaboration.

With respect to 3 LDs in Figure 6.19 we can see the demand of doses, the number of doses
served and the mean discounted reward. Results are similar to when we consider 2 LDs. As
the number of periods increases, the number of doses and the mean discounted reward increase.
Furthermore, as the CD capacity decreases, the mean discounted reward increases. Nevertheless,
it is important to take into account that the maximum possible demand per period is 3 in the
configurations 3 LDs/ 80%/ 5 Periods and 3 LDs/ 70%/ 5 Periods, and 4 for 3 LDs/ 80%/ 7
Periods and 3 LDs/ 70%/ 7 Periods.
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Figure 6.19: Quantitative analysis for 3 LDs with several CD capacities. Source: Own
elaboration.

Figure 6.20: Mean number of missing doses and mean discounted reward for 3 LDs with several
CD capacities. Source: Own elaboration.
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Similarly as what we did for 2 LDs, in Figure 6.20 we see the mean number of missing doses
and mean discounted reward for 3 LDs with several CD capacities. Again, as the CD capacity
decreases, the agent limits the number of missing doses by increasing the number of shipments.

6.3.2 Performance

In Chapter 6 we have pre-populated the Q-Table when the State-Space and the Action-Space
grow, because there will be more impossible combinations and in order to speed up computations
it is a very useful procedure. Now, we will quantitatively analyse its impact.

In Table 6.22 we can see the total time of computation, the number of total combinations and
the percentage of impossible combinations over the total combinations for each of the considered
configurations.

Configuration Combinations % Imp. Combinations Total Time (sec)

2 LDs / 100% / 10 Periods 4,789,692 70.26% 1,143.90
2 LDs / 90% / 10 Periods 4,257,522 70.52% 1,145.35
2 LDs / 80% / 10 Periods 3,740,013 70.58% 925.07
2 LDs / 70% / 10 Periods 3,215,052 70.81% 879.67
2 LDs / 60% / 10 Periods 2,690,172 71.14% 686.82

3 LDs / 100% / 3 Periods 275,132,507 89.32% 9,495.03
3 LDs / 80% / 7 Periods 208,326,330 84.08% 41,997.65
3 LDs / 70% / 7 Periods 174,845,547 84.31% 38,750.32
3 LDs / 80% / 5 Periods 117,502,000 86.55% 21,266.50
3 LDs / 70% / 5 Periods 92,502,000 87.41% 17,311.40

Table 6.22: Computation times, total combinations and percentage of impossible combinations
per each configuration.

Undoubtedly, the proportion of impossible combinations is quite high. To get a better idea of
the magnitude of this, lets consider the following graphics.

As we did in previous sections, we first attend to the case of 2 LDs. In Figure 6.21 we can see
the number of total combinations in blue, the number of impossible combinations in grey and
the total time of computation.

Time of computation is proportional to the number of combinations, as the number of combi-
nations increases, the computation time also increases. Nevertheless, for the configuration of 2
LDs/ 100%/ 10 Periods, computation time is lower than for 2 LDs/ 90%/ 10 Periods. So the
CD capacity is also relevant. As there are more doses, it is easier for the agent to satisfy all the
demand and so, computations are faster.
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Figure 6.21: Performance analysis for 2 LDs with several CD capacities. Source: Own
elaboration.

In fact, if we now consider 3 LDs, in Figure 6.22 we can see a similar sequence. The computation
time increases as the number of combinations increases. From this figure, it is important to pay
attention to the configuration 3 LDs/ 100%/ 3 Periods. This configuration shows the smaller
time of computation, 9,495.3 seconds (2 hours 38 minutes and 15 seconds). Although it has the
highest number of combinations, from previous sections we have seen that the resulting policy
was trivial. So, dimensionality of the problem is not the only factor which influences on the time
of computation, the complexity of the problem also influences.
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Figure 6.22: Performance analysis for 3 LDs with several CD capacities. Source: Own
elaboration.

In Figure 6.23, we can see the number of possible combinations computed per second in each
configuration. As it was already stated, as the dimensionality and complexity of the problem
increase, computation times increase, and so less combinations are computed per unit of time.
Nevertheless, as we can see for the case of 3 LDs/ 100%/ 3 Periods, the speed of computations
does not only depend on the number of combinations, the ease with which the agent finds the
solution is of great importance.
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Figure 6.23: Number of possible combinations computed per second. Source: Own elaboration.

In this chapter, we have carried out the quantitative analysis distinguishing between service level
and performance.

We found that problem data and hyper-parameters have an important high impact on the service
level and performance. In the next chapter, conclusions and further work will be addressed.
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CHAPTER 7

Conclusions and further work

Once the quantitative analysis is completed, it is interesting to propose new ways to continue
this project in order to give it continuity in the future.

In this chapter we summarise the conclusions of the research found during the development of
this master thesis, and we also propose possible extensions.

7.1 CONCLUSIONS

At the beginning of this master thesis we have introduced all the necessary background regarding
RL, AI and MDPs.

Then, the problem to be solved has been presented and we also have introduced the interface
POMDPs.jl, which is an open-source framework that allows implementing POMDPs and MDPs
in Julia language. In fact, this interface enabled us to implement and solve our own MDP.

To solve the problem we have used the tabular methods Q-Learning and SARSA, provided by
TabularTDLearning.jl. When the State-Space and the Action-Space are small enough to be rep-
resented as tables, tabular RL methods show a good convergence property. However, they suffer
from the curse of dimensionality. This means that, as the magnitude of the problem increases,
more computations are necessary and therefore, it takes more time to reach the solution.

Illegal actions play an important role. Ideally we would not allow the agent to take illegal actions
in a current state because if there are several illegal actions, it will cost the agent a lot of time
to explore them and learning not to take them. This is commonly defined as state-dependent
actions, but the current TabularTDLearning.jl does not support them.

To overcome this problem, we have pre-populated the Q-Table with large negative values for
all the impossible combinations or illegal actions. We have chosen a large negative value to
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avoid any interference from the rest of the environment’s reward structure. Thanks to this, the
agent does not need to query the full environment, and as a consequence, computation times are
significantly reduced.

In Chapter 6 we have quantitatively shown and analysed the impact of pre-populating the Q-
Table. The proposed solution works well for problems with limited State-Spaces and Action-
Spaces because computation times are reduced, which allows us to solve problems faster than
without pre-populating the Q-Table. However, the problems that have been solved are not really
close to reality.

7.2 FURTHER WORK

As evidenced, tabular methods must compute a value for each state, which becomes unfeasible
with large state spaces.

Despite the fact that in this master thesis the pre-populating the Q-Table approach enabled us
to increase the dimensionality of the problem, it is necessary to look for improvements for this
method.

We have focused on tabular RL methods, particularly on Q-Learning algorithm. This could be
further improved by using Q-Learning with Neural Networks, also known as the Deep Q-Network
(DQN) algorithm [44].

DQN is a combination of Q-Learning and Deep Neural Networkss (DNNs), which are good
approximators for non-linear functions. Therefore, it is not necessary to store the Q-Values in
the Q-Table, as the DNNs approximate the Q-Function.

DQN uses two neural networks:

The main neural network represented by the weight vector θ and which estimates the
Q-Values for the current state s and action a, Q(s, a; θ).

The target neural network represented by the weight vector θ′ and which estimates the
Q-Values for the next state s′ and action a′.

Both networks have the same structures but different weights. The learning process occurs in
the main network while the target network‘s parameters remain unchanged for a fixed number of
iterations and later the main neural network‘s weights are copied into the target neural network.
By doing this, the target neural network‘s estimations are less inexact.

There is also the loss function, which can be computed as the squared difference between the
target and predicted value. The goal will be to minimise the loss by updating the weight. This
is computed as follows:

Loss =

(
r + γmax

a′
Q
(
s′, a′; θ′

)
−Q(s, a; θ)

)2

(7.1)

To understand why we propose to use DQN, it is important to consider that when using Q-
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Learning only one Q-Value is produced at each time step. Nevertheless, neural networks produce
a Q-Value for each of the possible actions as it is shown in Figure 7.1.

Figure 7.1: Schematic comparison of Q-Learning and a Deep Q-Learning method. Source: Own
elaboration.

As a consequence, this approach increases the learning speed because neural networks might
independently learn patterns that characterise the state.

To conclude this master thesis, we can state that the described research establishes a solid
framework for further development of the problem and opens up many possibilities for future
work. However, in order to solve more realistic problems, this must be improved.

We propose:

1. The use of state-dependent actions to prevent the agent from taking illegal actions.

2. If real information about the demand could be obtained, we would create a model more
adjusted to reality instead of considering discrete uniform distribution.

3. The application of Deep RL. Nevertheless, it is commonly known that this algorithms might
require a big quantity of data to reach a reasonable performance but even then, it is not
guaranteed that they converge on the optimal value function. So, the next step to continue
with this project would be to properly apply the DQN algorithm for its resolution.
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APPENDIX A

Resulting Policies

Simulations are done using the package POMDPSimulators.jl, which contains simulators for
POMDPs.jl.

A.1 2 LDS

A.1.1 2 LDs with 100% capacity at the CD

A.1.1.1 2 LDs with 100% capacity at the CD 3 periods

The resulting policies are:

Q-Learning

In State (24, [0, 0], 3) takes Action ([12, 12]) ends up in State (0, [10, 8], 2) with a
cost of 2.
In State (0, [10, 8], 2) takes Action ([0, 0]) ends up in State (0, [8, 6], 1) with a cost
of 0.
In State (0, [8, 6], 1) takes Action ([0, 0]) ends up in State (0, [7, 6], 0) with a cost of
0.

SARSA

In State (24, [0, 0], 3) takes Action ([12, 12]) ends up in State (0, [9, 12], 2) with a
cost of 2.
In State (0, [9, 12], 2) takes Action ([0, 0]) ends up in State (0, [6, 10], 1) with a cost
of 0.
In State (0, [6, 10], 1) takes Action ([0, 0]) ends up in State (0, [6, 8], 0) with a cost
of 0.
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A.1.1.2 2 LDs with 100% capacity at the CD 10 periods

Dummy State Approach

In State (80, [0, 0], 10) takes Action ([8, 8]) ends up in State (64, [6, 4], 9) with a cost
of 2.
In State (64, [6, 4], 9) takes Action ([0, 0]) ends up in State (64, [3, 0], 8) with a cost
of 0.
In State (64, [3, 0], 8) takes Action ([5, 8]) ends up in State (51, [7, 5], 7) with a cost
of 2.
In State (51, [7, 5], 7) takes Action ([0, 0]) ends up in State (51, [5, 1], 6) with a cost
of 0.
In State (51, [5, 1], 6) takes Action ([0, 7]) ends up in State (44, [2, 8], 5) with a cost
of 1.
In State (44, [2, 8], 5) takes Action ([6, 0]) ends up in State (38, [7, 7], 4) with a cost
of 1.
In State (38, [7, 7], 4) takes Action ([0, 0]) ends up in State (38, [7, 5], 3) with a cost
of 0.
In State (38, [7, 5], 3) takes Action ([0, 0]) ends up in State (38, [6, 5], 2) with a cost
of 0.
In State (38, [6, 5], 2) takes Action ([0, 0]) ends up in State (38, [3, 4], 1) with a cost
of 0.
In State (38, [3, 4], 1) takes Action ([1, 0]) ends up in State (37, [3, 2], 0) with a cost
of 1.

Same State Approach

In State (80, [0, 0], 10) takes Action ([8, 8]) ends up in State (64, [5, 4], 9) with a cost
of 2.
In State (64, [5, 4], 9) takes Action ([0, 0]) ends up in State (64, [1, 0], 8) with a cost
of 0.
In State (64, [1, 0], 8) takes Action ([7, 8]) ends up in State (49, [6, 4], 7) with a cost
of 2.
In State (49, [6, 4], 7) takes Action ([2, 0]) ends up in State (47, [8, 3], 6) with a cost
of 1.
In State (47, [8, 3], 6) takes Action ([0, 1]) ends up in State (46, [6, 1], 5) with a cost
of 1.
In State (46, [6, 1], 5) takes Action ([0, 7]) ends up in State (39, [5, 6], 4) with a cost
of 1.
In State (39, [5, 6], 4) takes Action ([0, 0]) ends up in State (39, [3, 3], 3) with a cost
of 0.
In State (39, [3, 3], 3) takes Action ([5, 5]) ends up in State (29, [4, 5], 2) with a cost
of 2.
In State (29, [4, 5], 2) takes Action ([0, 0]) ends up in State (29, [2, 3], 1) with a cost
of 0.
In State (29, [2, 3], 1) takes Action ([5, 1]) ends up in State (23, [5, 3], 0) with a cost
of 2.
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A.1.2 2 LDs with 90%, 80%, 70% an 60% capacity at the CD

A.1.2.1 2 LDs with 90% capacity at the CD 3 periods

Simulation 1

In State (21, [0, 0], 3) takes Action ([10, 10]) ends up in State (1, [9, 7], 2) with a cost
of 2.

In State (1, [9, 7], 2) takes Action ([0, 0]) ends up in State (1, [7, 6], 1) with a cost of
0.

In State (1, [7, 6], 1) takes Action ([0, 0]) ends up in State (1, [3, 5], 0) with a cost of
0.

Simulation 2

In State (21, [0, 0], 3) takes Action ([10, 10]) ends up in State (1, [6, 9], 2) with a cost
of 2.

In State (1, [6, 9], 2) takes Action ([0, 0]) ends up in State (1, [3, 6], 1) with a cost of
0.

In State (1, [3, 6], 1) takes Action ([1, 0]) ends up in State (0, [1, 6], 0) with a cost of
1.

Simulation 3

In State (21, [0, 0], 3) takes Action ([10, 10]) ends up in State (1, [6, 8], 2) with a cost
of 2.

In State (1, [6, 8], 2) takes Action ([0, 0]) ends up in State (1, [2, 4], 1) with a cost of
0.

In State (1, [2, 4], 1) takes Action ([1, 0]) ends up in State (0, [0, 2], 0) with a cost of
11.

A.1.2.2 2 LDs with 80% capacity at the CD 3 periods

Simulation 1

In State (19, [0, 0], 3) takes Action ([9, 9]) ends up in State (1, [5, 7], 2) with a cost
of 2.

In State (1, [5, 7], 2) takes Action ([1, 0]) ends up in State (0, [2, 3], 1) with a cost of
1.

In State (0, [2, 3], 1) takes Action ([0, 0]) ends up in State (0, [0, 0], 0) with a cost of
20.

Simulation 2

In State (19, [0, 0], 3) takes Action ([9, 9]) ends up in State (1, [7, 7], 2) with a cost
of 2.

In State (1, [7, 7], 2) takes Action ([0, 0]) ends up in State (1, [3, 4], 1) with a cost of
0.

In State (1, [3, 4], 1) takes Action ([1, 0]) ends up in State (0, [2, 1], 0) with a cost of
1.
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Simulation 3

In State (19, [0, 0], 3) takes Action ([9, 9]) ends up in State (1, [7, 6], 2) with a cost
of 2.

In State (1, [7, 6], 2) takes Action ([0, 0]) ends up in State (1, [4, 6], 1) with a cost of
0.

In State (1, [4, 6], 1) takes Action ([0, 0]) ends up in State (1, [4, 2], 0) with a cost of
0.

A.1.2.3 2 LDs with 70% capacity at the CD 3 periods

Simulation 1

In State (16, [0, 0], 3) takes Action ([8, 8]) ends up in State (0, [6, 7], 2) with a cost
of 2.

In State (0, [6, 7], 2) takes Action ([0, 0]) ends up in State (0, [6, 6], 1) with a cost of
0.

In State (0, [6, 6], 1) takes Action ([0, 0]) ends up in State (0, [2, 2], 0) with a cost of
0.

Simulation 2

In State (16, [0, 0], 3) takes Action ([8, 8]) ends up in State (0, [4, 5], 2) with a cost
of 2.

In State (0, [4, 5], 2) takes Action ([0, 0]) ends up in State (0, [2, 5], 1) with a cost of
0.

In State (0, [2, 5], 1) takes Action ([0, 0]) ends up in State (0, [0, 4], 0) with a cost of
10.

Simulation 3

In State (16, [0, 0], 3) takes Action ([8, 8]) ends up in State (0, [6, 4], 2) with a cost
of 2.

In State (0, [6, 4], 2) takes Action ([0, 0]) ends up in State (0, [3, 1], 1) with a cost of
0.

In State (0, [3, 1], 1) takes Action ([0, 0]) ends up in State (0, [0, 0], 0) with a cost of
30.

A.1.2.4 2 LDs with 60% capacity at the CD 3 periods

Simulation 1

In State (14, [0, 0], 3) takes Action ([6, 6]) ends up in State (2, [4, 5], 2) with a cost
of 2.

In State (2, [4, 5], 2) takes Action ([1, 0]) ends up in State (1, [3, 3], 1) with a cost of
1.

In State (1, [3, 3], 1) takes Action ([0, 0]) ends up in State (0, [1, 1], 0) with a cost of
1.
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Simulation 2

In State (14, [0, 0], 3) takes Action ([6, 6]) ends up in State (2, [5, 2], 2) with a cost
of 2.

In State (2, [5, 2], 2) takes Action ([0, 2]) ends up in State (0, [1, 2], 1) with a cost of
1.

In State (0, [1, 2], 1) takes Action ([0, 0]) ends up in State (0, [1, 0], 0) with a cost of
20.

Simulation 3

In State (14, [0, 0], 3) takes Action ([6, 6]) ends up in State (2, [3, 2], 2) with a cost
of 2.

In State (2, [3, 2], 2) takes Action ([0, 2]) ends up in State (0, [0, 1], 1) with a cost of
0.

In State (0, [0, 1], 1) takes Action ([0, 0]) ends up in State (0, [0, 0], 0) with a cost of
40.

A.1.2.5 2 LDs with 90% capacity at the CD 10 periods

In State (72, [0, 0], 10) takes Action ([8, 8]) ends up in State (56, [4, 4], 9) with a cost of 2.

In State (56, [4, 4], 9) takes Action ([0, 0]) ends up in State (56, [3, 3], 8) with a cost of 0.

In State (56, [3, 3], 8) takes Action ([5, 5]) ends up in State (46, [6, 5], 7) with a cost of 2.

In State (46, [6, 5], 7) takes Action ([0, 0]) ends up in State (46, [4, 3], 6) with a cost of 0.

In State (46, [4, 3], 6) takes Action ([4, 5]) ends up in State (37, [5, 7], 5) with a cost of 2.

In State (37, [5, 7], 5) takes Action ([0, 0]) ends up in State (37, [4, 6], 4) with a cost of 0.

In State (37, [4, 6], 4) takes Action ([0, 0]) ends up in State (37, [1, 2], 3) with a cost of 0.

In State (37, [1, 2], 3) takes Action ([7, 6]) ends up in State (24, [8, 5], 2) with a cost of 2.

In State (24, [8, 5], 2) takes Action ([0, 0]) ends up in State (24, [5, 1], 1) with a cost of 0.

In State (24, [5, 1], 1) takes Action ([0, 3]) ends up in State (21, [3, 2], 0) with a cost of 1.

A.1.2.6 2 LDs with 80% capacity at the CD 10 periods

In State (64, [0, 0], 10) takes Action ([8, 8]) ends up in State (48, [8, 6], 9) with a cost of 2.

In State (48, [8, 6], 9) takes Action ([0, 0]) ends up in State (48, [6, 2], 8) with a cost of 0.

In State (48, [6, 2], 8) takes Action ([0, 6]) ends up in State (42, [4, 6], 7) with a cost of 1.

In State (42, [4, 6], 7) takes Action ([0, 0]) ends up in State (42, [1, 6], 6) with a cost of 0.

In State (42, [1, 6], 6) takes Action ([7, 0]) ends up in State (35, [7, 4], 5) with a cost of 1.

In State (35, [7, 4], 5) takes Action ([0, 0]) ends up in State (35, [4, 3], 4) with a cost of 0.
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In State (35, [4, 3], 4) takes Action ([0, 5]) ends up in State (30, [2, 6], 3) with a cost of 1.

In State (30, [2, 6], 3) takes Action ([6, 0]) ends up in State (24, [6, 5], 2) with a cost of 1.

In State (24, [6, 5], 2) takes Action ([0, 0]) ends up in State (24, [4, 1], 1) with a cost of 0.

In State (24, [4, 1], 1) takes Action ([0, 3]) ends up in State (21, [0, 3], 0) with a cost of 1.

A.1.2.7 2 LDs with 70% capacity at the CD 10 periods

In State (56, [0, 0], 10) takes Action ([8, 8]) ends up in State (40, [7, 4], 9) with a cost of 2.

In State (40, [7, 4], 9) takes Action ([0, 0]) ends up in State (40, [5, 0], 8) with a cost of 0.

In State (40, [5, 0], 8) takes Action ([0, 8]) ends up in State (32, [2, 7], 7) with a cost of 1.

In State (32, [2, 7], 7) takes Action ([6, 0]) ends up in State (26, [7, 6], 6) with a cost of 1.

In State (26, [7, 6], 6) takes Action ([0, 0]) ends up in State (26, [7, 5], 5) with a cost of 0.

In State (26, [7, 5], 5) takes Action ([0, 0]) ends up in State (26, [5, 2], 4) with a cost of 0.

In State (26, [5, 2], 4) takes Action ([0, 6]) ends up in State (20, [1, 4], 3) with a cost of 1.

In State (20, [1, 4], 3) takes Action ([7, 0]) ends up in State (13, [8, 2], 2) with a cost of 1.

In State (13, [8, 2], 2) takes Action ([0, 6]) ends up in State (7, [6, 8], 1) with a cost of 1.

In State (7, [6, 8], 1) takes Action ([0, 0]) ends up in State (7, [4, 6], 0) with a cost of 0.

A.1.2.8 2 LDs with 60% capacity at the CD 10 periods

In State (48, [0, 0], 10) takes Action ([8, 8]) ends up in State (32, [6, 4], 9) with a cost of 2.

In State (32, [6, 4], 9) takes Action ([0, 0]) ends up in State (32, [2, 2], 8) with a cost of 0.

In State (32, [2, 2], 8) takes Action ([5, 6]) ends up in State (21, [3, 4], 7) with a cost of 2.

In State (21, [3, 4], 7) takes Action ([2, 4]) ends up in State (15, [4, 4], 6) with a cost of 2.

In State (15, [4, 4], 6) takes Action ([3, 4]) ends up in State (8, [5, 5], 5) with a cost of 2.

In State (8, [5, 5], 5) takes Action ([2, 1]) ends up in State (5, [4, 4], 4) with a cost of 2.

In State (5, [4, 4], 4) takes Action ([2, 3]) ends up in State (0, [6, 7], 3) with a cost of 2.

In State (0, [6, 7], 3) takes Action ([0, 0]) ends up in State (0, [2, 4], 2) with a cost of 0.

In State (0, [2, 4], 2) takes Action ([0, 0]) ends up in State (0, [0, 2], 1) with a cost of 20.

In State (0, [0, 2], 1) takes Action ([0, 0]) ends up in State (0, [0, 1], 0) with a cost of 30.
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A.2 3 LDS

A.2.1 3 LDs with 100% capacity at the CD 3 periods

In State (36, [0, 0, 0], 3) takes Action ([12, 12, 12]) ends up in State (0, [8, 10, 11], 2) with
a cost of 3.

In State (0, [8, 10, 11], 2) takes Action ([0, 0, 0]) ends up in State (0, [6, 7, 8], 1) with a
cost of 0.

In State (0, [6, 7, 8], 1) takes Action ([0, 0, 0]) ends up in State (0, [3, 3, 4], 0) with a cost
of 0.

A.2.2 3 LDs with 80% and 70% capacity at the CD 5 periods

A.2.2.1 3 LDs with 80% capacity at the CD 5 periods

In State (36, [0, 0, 0], 5) takes Action ([7, 9, 8]) ends up in State (12, [7, 9, 5], 4) with a
cost of 3.

In State (12, [7, 9, 5], 4) takes Action ([0, 0, 0]) ends up in State (12, [4, 8, 5], 3) with a
cost of 0.

In State (12, [4, 8, 5], 3) takes Action ([0, 0, 0]) ends up in State (12, [2, 6, 5], 2) with a
cost of 0.

In State (12, [2, 6, 5], 2) takes Action ([4, 0, 0]) ends up in State (8, [4, 3, 2], 1) with a
cost of 1.

In State (8, [4, 3, 2], 1) takes Action ([0, 0, 1]) ends up in State (7, [2, 0, 3], 0) with a cost
of 1.

A.2.2.2 3 LDs with 70% capacity at the CD 5 periods

In State (31, [0, 0, 0], 5) takes Action ([5, 4, 8]) ends up in State (14, [5, 2, 7], 4) with a
cost of 3.

In State (14, [5, 2, 7], 4) takes Action ([0, 7, 0]) ends up in State (7, [4, 7, 5], 3) with a
cost of 1.

In State (7, [4, 7, 5], 3) takes Action ([0, 0, 0]) ends up in State (7, [1, 5, 2], 2) with a cost
of 0.

In State (7, [1, 5, 2], 2) takes Action ([2, 0, 3]) ends up in State (2, [0, 5, 2], 1) with a cost
of 2.

In State (2, [0, 5, 2], 1) takes Action ([2, 0, 0]) ends up in State (0, [0, 2, 2], 0) with a cost
of 11.
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A.2.3 3 LDs with 80% and 70% capacity at the CD 7 periods

A.2.3.1 3 LDs with 80% capacity at the CD 7 periods

In State (67, [0, 0, 0], 7) takes Action ([8, 8, 8]) ends up in State (43, [7, 5, 6], 6) with a
cost of 3.

In State (43, [7, 5, 6], 6) takes Action ([0, 0, 0]) ends up in State (43, [3, 2, 4], 5) with a
cost of 0.

In State (43, [3, 2, 4], 5) takes Action ([5, 6, 0]) ends up in State (32, [6, 7, 1], 4) with a
cost of 2.

In State (32, [6, 7, 1], 4) takes Action ([0, 0, 7]) ends up in State (25, [5, 4, 7], 3) with a
cost of 1.

In State (25, [5, 4, 7], 3) takes Action ([0, 0, 0]) ends up in State (25, [1, 2, 4], 2) with a
cost of 0.

In State (25, [1, 2, 4], 2) takes Action ([7, 6, 0]) ends up in State (12, [6, 5, 2], 1) with a
cost of 2.

In State (12, [6, 5, 2], 1) takes Action ([0, 0, 2]) ends up in State (10, [2, 3, 2], 0) with a
cost of 1.

A.2.3.2 3 LDs with 70% capacity at the CD 7 periods

In State (58, [0, 0, 0], 7) takes Action ([8, 8, 8]) ends up in State (34, [6, 6, 7], 6) with a
cost of 3.

In State (34, [6, 6, 7], 6) takes Action ([0, 0, 0]) ends up in State (34, [3, 3, 3], 5) with a
cost of 0.

In State (34, [3, 3, 3], 5) takes Action ([5, 5, 5]) ends up in State (19, [7, 5, 6], 4) with a
cost of 3.

In State (19, [7, 5, 6], 4) takes Action ([0, 0, 0]) ends up in State (19, [4, 3, 3], 3) with a
cost of 0.

In State (19, [4, 3, 3], 3) takes Action ([0, 5, 5]) ends up in State (9, [1, 6, 5], 2) with a
cost of 2.

In State (9, [1, 6, 5], 2) takes Action ([7, 0, 0]) ends up in State (2, [6, 3, 2], 1) with a cost
of 1.

In State (2, [6, 3, 2], 1) takes Action ([0, 0, 2]) ends up in State (0, [4, 0, 2], 0) with a cost
of 11.
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APPENDIX B

Initial Test

B.1 DISCOUNT FACTOR

Figure B.1: Defining the value of γ with Q-Learning algorithm for 2 LDs with 100% capacity at
the CD and 3 periods. Source: Own elaboration.
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Figure B.2: Defining the value of γ with SARSA algorithm for 2 LDs with 100% capacity at
the CD and 3 periods. Source: Own elaboration.

Algorithm Discount Factor γ Computation Time (sec) No. Episodes

Q-Learning 0.7 27.23 200,000
Q-Learning 0.8 26.87 200,000
Q-Learning 0.9 25.65 200,000
Q-Learning 1.0 27.97 200,000

SARSA 0.7 48.59 -
SARSA 0.8 44.57 -
SARSA 0.9 43.14 710,000
SARSA 1.0 53.46 -

Table B.1: Results for Q-Learning and SARSA algorithms in the initial test for defining the
value of the discount factor.

From Figures B.1 and B.2 and Table B.1, we see that the best results are those obtained for a
value of γ = 0.9.

When using the Q-Learning algorithm (α = 0.10 and ε = 0.01), Figure B.1 shows similar results
and number of convergence episodes for all the γ values. Nevertheless, for γ = 0.9 computation
times are smaller, which is of great importance when the dimensionality of the problem increases.

When using the SARSA algorithm (α = 0.001 and ε = LinearDecay), from Figure B.2 we see
that only when γ = 0.9 it converges.
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Code

C.1 MDP

#Load libraries, packages, solvers and policies
begin

using StaticArrays, Random, Distributions
using POMDPs, QuickPOMDPs, POMDPPolicies, POMDPModelTools
using TabularTDLearning

end

#Parameters
cap = 1 #Percentage of total demand that the CD can serve (%)
N_lds = 3 #Number of LDs
N_period = 3 #Number of periods
gamma = 0.9 #Discount factor: preference for sooner rewards rather than later
dem = 4 #Maximum possible demand
CD_st = convert(Int,trunc(cap*dem*N_lds*N_period)) #Central depot stock, round down
LD_st = convert(Int,trunc(dem*N_period))#Maximum storage capacity of the LDs
CF = 1 #Fixed cost per shipment
penalty = 10 #For unsatisfied demand
impossible = -100 #For impossible states

#Define state data type
struct State

cds::Int #Stock in the CD
lds::SVector{N_lds, Int} #Stock in the LDs
nper::Int #Number of periods

end

#Terminal states
terminal = [State(cds, lds, 0)

for lds in [Iterators.product(ntuple(_ -> 0:LD_st, N_lds)...)...]
for cds in 0:(CD_st - sum(lds))]
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#Non terminal states
non_terminal = [State(cds, lds, nper)

for lds in [Iterators.product(ntuple(_ -> 0:LD_st, N_lds)...)...]
for cds in 0:(CD_st - sum(lds))
for nper in (N_period-1):-1:1]

#Initial state
init_resupply = [State(CD_st,lds,N_period)

for lds in [Iterators.product(ntuple(_ -> 0:0, N_lds)...)...]]

#Dummy state for impossible actions
spt = [State(-1,lds,-1)

for lds in [Iterators.product(ntuple(_ -> -1:-1, N_lds)...)...]]

#Concatenate terminal and dummy states as terminal
terminal = vcat(terminal,spt)

#Define State space = concatenate terminal, non_terminal and init_resupply
SS = vcat(terminal, non_terminal, init_resupply)

#Define Action data type
struct Action

ship::SVector{N_lds, Int} #Shipping quantity to the LDs
end

#Define Actions space
AS = [(Action(ship)) for ship in [Iterators.product(ntuple(_ -> 0:LD_st, N_lds)...)...]]

#Demand: Discrete uniform distribution
demand_vect = [((dem)) for dem in [Iterators.product(ntuple(_ -> -dem:0, N_lds)...)...]]

#Termination condition: Dummy or terminal state
termination(s::State) = s in terminal

#Seed
Random.seed!(1)

#Define MDP using QuickPOMDPs.jl
CT_MDP = QuickMDP(

gen = function (s, a, rnd)
nps = State(s.cds - sum(a.ship), s.lds .+ a.ship , s.nper - 1) #Fictitious next

possible state not considering demand↪→

if nps in SS #Feasibility test
demand = rand(demand_vect) #Select a random demand because they are equally

likely to happen↪→

sp = State(nps.cds , nps.lds .+ demand , nps.nper ) #Next possible state
considering demand↪→

if sp in SS #Check if there is no unsatisfied demand
r = -(CF*count(i->(i>0), a.ship)) #Cost per shipment with satisfied

demand↪→

sp = sp #Next state
else

udv = State(nps.cds, clamp.(sp.lds, ntuple(_ -> 0, N_lds), ntuple(_ ->
LD_st, N_lds)), nps.nper ) #Unsatisfied demand vector, non negative
elements

↪→

↪→

r = (-sum(udv.lds .-sp.lds))*penalty -(CF*count(i->(i>0), a.ship)) #Cost
per shipment + unsatisfied demand↪→

sp = udv #Next state
end

else
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r = impossible #Gets bad reward for impossible action
sp = spt[1] #Send the agent to the dummy state

end
return (sp=sp, r=r) #Tuple containing the next state and reward

end,
states = SS, #State-space
actions = AS, #Action-space
initialstate = init_resupply, #Initial state
discount = gamma, #Discount factor
isterminal = termination) #Termination: Dummy or terminal state

C.2 PRE-POPULATING THE Q-TABLE

#Function that given a state returns the possible actions the agent can take from there
function A(s::State)

return [(Action(ship)) for ship in Iterators.product(ntuple((i ->
0:LD_st.-s.lds[i]),N_lds)...) if sum(ship)<=s.cds]↪→

end

#Set all zeros at the Q-Table
q_learning_solver.Q_vals = zeros(length(states(CT_MDP)), length(actions(CT_MDP)))

#Set bad rewards for impossible actions at the Q-Table
@time for s in states(CT_MDP)

valid_actions = A(s)
for a in actions(CT_MDP)

if !(a in valid_actions)
q_learning_solver.Q_vals[stateindex(CT_MDP, s), actionindex(CT_MDP, a)] = -9999

end
end

end

println(count(i->(i== -9999), q_learning_solver.Q_vals)) #Count the number of impossible
combinations↪→

C.3 SOLVERS

C.3.1 Q-Learning

#Using Q-Learning
q_learning_solver = QLearningSolver(n_episodes = 500000, #Number of episodes to train the

Q-Table↪→

max_episode_length = N_period, #Maximum number of steps before the
episode is ended↪→

learning_rate = 0.1, #Learning rate
exploration_policy = EpsGreedyPolicy(CT_MDP,0.01), #Exploration

policy↪→

eval_every = 10000, #Frequency at which to evaluate the trained
policy↪→

n_eval_traj = 20, #Number of episodes to evaluate the policy
verbose = true) #print information during training

@time q_learning_policy = solve(q_learning_solver, CT_MDP)
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C.3.2 SARSA

#Using SARSA
sarsa_solver = SARSASolver(n_episodes = 500000, #Number of episodes to train the Q-Table

max_episode_length = N_period, #Maximum number of steps before the
episode is ended↪→

learning_rate = 0.001, #Learning rate
exploration_policy= EpsGreedyPolicy(CT_MDP,0.01), #Exploration policy
eval_every = 10000, #Frequency at which to evaluate the trained

policy↪→

n_eval_traj = 20, #Number of episodes to evaluate the policy
verbose = true) #print information during training

@time sarsa_policy = solve(sarsa_solver, CT_MDP)

C.4 SIMULATORS

using POMDPSimulators

#Rollout Simulator to find the accumulated discounted reward from a single simulated
trajectory↪→

rs = RolloutSimulator()
r = simulate(rs, CT_MDP, q_learning_policy)
r = simulate(rs, CT_MDP, sarsa_policy)

#HistoryRecorder runs a simulation and records the trajectory
hr = HistoryRecorder()
h = simulate(hr, CT_MDP, q_learning_policy)
h = simulate(hr, CT_MDP, sarsa_policy)

#Steppingthrough
for (s, a, r) in stepthrough(CT_MDP, q_learning_policy, "s,a,r")

println("In $s")
println("took $a")
println("and received a reward of $r.")

end
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