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ABSTRACT

Recent work by Siegelmann and Sontag has demonstrated that polynomial time on linear satu-
rated recurrent neural networks equals polynomial time on standard computational models: Turing
machines if the weights of the net are rationals, and nonuniform circuits if the weights are reals.
Here we develop further connections between the languages recognized by such neural nets and
other complexity classes. We present connections to space-bounded classes, simulation of parallel
computational models such as Vector Machines. and a discussion of the characterlzatlons of various
nonuniform classes in terms of Kolmogorov complexity.
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1 Introduction

Among the many research issues suggested by neural computational models, the problem of pre-
cisely knowing the power of the different models under different resource bounds is clearly worth
attention. Like for other computational models, the analysis of the resources necessary to complete
a computation is both a practically important and theoretically profound and difficult considera-
tion. This paper characterizes the computational power of certain resource-bounded neural models
in terms of some familiar complexity classes of decisional problems.

A number of such relationships are already known, mostly for nets with threshold activation
functions. Threshold nets can thought of as a model of discrete computation, since at each moment
the state of each neuron is a binary value. The model we treat here is analog, in the sense that the
states of the neurons are real numbers obtained through a continuous activation function. Therefore
the relationships we obtain are quite different in kind. and are based on different techniques.

More precisely, neural nets in which each neuron computes a threshold function lead to char-
acterizations in terms of circuit classes and other known computational models. and actually the
simplest widely known model, the finite automaton, was initially suggested as a characterization of
the power of finite neural nets with threshold behavior [8]. Since in this case a constant number of
neurons can only yield regular languages, nets of nonconstant size are considered. By bounding in
various manners the growth of the neural net with respect to the input length. characterizations can
be found in terms of boolean circuits. The excelent surveys [9] and [10] provide a precise account
of these characterizations. Most of them correspond to acyclic neural nets. Some of them charac-
terize cyclic nets with time bounds by “unwinding” them into acyclic nets. Our results correspond
to essentially cyclic nets in the sense that the proof techniques in no case rely on any unwinding
process.

A quite ample repertory of functions has been proposed for the action of each computation unit
in neural models. Ve focus on neurons whose real-valued states are computed by combining. in
an affine or polynomial way. the inputs obtained from preceding neurons. and then filtering the
result through a sort of approximation to a sigmoid. More precisely. our approximation is known as
“linear saturated response”: it is zero for negative arguments. the identity for arguments between
zero and one. and stays constant at one for larger arguments. This behavior is essentially different
from the threshold function case.

Actually thresholds present a problematic discontinuity since they require to sharply distinguish
between —27% and 2-% for no matter how large a k. Linear saturation being continuous. such
objection does not arise. Still the discontinuity of the derivative at the saturation points makes it
somewhat objectable in the grounds of implementations on physical systems, and make preferable
a standard smooth sigmoid. However. linear saturation is clearly reasonable as an approximation
that still allows for study without resorting to computability and complexity in the real field (3],
and therefore admitting characterizations in terms of standard complexity classes based on the
boolean semiring.

The starting point of the work reported here is the result by Siegelmann and Sontag [12] that
proves that bounded size, linear saturated, cyclic neural nets with rational weights (and therefore
rational states) are equivalent in power to Turing machines, with polynomial time overhead in both
directions. Actually, it was proved there that the simulation of a Turing machine by a neural net can
be done in linear time. A particularly noteworthy consequence is that, the proof being completely
constructive. it allows one to compute an actual constant bound on the size of a universal neural
net, based on the tape alphabet and state set of small universal Turing machines: 1058 neurons
suffice to decide in time 7(n) any language Turing-decidable in time T'(n).




Here we extend these results in several directions. One is to classes defined by space bounds
on Turing machines. As a resource in neural nets corresponding to memory space, we identify
the size of binary descriptions of the rational states of the neurons during the computation. (This
observation has been made also by Orponen.) A number of technical considerations are required
due to the input convention of the neural net, and will be discussed in the text; in particular, the
simulation of certain on-line machines require us to present a more efficient simulation than that
of [{12]. We prove here that a neural net can simulate a Turing machine in real time. Again, as a .
consequence of the new construction, we obtain a universal neural net with 886 neurons.

Similarly, we consider classes defined by parallel time bounds. Actually neural nets are consid-
ered a very appropriate model of parallel computation, due to the fact that the net result embodies
the activity of a large number of neurons (the so-called Parallel Distributed Processing). We find
rather interesting the fact that our model of neural nets can achieve exactly the power of parallel
machines of the Second Machine Class (see (3] or (14]) even with a bounded number of neurons.
To characterize parallel time, we follow an intuition familiar to the complexity theorist: to allow
the model to manipulate large objects in short time. More precisely, although there is no differ-
ence (modulo a_polynomial) in the power of our cyclic neural nets if polynomials instead of affine
combinations are used to compute the argument fed into the sigmoid, we prove that second class
power is obtained if they can use rational functions (i.e. division) and bitwise AND, and obey an
exponential precision bound.

Let us discuss this a little further. A crucial lemma proved in [13] indicates that for affine
or even polynomial computations inside the neurons. and even for real-valued weights and states.
linear precision suffices in the sense that if all values are truncated after O(T ) bits, where T is the
running time, then no computational power is lost. It is in this sense that the net cannot really
take much advantage of manipulating infinite objets like the reals. An essential difference caused
by division and bitwise AND is that linear precision no longer suffices. and the net can compute in
constant time certain arithmetic operations on reals with exponentially large relevant bits. This is
the source of second class power.

We also consider this case of real-valued weights and states. studving again both the affine or
polynomial case. and the case of second class power. The following interesting result was proved
in {13]: with real weights and states, bounded size. linear saturated. cyclic neural nets simulate
(nonuniform) boolean circuits so that neural net time and circuit size are polynomially related.
Thus, for instance. in polynomial time these neural nets accept exactly the languages in P/poly.
and in exponential time they can accept any arbitrary set. We relate this fact to the preceding ones
regarding parallel time-bounded classes: the use of division and bitwise AND in this case provides
exactly the power of nonuniform parallel computation, so that time corresponds to nonuniform
(bounded fan-in) circuit depth: in particular, any arbitrary set can be decided in linear time by
nets with real weights, provided that division and bitwise AND are available. This corresponds to
writing arbitrary boolean functions as sum of minterms in linear depth. So. essentially real weights
add the characteristic of nonuniformity to both the sequential and the parallel models. Thus in a
sense the technical merit of this result is that of [13].

A natural question regarding nonuniform classes is the possibility of bounding the amount of
advice corresponding to the class. We also study how such bounds are reflected in the neural model.
It can be argued that, if some nets with real weights are computationally feasible to implement,
then short descriptions must exist for their real-valued weights. It is therefore interesting to have
characterizations of the accepted languages in terms of the amount of information and resources
required to construct these reals.

Thus we set bounds on the resource-bounded Kolmogorov complexity of the reals used as weights



in the neural nets, and prove that such bounds correspond precisely to the amount of advice al-
lowed to nonuniform classes between P and P/poly, as studied previously in [4]. It is known that
P/poly and some subclasses can be characterized by polynomial time with tally oracles: we show
that the complexity of the reals in the net corresponds also with the Kolmogorov complexity of
these tally oracles. Using such Kolmogorov complexity arguments, we prove that there exists a
proper hierarchy of complexity classes defined by neural nets whose weights have increasing Kol-
mogorov complexity. All this is proved by combining the contributions of [13] with some structural
constructions taking care of the Kolmogorov complexity conditions.

2 Preliminaries

2.1 Structural Complexity

The concepts from Complexity Theory mentioned through this paper are all standard: see [2] for
undefined notions.

Complexity classes are sets of formal languages. A formal language is a set of words over the
alphabet {0, 1}. By standard encoding methods, any other finite, fixed alphabet could be assumed if
necessary provided that it has at least two different symbols. We denote by w;.x the word consisting
of the first £ symbols of w: this is valid too when w is an infinite sequence. The length of a word
w is denoted |u!. and overloading the notation we denote by | 4] the cardinality of the finite set A.

For any alphabet . U= is the set of all words over £: ©S" is the set of all words of length at
most n, and AS® = A N 27 similarly we have ©=" and A=". Here we will use in particular the
alphabet ¥ = {0.1} and £ = {0}. A tally set is a set of words over this single letter alphabet {0}.
The strings of £~ are ordered by lengths and lexicographically within each length.

If A is a set of words, x4 € {0,1}* is the characteristic sequence of A. defined in the standard
way: the i*" bit of the sequence is 1 if and only if the #** word of £~ is in A. Similarly, y y<n
is the characteristic sequence of AS™ relative to £5™. In both cases T is taken as the smallest
alphabet containing all the symbols occurring in words of A. so that for a tally set T, y7 denotes

the characteristic sequence of T relative to {0}".
Throughout this paper. log n means the function max(1, [log, nl).

We will mention complexity classes defined by computational models; these can either be se-
quential or exhibit unbounded parallelism in some guise. The sequential classes can be defined in a
completely standard way by time-bounded or space-bounded multitape Turing machines, possibly
nondeterministic, e.g. classes like P, PSPACE, or NP. Relativizations of these classes are also used:
the oracle machine model used for defining them is standard. All these classes are invariant under
changes of the machine model, provided that it stays within the so-called First Machine Class [14]:
they simulate and are simulated by multitape Turing machines within a polynomial time overhead
and a linear space overhead.

Parallel models have in principle more power than the First Class. Many models exist, and
not all of them are equivalent. Qur parallel models are taken from the so-called Second Machine
Class [14]. This class captures a very frequently observed species of parallelism, characterized by the
Parallel Computation Thesis: time on these models corresponds, modulo polynomial overheads, to
space on First Class models. Prominent members of the Second Machine Class are the alternating
Turing machines and the Vector Machines ([11], see also [3]).

The notion of advice function was introduced in [6] to provide connections between uniform com-
putation models such as resource-bounded Turing machines and nonuniform computation models



such as bounded-size boolean circuits.

Definition 2.1 Given a class of sets C and a class of bounding functions F, the class C/F is
formed by the sets’ A such that

Vn 3w (lw] < h(n)) Vz (Jz]=n)z € A < (z,w)€ B
where B € C and h € F. ]

The words w mentioned in the definition are frequently called “advice words”. The corre-
sponding Skolem function mapping each n into an appropriate advice w, for length n is called
“advice function”. C is usually a uniform complexity class, most frequently P. whereas the class
poly = {nF{k € IN} of polynomials and the class log = {k -logn|k € N} = O(logn) of logarithms
are the most frequent bounding functions.

The class P/poly is known to have a number of interesting characterizations; the most relevant
two of them are“as |Jr P(T') where T is a tally set. and as the class of sets A such that for all n the
set A=" can be decided by a circuit of size polynomial in n.

Two variants corresponding to logarithmic advice can be defined. We are interested here in the
only one of them closed under polynomial-time Turing reducibility; for facts about this class and
its motivation. see [4] and the references there.

Definition 2.2 Aset disin Full-P/logif ¥n Zw (lw| < clogn)Vz (Jz] <n)z £ 4 < (z.w)€ B
where B € P and ¢ is a constant. , c

Note that now the advice corresponding to a length is valid also as an advice for all the smaller
lengths.

Later on in section 5 we introduce additional structural material regarding Kolmogorov com-
plexity.

2.2 Neural Networks

In this work, a neural network is a processor network consisting of a finite number of processors.
each of which has a state whose value at integer times t that can be characterized by a real
number. We assume that there are NV processors and A/ external input signals. The state values,
or “activations,” are updated by equations such as

N M o
ri(t+ 1) =0 Zaijxj(t)-i-Zb;juj(t)-i-ci , t=1...... N (1)
j:l j=1

Here z;(t) and u,(t) denote the state of neuron 7 and the value of input line j at time ¢, respectively.
The elements a;;. etc, are called the “weights” of the network, and ¢(z) = max{min{z,1}.0}. In
vector form, this reads

T = o(Az + Bu+¢) (2)

where “z*+(t)” stands for “z(t + 1)” and we drop time arguments t. We are letting o denote the
application of o to each coordinate of z; note that now c is an N-vector. 4 and B are real matrices
of sizes ¥ x N and .V x M respectively. Given as part of the definition is also a set of indices

t1,...,ip. We think of the processors Zi,...,Z;, as output processors. For each input sequence



u = u(1),u(2),... and initial state z(1) = 0, recursively solving the equations (2) gives us the state
z(t) at time ¢. Restricting attention to the output processors one gets a corresponding sequence of
output values, which we refer to as the output produced by the input u. We assume that 0 is an
equilibrium state, which amounts to:

o(A0+ B0 +¢)=0.

We now restrict, as in [13], to networks with two binary input and output lines. In each case, the
first one is a data line that carries a binary signal (defaults to zero if there is no signal), and the
second one is a validation line, used to indicate when the data line is active. The validation signal is
“1” while the input is present, and “0” otherwise. Thus we can write u(t) = (D(t),V(t)) € {0,1}2,
and similarly for outputs (Og4(t), O,(1)).

We use the following convention to deal with language recognition. We start by encoding each
word a = ay---ax € {0.1}F into an input signal of the form described above, namely: Let

- wa(t) = (Va(t). Dalt)), t=1....

where Vy(t)is 1 if t = 1,...,k and is 0 otherwise, while D,(t) equals ax fort = 1,....k and is 0
otherwise. We say that a word a is classified in time 7 if the output sequence y(t) = (Oq4(t), 0,(1))
produced by u, is of the special type:

O4=0---0n000---. O, =0---01000"--,
—— N——
T—1 -1

]

where 7, is binary.

A language L C {0.1}7 is said to be accepted in time T by the network .V if each a € {0.1}~
is classified in time 7 < I'{{a|), and n, equals 1 when @ € L and is = 0 otherwise. '

The definition given here corresponds to the so-called first-order neural networks. since the
computation of each processor is an affine function. Second-order nets are obtained if polynomials
(equivalently. multiplication) are allowed to take place in the processors. The computational power
of second-order nets is polynomial time related to that of first-order nets [12].

3 Space-bounded Classes

This section discusses rational-valued neural nets on which a bound is set on the precision available
for the computations. It should be observed that any simulation of a neural net computation.
e.g. by implementing a simulation program on a more or less standard computer, will have to obey
such a bound. Indeed, efficient implementations of the arithmetic require dedicated hardware. able
to handle “reals” of a limited precision seldom larger than 64 bits (and quite frequently smaller).
When larger precision is necessary, for instance to process longer inputs, one must resort to a
software implementation of real arithmetic (sometimes provided by the compiler), and even in this
case a physical limitation on the length of the mantissa of each state of a network under simulation
is imposed by the amount of available memory. It is thus important to know the computational
consequences of these limitations.

This very same observation suggests that some connection can be traced between the space
requirements needed to solve a problem and the precision required on the states of the neural
networks that solve them.



Definition 3.1 A rational neural net works within precision S(n) if and only if all the weights,
and all the rational values of the states of the neurons through a computation on an input of length
n, can be represented in binary within O(S(n)) bits.

We observe here the following:

Theorem 1 Let 5(n) > n be a space-constructible function. Then the following are equivalent:

1. the set L is accepted by a Turing machine within space O(S(n));

2. the set L is accepted by a neural net within precision O(S(n)).

The proof is not difficult along the lines of [12]. However, that proof relies on a preliminary
phase through which the input is completely loaded into the state of a specific neuron, before
proceeding to the actual computation. This is the reason why we need the condition S(n) > n.
since the precisin needed for that neuron will be at least linear. Actually, the proof of theorem 2
below can be used as well to prove this theorem, taking into account that the restrictions imposed
there become trivial for at least linear space.

It is quite interesting to see what happens under sublinear precision bounds. The point is that
the input convention we have described for neural nets makes available each input symbol only
once; moreover. it is available for only a single step, since the next iteration brings a new symbol
in.

Thus. it will correspond weakly to restricted variants of Turing machines, the on-line machines
and a still more restricted model called here /r-machines: they move left to right the input head
one symbol per each step, and cannot backtrack nor even stay at a svmbol more than one step.
However. it is allowed to continue working without further reading after exhausting the input. This
last period of work uses only the information gathered in the worktapes during the reading. Clearly
these restricted models are equivalent to the standard model for at least linear space bounds.

Theorem 2 Let S(n) be a space-constructible function.

1. If a set L is accepted by a lr-machine within space O(S{n)). then L is accepted by a neural
net within precision O(S(n)).

2. If a set L is accepted by a neural net within precision O(S(n)). then L is accepted by an
on-line machine within space O(S{n)).

Essentially this corresponds to proving that the intermediate step of loading the input into a
single neuron state, as done in [12], is not necessary: but this does not suffice since there the net
needs four steps to simulate each step of the Turing machine. A different procedure is necessary
to prove that the simulation can be done in real time, i.e. spending only one step of the neural
net to simulate each step of the Turing machine: otherwise, input characters would be lost. This
new simulation is described in the Appendix 6. together with some consequences such as a better
bound on the size of the smallest universal neural net.

On the other hand, the second part is quite simple, since it consists of a straightforward sim-

ulation of the computation of the neural net. The state of each of the fixed number of neurons is
kept in worktape, where it fits due to the precision bound. Since the network receives its input



in real time, there is never the need of backtracking the input head during the simulation. Ob-
serve however that the simulating machine is not a /r-machine since each step of the net requires
a nontrivial number of Turing machine steps due to the arithmetic operations to be done.

Off-line space-bounded machines can be proven equivalent to precision-bounded neural nets
under a different input convention.

Definition 3.2 A neural net with cyclic input receives the input w through two input lines as
follows: one line brings in the bits of the input w repeatedly, w®, while the second one brings in
(10]'-”!—1)‘”. 0

So the actual input line brings in wwwwww ... and the second one, instead of marking the end
of the whole input. marks the beginning of each cycle. This (admittedly somewhat artificial) input

convention gives:
Theorem 3 Let S(n) be a space-constructible function. Then the following are equivalent:

1. the set L is accepted by an off-line Turing machine within space O(S(n));

2. the set L is accepted by a neural net with cyclic input within precision O(S5(n)).
Here we only sketch the proof.

Proof. The cyclic input convention makes this simulation easy: each step of the machine is simulated

by a constant size subnet in a manner similar to that of [12]. It also provides a rational value that,

interpreted as an integer. indicates the position of the input tape head.  Then another subnet,

triggered by the 1 that marks the beginning of each cycle. counts up to that position to catch the

input symbol necessary for the simulation of the next step.

For the backward implication. use the same simulation as for the on-line case. When reaching
the right end of the input, stop the simulation, reset the input tape head. and resume it: a 1 is
simulated on the auxiliary input line when reading the first symbol of the input. | |

The fact that time-bounded rational nets correspond modulo polynomial time simulations to
time-bounded Turing machines [12], taken together with theorem 1 here. allow us to close this
section by pointing out a remark on the “linear precision suffices™ lemma of [13]. There it is proved
that for a neural net running in time 7'(n), the net obtained truncating all states to O(T'(n)) bits is
equivalent to it. Actually, their proof is valid for real states: but if we consider its restriction to the
simpler rational case, then we can see an interesting intuitive analogy. Through the equivalences
with the Turing model, we see that this result corresponds in some sense to the basic theorems
relating time-bounded and space-bounded classes, and in particular to the by now elementary result
that everything done in time T(n) is done in space T(n) as well. The “linear precision lemma”,
restricted to the rational case. would be essentially the neural net analog of this result.

4 Parallel Time

It was proven in [13] that second-order nets can be simulated with a polynomial overhead in
time by first-order nets. That is, allowing neurons that compute polynomials does not increase the
computational power of nets (up to polynomials). In this section we show that. for nets with rational
weights, adding division and bitwise-ANDs makes an enormous difference: that from sequential to
parallel time.

-~



Intuitively, the extra power we get by using division can be demonstrated by the following
example. By repeated multiplication a net can build in time O(t) reals as small as 2. To recover
the first 1-bit of these numbers, a net without division can only multiply at each step by some
(constant) weight, and thus needs 2%*) steps. However, a single division can turn this digit into
the most significant one.

We use this power of division, and bitwise-ANDs, to simulate a model of unbounded parallelism
introduced by Pratt and Stockmeyer, the vector machines ([11], see also {3, 7]).

Vector machines are parallel machines that can make boolean operations and left and right
shifts on their registers (a description can be found in Appendix 7). To make vector machines
equivalent in power to other second class models, we have to impose the following restriction: no
register is ever shifted by more than O(t¢(n)) positions in a single shift instruction, where (n) is the
machine’s running time. We call machines with this property restricted. Let VECTOR-TIME(z)
be the class of languages accepted by restricted vector machines in time O(t(n)).

Consider now neural nets with rational weights in which each neuron can compute rational func-
tions and bitwise-ANDs on its inputs (see Appendix 7 for a precise definition). Let NN-TIME(¢, p)
be the set of languages accepted by these nets in time O(t(n)) where each neuron works within
precision O(p(n)).

We show that. up to polynomials, VECTOR-TIME(t) and NN-TIME(¢.2) are equal. To our
view, the restriction of precision in the nets can be compared to the restriction of shifts in vector
machines.

Theorem 4 For any t(n) > n. VECTOR-TIME(t) C NN-TIME(O11) 20i)), |

(A sketch of proof can be found in Appendix 7. The main idea is to use product and division
to simulate left and right shifts. respectively.).

Theorem 3 For any t(n) > n, NN=-TIME(¢.2:) C VECTOR-TINE{121)).

Proof. Consider a neural net .\ running in time ¢(n) and whose neurons work within precision otn)
To simulate the net by a vector machine. we keep each neuron state in a vector register of length
2("), Remember that addition, product. division. and bitwise-AND of m-bit numbers can be done
in parallel machines in time (logm)®*) and m®") memory (see for example [7]). Thus. updating
the state of each neuron at each simulated step needs t(n)o(l) time and 2°*) memory on the
vector machine. n

In fact, the simulations show that amount of memory in vector machines is polynomially related
to neuron precision. The theorems were stated for at least linear running time. as the networks
need linear time to read the input. However. the simulations work even for sublinear running times
t(n) > logn, if we adopt an alternative convention that the input is given to the net as the initial
state of one of the neurons, as in theorem 2 of [12]. Then we can characterize NC, the class of sets
accepted by parallel machines in polylog time and polynomial space, as NN-TIME(log®®) n, n0M),

Time for both models is still polynomially related in the presence of nonuniformity, that is,
when vector machines are nonuniform and nets have real instead of rational weights. We discuss
this in more detail in section 5.



5 Nonuniform classes

5.1 Real weights and circuit depth

In section 4 we have considered nets whose neurons can compute rational functions and bitwise
ANDs on their inputs, and shown that time in these nets is equivalent to time on parallel machines.
If we allow real instead of rational weights, their power changes accordingly: we obtain nonuniform
parallel time, or, equivalently, nonuniform circuit depth. For example, one can obtain the following
analog of the fact that nonuniform circuits of bounded fan-in and linear depth can decide any set.

Theorem 6 FEvery language is decided in linear time by a net with real weights whose neurons
compute rational functions and bitwise ANDs.

Proof. The net contains a real weight whose binary expansion is the characteristic sequence of the
language to decide. On an input that has lexicographical number ¢, the net computes the real
z = 27* using multiplication; it can do this as the input is entering. When the input ends, the net
ANDs z with the real encoding the set. and divides the result by z, thus determining whether the
input is in the set or not. |

Note that, in fact, the net has the answer two steps after the input has been read.

5.2 Kolmogorov Weights: Between P and P/poly

As said in the introduction, in {12] and [13] Siegelmann and Sontag showed that the computational
power of neural networks depends on the type of numbers utilized as weights. They investigated
the computational power of networks in which either Rationals or Reals are involved. When
the networks compute in polynomial time. the computational power of these networks happen
to coincide with the classes P and P/poly. respectively.

Here. we concentrate on weights from various classes of computable numbers, characterized
in an information-theoretic manner. e discover an infinite hierarchy of computational classes
of networks with such weights — while still complyving with the polynomial computation time
constraint. This result is mavbe surprising as different neural network models were traditionally
considered as equivalent to finite automata. Turing machine. or strong non-uniform models.

We define different classes of computable numbers [1j by considering different time constraints
and allowing for advice strings of different sizes. We adapt the Kolmogorov complexity of strings
used in [4]:

Definition 5.1 Fix a universal Turing machine [". Let f be a function, g is a time constructible
function. and s € {0,1}". We say that s € A[f(n).g(n)] if there exists d € {0,1}~. |d| < f(|s]).
such that, given string d and the size |s|. the universal machine U outputs s in time g(|s|). If no
condition is imposed on the running rime. we say s € K'{f(n)].

Observe that here the length of the output is provided for free to the universal machine; so our
definition corresponds to the usually named complexity relative to the length. The reason is that
we want simple numbers (e.g. rationals) to have extremely low complexity (e.g. constant), and
the information contained in the length of a string could be higher. However, the definitions are
equivalent (modulo constants) for complexities at least logarithmic. A simple counting argument
shows that if f is sublinear then not all words are in K'[f(n), g(n)).



Generally, K[F,G] = {K[F,G] | F € F,G € G} is a class of sets of strings. For example,
Klog, poly] is a class of sets, where the strings of each set are computable with logarithmically
long advice and polynomial time. More precisely, A € K'[log, poly] if there exist constants ¢ and &
such that A C K[clogn,n*]. We can generalize the definition to infinite strings as follows:

Definition 5.2 Denote by {0,1}* the set of infinite binary strings, and let @ € {0,1}*°. We say
that o € K[f(n),g(n)] if Vn,a, € K[f(n), g(n)] (where a, is the prefix of length n of a). ‘

In order to be able to talk of the Kolmogorov complexity of a real number, define an injective
function 63 : {0,1}°° — [0,1] by the formula
o0
20

=1 3i .

b3(a) =

Then a number w € [0, 1] is said to be in K[f(n).g(n)]iff 7 (w) € K'[f(n).g(n)].

The main contribution of this section is to show that the Kolmogorov complexity of the weights
of the net is also related to a structural notion: the amount of advice for nonuniform classes.
Important consequences follow; for instance, we can prove the following “hierarchy” theorem:

Theorem 7 Let F,G be function classes such that 3s € G.s € o(n) such that Vp € poly, Vr €
F.r(p(n)) € o(s(n)). Let*’\"}\’[f,poly] be the set of networks that compute in polynomial time, and
each of which uses weights from K[F, poly]. We let E('\"!\'{}',poly]) be the class of languages accepted
by /\”}\'[f,poly]' Then:
E(-"\’!-l\‘[:-‘.poly]) = E('\"I\'{g.poly]) :
|

The proof is given in Appendix S. There it is proved also that. under a simple technical
closure condition, the following relationship can be traced between neural nets whose weights have
bounded Kolmogorov complexity and reducibility to tally sets (a more formal statement is given
in Appendix 8. where it is proved):

Theorem 8 Let S’C {0.1}* closed under mizing. The following classes are polynomially time
related:

1. The subset of Ur B(T) consisting of those machines that consult tally sets T and having
the property that. for each n € IN. the characteristic string x1 of the tally set satisfies that
XTSn € 5 .

2. The class of neural networks whose weights are of complezity defined by S and that compute
in time B € B.

Some interesting special cases arise when considering polyvnomial time machines and various
natural bounds for the Kolmogorov complexity:

e § = K[n,poly], that is arbitrary strings. The class of languages accepted in this case is
P/poly: this is the main result of [13].

e § = I'[1,poly], that is the sets of strings computable in polynomial time. The class of
languages accepted in this case is P.

o S = K'[log, poly]. In this case, the class of languages accepted is Full-P/log, described in [4].
Appendix 8 contains additional material on structural complexity needed to complete the proof

of these two theorems.
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6 Appendix: Real-Time Turing Machine Simulation

We show how to simulate a TM in real-time by an RNN. We construct the network in three
phases. First we show how to simulate a Turing machine with a two level NN. Then we modify
the construction into two levels, where in one of the levels, neurons compute linear combinations of
their input with no sigma function applied to the combinations. In the third phase, we show how
to modify the last one into a NN of one level only.

.

6.1 Two Level RNN Simulates TM

In this section, we go over the proof in [12] that constructed a four-level NN that computed as
a Turing machine. By careful checking, we see that indeed only two levels are necessary by this
proof.

As the first stage of simulating two stack machine of s states, we constructed a dynamical system
of (s + 2) coordinates. The first s represented the state of the machine in unary representation
via binary values only. The last two coordinates represented the stacks. Using the notation zg :=
1 - 375=17;, the update equations were:

7 =0 [Z ﬁij(':[(h]-C[Q'J]-’-[(Il]fr[%])zjjl (3)

j=0

fori=1.....5 and

(_ ,z,(s al.¢lg2)- Tl 7 [612])21) g+

\11.

)i+

-l—-ln----l

1 3
Z%J (o], Clga]. T@]s T[tr])%)f G+ +

(__. u](@ (11 (] ] T"]ljv ! [(I"])J:J)i(h ks

(Z /g,-(é[fh]-c[qzkT[qx]-f[qu])l‘]) (4g: —2¢[qi] - }

=0

for © = 1,2. Note that the “o” does not need to appear on the right hand side of both equations.
It is used only for consistency in obtaining the desired result.

We proved the following lemma:
Lemma 6.1 For each function 8 : {0,1}* — {0,1} there exist vectors vy, vs,...,v16 € Q° and

scalars ¢q,¢2,...,c16 € @ such that, for each a,b,d,e,z € {0,1} and each ¢q € [0, 1],

16
B(a,b.d,e)z = Z cio(v; - )

=1
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and

16
ﬂ(a'v b1 d,e).'zq =0 (q + Zcia(vi ) I"’) = 1) 1

=1

where we denote u = (1,qa,b,d,e,z) and “” = dot product in QS.

In the case where the arguments are the top and empty functions of the stacks, the arguments *
are dependent and there is a need of only 9 terms in the summation, rather than 16. Indeed, if

(a,b,¢,d) = (([q1], Clga)s Tlan)s T(g2])

then the information of the values
(1,a,b,c,d,ab,ad, bc, cd)

includes the infqrmation
(ac,bd, abc,abd, acd, bed, abed) .

--

We can write the dynamics of the stack ¢; as the sum of four components:
4
qi = Z qij >
J=1

where each ¢;; is the jth term (row) in Equation (6.1). That is, ¢;; may differ from 0 only if the
last operation on stack 7 was “no-operation.” Similarly, the components g;2. ¢i3, ¢iy may differ from
0 only if the last operations of the ith stack were pushQ, pushl, or pop . respectively.

Using Lemma 6.1. we can write

S .
gG; = 0 (next-qij + Z */szk - 1) i (3)

k=0
where
[ i if j=1
next-q;; = ¢ 15 4 e
& }lq‘ : % if =3
4 = 2q] -1 if j=4
Similarly the top of stack 7 ({[g:]) can be expressed as
i, = ti; = (6)
J=1
5 .
t; = ¢ <4 [next-q,-j + Z 7fka:k - 1] - 2)
k=0

and the empty function of stack ¢ (7[¢]) as

4
€; = Ze,-j N (7)
j=t

S
e; = © (4 [next-qij + > vk — 1})

k=0

13



Here, t;; is the “top” of the element g¢;;, and e;; is the empty test of the same element. As three
out of the four stack elements {g;1, gi2, i3, ¢ia} of each stack ¢ = 1,2 are 0, and the fourth has the
value of the stack 7, it makes sense to apply ¢ and e to these four elements.

We construct a network in which the stacks and their readings are not kept explicitly in values
gi, i, ei, but implicitly only via gi1, gi2, 4i3, Gi4- ti1, iz, i3, Lia, €41, €i2, €i3,€i4, ¢ = 1,2 . By Lemma
6.1, all update equations of

Tk, k=1,...,8 (states)
qi; t=1,2 7=1,23,4,
ti; 1=1,2 7=1,2,3,4,
€5 1=1,2 7=123,4.

can be written as
o ( lin. comb. of o( lin. comb. of tops and emptys ))

that is, as a neural net with one hidden layer.

The main layer consists of the elements g;;.t;;.e;;. In the hidden layer, we prepare all elements
o(--+) required by the lemma to compute the functions 3 and v. We showed that 9s + 2 terms

of this kind are required. We name these terms as “configuration detectors” as they provide the
needed combination of states and stack readings. These terms are all that needed to compute z}.
We also keep in the hidden layer values of ¢;.?; to compute next-q;;.

In summary:

¢ The main layer consists of:

1. s neurons .k = 1.....s that represent the state of the system unarily.
2. For each stack 7, 1 =1.2 we have
(a) four neurons ¢}, = ¢i;.j = 1.2.3.4.
(b) four neurons t}; = ¢;;.5 = 1.2.3.4.
1

(c) four neurons e;; = ¢€;;.7 = 1,2.3.4.

e The hidden layer consists of:

1. 9s + 2 neurons for configuration detecting. (The additional two are for the case of sq.)
2. For each stack 7, i =1,2 we have

(a) a neuron ¢? = ¢; ,

(b) a neuron &} =¢; .

Remark 6.2 The number of neurons required to simulate a TM consisting of s states and p tapes:

s+24  + OPs+24+4p .
S—— N e~
main level hidden level

Hence, there is a simulation of a universal Turing Machine using 886 neurons.
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6.2 Removing the Sigmoid From the Main Level

Here, we show how to construct an equivalent network to the above, in which the main level
computes linear combinations only. This is the main part of the proof: The stack elements
{qi1, gi2, i3, qia} for each stack i = 1,2, can receive not only values in [0, 1] but also negative
values. In case of negative values in the stack elements, we interpret them as 0. Top and isempty
elements may also receive values out of the range [0, 1].

To manage with only one level of sigma function, we represent the stack with large enough gaps
between its different readings. We choose base 40, and represent the binary values of the stacks by
the letter 31 to represent 0, and 39 to represent 1.

The readings of stack ¢ are

~

Top (g;) := 35(40¢; —38),
Emp (g;) := 40q; —30.
The values of th’ese functions are
(5,10] when the top is “1”

Top (g) € (-35,—-30]  when the top is “0”
[-x.-190] for an empty stack

[9.10] when the top is *1"
Emp (¢) € [1.2] when the top is “0”
[—x.-30] for an empty stack .

Note that

Attribute 3.0 Any negative value of the functions Top and Emp has an absolute value of at
least three times than any positive value of them.

The large negative numbers operate as inhibitors. Ve will see later how this attribute assists
in constructing the network.

To verify the construction, we will generalize lemma 6.1 proved in [12]. There we used the
variables a,b, ¢, d specified in the lemma as [top of stackl, top of stack2, isempty stackl, isempty
stack2]. Here we are going to need more variables: [aj, ..., a4] will be [top of element] of stackl, ...
;top of element4 of stackl]. We also have [b;,...,b4], [d;.-... d4], (e1+-- -, e4], which will represent
the different elements of top of stack?, isempty stackl and isempty stack2, respectively.

Lemma 6.3 Let C be a range of values.
C =[1.10]U [->.—30] .

For each function 3 : C' — {0,1}. there exist vectors vi,vs....,vg2s € Q° and scalars
€1,€2,...,C625 € @ such that, for each

aj,bi,dm,e, € C j, k,m,p=1,2,3,4
z € {0,1}, and g € [—o0, 1]. that satisfy the following condition:
Condition 6.4 For any two indices j, k € {1.2,3,4}:

o(aj)a(ar) =0 ,0(bj)o(be) =0 ,0(d;)o(ds) =0 ,o(ej)o(ex) =0

15



(i.e. not more than one positive value to all as. The same holds for b,¢,d.) we can write

625
ﬂ(a17a27 .. .,63,84)2‘ = Zcia(vi 'IJ':') ’
=1
and 625
. .. . _ q if ﬂ(al,ag,...,e3,e4):t =1
Q+;C;0’(L: pi)—1= { a=1 if Blar.ag. . es ez =0,

where we denote
Ui € {,ujkmp = (l,aj,bk,dm,ep,:c) jsk,qu: 1‘2~314} ’

and *-” = dot product in Q°.

Proof. Write § as a polynomial

B(a1,a2,...,e3.64) = c1+ ce0(ar) + cao(az) +---+ crro(eq) +
c1s0(ay)o(b1) + cr90(ay)o(b2) + - - - c1130(dy)o(ey)
cr1ao(ar)o(b)o(dr) + cr1s0(ay)o(br)o(ds) + -+ - + casg0(by)o(dy)o(ey)

caroo(ar)o(by)o(dy)o(er) + -+ ceas0(ag)o(by)o(dy)o(es) .

Observe that for any sequence ly,....[/; of (kK < 4) elements in C and z € {0,1}, one has
o(ly) -o(ly)r = o(ly + -+ + I + 10kz — 10k). This is due to the fact that the sum of k, £ < 4
elements of C is negative when at least one of the elements is negative. This stems fron attribute
(3.0).

Expand the product J3(aj,as,....e3.€4)a, using the above observation and the fact z = o(z).
This gives that

B(ay.ag,...,e3.€5)t = cro(x)+cao(ay + 10z — 10) + -+« + censoiay + by + dy + ey + 402 — 40)
25

Zcia(_v,--,u,-) .

=1

for suitable ¢;’s and v;'s, where p: € {jkmp .j.k.m,p=1.2.3.4} . On the other hand, for each
T € {0,1} and each ¢ € [-2c, 1] it holds that

I

_Jq ifr=1
(g+7 1)_{11—1 ifr=0.
So, substituting the above formula with = = B(aj.aa....,e3,e4)T gives the desired result. |

In the case where the arguments are the top and empty functions of the stacks, the arguments
are dependent and there is a need of only 81 terms in the summation rather than 625.

Network Description

The network consists of two levels. The main level consists of s state neurons that are updated as
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beforehand, the stack neurons and readings ¢};,t};,el;, i=1,2 j=1,...,4 , for stack elements,

top elements, and isempty elements. The update equations are

, "
‘Iilj = next-q;; + ,,X: Tz -1,
=0
S -
tl; = 5|40(next-q;; + ,,X: 2k — 1) — 38
=0
3 B
e}j = 40(next-q;; + LZ vz —1)-30 ,
.=o
where
; if j=1
qiqi + 3 if j=2
next-q;; = { 40 e o
J %q; + %—% if =3

& 40g; — 8¢[gi] =31 if j=+4

Using Lemma 6.3, the expressions vz can be written as linear combinations of terms like o(-- ),
which are the configuration detectors.

Second level consists of both (81s + 2) configuration detectors neurons —as proved in Lemma
6.3— and the stack and top neurons:

which are updated by the equations o
¢ = olg}) [9: = E)=1 45] -
th = o(th) i=1.2 j=1....4 [ti=3 1] .
6.3 One Level RNN Simulates TM

Consider the above network. Remove the main level and leave the hidden level only, while letting
each neuron there compute the information that received beforehand from a neuron of the main
level. (Except for the I/O neurons, a TM of s states and t binary tapes is simulated by [81°s+16t+2]
neurons.)
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7 Appendix: Simulation of Vector Machines

This section recalls the definition of vector machines and sketches a proof of theorem 4.

A vector machine is a processor together with vector registers Vi, Va2, ..., Vi that contain bit
vectors. These bit vectors are ultimately constant sequences of bits written from right to left, and
infinite to the left. The length of a vector register is the length of its nonconstant part. Vectors -
that are ultimately 0 and ultimately 1 represent non-negative and negative integers respectively.
Input is given to the machine in register Vi, and output is in V; when the machine halts. The
program for the vector machine can contain the following instructions, assumed to have unit cost:

o V;:=1z: Load the constant z into V;.
e 1 :=not };: Bitwise negate all of V;.
o Vi:=V;A ¥, Bitwise AND V; and Vj.

o V=V, T V;: If V; contains a positive number, shift V; to the left by V; positions; new
positions are filled with zeros. Otherwise, do nothing.

Vi:=V; | V;: If ¥} contains a positive number, shift V; to the right by V; positions; rightmost
bits are discarded. Otherwise do nothing.

o if Vi =0 go to label.

A vector machine is restricted if arguments V; in shift instructions always have values O((n)),
where t(n) is the running time of the machine.

The neurons in the nets we consider in this section have update equations of the form
ri{t+ 1) =o( Pizy(t)..... zN(t) /[ Qi(zi(t).. ... TN (1))
where P; and @; are polvnomials with rational coefficients. or of the form
r(t+ )=z, ()N AT, ().

where A denotes bitwise-AND of binary representations (note that adding ¢ does not make any
difference in this case). We assume that the binaryv expansion of non-periodic rationals always ends
in an infinite sequence of zeros. That is, 1/2 is represented as 0.10000.. ., not as 0.01111...

One such net works within precision p(n) if the binary expansion of all weights, and of any state
appearing during the computation on an input of length n, is constantly zero after the first p(n)
digits. N
Proof of theorem {. Let M be a restricted vector machine running in time t(n). Let s denote the
maximum length that a register of A/ can reach on an input of length n. It is easy to prove by
induction that s = 20(¢(») (the restriction on the shifts is necessary here). We assume for simplicity
that. s is a power of two.

To simulate M by means of a neural net, we encode the whole memory of A/ at every moment
in a single real number 7, 0 < r < 1. That is, if the registers contain ¢, ¢3, ...ck, (each ¢; a bit
vector of length exactly s), r will be 0.cjcacs...cx0000... Thus, the decimal expansion of r will be
divided in a constant number of bit fields, each of length s.

Initially, the net reads the input and stores it as the state of one of the neurons, as described
in [12]. Then it uses this state to build ¢; and lets all other ¢;’s in r be 0.

18



For the actual computation, we divide the proof in two parts: First, we show that the effect of
each vector instruction on the real r can be simulated by rational functions and bitwise-AND’s in
time polylogarithmic in s = 29(4")| i.e., polynomial in ¢(n). Then, we show that these sequences
of operations, as well as the finite control of the vector machine, can be programmed in a neural

net.
So, given the real r, simulate each vector instruction as follows:

e V;:=z. (In this abstract, we give a program for this instruction only, and describe all others
informally).

/* constants during this program:
. ¢ ~- from the instruction
k — number of vector registers used in the program
s — number of bits used per vector

¥/
pi=1/2;
for j := 1 tologs do
p:=p*
end: /*p=2"°=0.000...0001000...*/
N’
, . s—-1
m:=1-p"~1 4+ p - pk; /*m=0.111...111000...000111...111000...*/
(i=1)s s (k=i)-s
g:=rAm /™ clear ith field with mask m */
ri=gq+zxpth /* insert z in ith field */
Thus. updating r this way requires O(log =) operations.
e Vi := not V;: create a mask m that has 1 in all the bits of the ith field of r, and 0 in all

others: AND it with r. thus obtaining a real

r; = 0.000...000¢;000...
e, et
(i-1)-s

where ¢; has s bits. Subtract r; from m. obtaining the negation of the register contents.
Insert the result back into r, as described above.

o Vi:=V;Al;: Obtain two reals r; and r; encoding fields i and j in r. as in the case of negation.
Multiply or divide r; by a suitable power of two to align the important bits of r; and r; (i.e.,
the 2° bits encoding the registers). AND them and insert the result back into 7.

e Vi:=1V;1V;. Obtain r; encoding the contents z of register j. If z is negative (i.e., its first
bit is 1) do nothing. Otherwise, build the real 27%; since M is restricted, we know that z is
O(t(n)); this allows one to compute 2~% in time O(t(n)) by letting a neuron count up to z
while another neuron divides by 2 at each step. Obtain r;, multiply it by 27%, discard the
bits that go beyond the limit of the ith field (by ANDing with a suitable mask), and insert
the result back into 7.

o Vi:=V; |V} Similar to left shift using division by 27%.
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o if V; = 0 go to label: We implement the test “if V; = ...1111 go to label” instead (which is

equivalent because we can first negate V). First, extract field i of » and move it next to the
decimal point, obtaining 0.¢;000... Then decide whether ¢; is all ones or not, fast ANDing
all its bits by recursive folding: Suppose that ¢; = byby...bax. Build 0.b;...5,000... and
0.bk41...02£000... AND them. Iterate, each time halving the number of relevant bits. After
log s iterations, we have obtained either 0.1000... or 0.000..., depending on whether ¢; was
111...111 or not.

It remains to show that sequencing all these instructions can be hardwired into a network.
Here we only provide an example: a subnet that implements the algorithm described above for the
instruction V; := z.

This net reads the states of three neurons r, . and a, and gives to the rest of the simulating
net the states of two neurons » and v, with the following meanings:

T contains“the current value of the real r encoding the vector machine’s memory.

¢ contains the reciprocal of s, the maximum length that a register can have. For example, if
s = 32, £ contains binary 0.00001 (recall that s is a power of two).

a produces a 1 during a step to “activate” the subnet we are designing. Is 0 at all other times.
v produces a 1 pulse (log s) + 3 steps after a. and is 0 at all other times.

u contains the updated value for r at the moment where v produces the pulse.

We also use neurons called p, m, q. p1. p2. and ¢. The functions computed by each neuron are:

pTi=o(a/2+(1- a)_p2 ) /* a =1 resets pto 1/2. a = 0 squares it */
m*i=o(1-pTh+pt - pt)

gt i=o(rAam)

pTi=c(p) /* p1. p~ delay p two steps ¥/
p; ==o(p1) .
ut iz o g+ epitl)
cti=o(a-£/8+(1—-a)-2c) /* a = 1 resets counter to 1/(8s) */
vTi=og(2c-1) /*vt=0foru<1/2, vt =1foru>1%/
The output of u should be used to update neuron r at the precise step when v = 1. |
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8 Appendix: Kolmogorov Weights

In this appendix we prove theorems 7 and 8. The proofs consist of several steps. First, we observe
the equivalence between the class of neural networks and the class of oracle Turing machines that
consult tally sets. Then, we prove the hierarchy in the latter class. In both steps, we heavily rely
upon the use of different types of computable numbers. The sketch of the proof is given in the next

two subsections.

8.1 Equivalence of TMs with Tally Oracles and NNs

Definition 8.1 Let S be a set of infinite binary strings. S is closed under mizing if for any finite
number k& € IN and for any k strings from §,

2.2 2 k_ k_k_k
=C!102a3"' v ey 03 —-alazaa"' 5

1 _ 1,11 2
a —a1a2a3"' ,a

the shuffled string

1.2.3 k1.2 3 ko102
aiay0y 0l o azan s Qn 030

is again an element of §.

Definition 8.2 Let S be a set of infinite binary strings. We define the fraction set for S to be
" e D
53: {..JG[O.I][..::Z}—“ a'ndt_,;l_..}?...es}
=1 °

We can give now the precise statement of theorem 8. Let 5 be a class of time constructible
functions, e.g.. polynomials. Denote by |Jr B(T) the class of Turing machines that compute in time
B € B. where each machine consults an oracle which is a tally set.

Theorem 9 et § C {0.1}* closed under mizing. The following classes are polynomially time

related:

1. The subset of |Jr B(T) consisting of those machines that consult tally sets T and having
the property that, for each n € IN. the characteristic string YT of the tally set satisfies that

2. The class of neural networks that have all weights in the set S3|J Q and that compute in time

BeB.

The next two subsections prove this theorem.

8.1.1 Proof: 1 C2

Definition 8.3 An oracle neural network (ONN) is a network A~ with additional three special
oracle neurons @, A, W —called query, answer, and wait neurons— and a particular oracle set Y
so that

¢ The network operates regularly as long as W = 0. When W = 1. the activations in the
network A~ are not being changed.
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e The network can set W to 1 but cannot reset it.

e When W = 1, the three oracle neurons are being changed:

1 QeY .
A-—{Ong . 0~—0, W—0 ;

the neurons of A do not change.

Setting W = 1 is like invoking a subroutine for solving a membership query in Y, except that we
assume that this oracle subroutine operates in a unit time.

Define a function
64 {0,1}*° —[0,1]

by the formula

- 2 20+ 1
. NEDY it
i=1

Let Y be a set of strings, then the “fraction base-4” set of Y is defined as

Vi={64a)|aeY} .
Note that if Y is a tally set. i.e., 2 subset of {1}7. then ¥3 C {1 (3)}3, .
Lemma 8.4 Let T be a tally set. Then the following models are polynomially equivalent:

o Oracle TM that consults the tally set T and computes in time B € 5.

e Oracle NN with the oracle T, that computes in time B € 5.

The proof of this lemma is very similar to the proof of the main result in [12]. and is not included
here. '

Lemma 8.5 For each set Y C {1 (3)7)22, , there exists a network of 5 neurons and two inputs,

u1, up, that starts from the zero initial value, and given the input signals

o000
=1

Uy =
u, = 1000
the network outputs
00---0 600
—_—
n+1

where b is the truth value of u;(1) € Y.

Proof. Encode Y, as a fraction

3
1
—

22



where L
b = { 1 (SL()) e s

0 otherwise.

We use u as one of the weights of the network.
Notice that

ui(l) = .33---3  in base 4
g = .2022002--- in base 3,

and the nth digit of u in the base 3 expansion is the decision of whether (ZLI(%)') €Y,

The network simultaneously scans the value given in g [in z; and ;] and the value of u;(1) [in
r3 and z4]. When reaches the last digit ‘3’ of u;(1). the network returns the currently scanned b;.

7 = o(uop + 321 — 22,)

- zF = o(3up + 9z, — 6zy — 1)
23 = o(up +4z3 — 3+ 3up)
zF = o(duy +4z4 - 3))
2T = o(dz3 -3+ 12— 162y).

Using the above two lemmas, we can prove the inclusion 1 C 2 as follows: let M be an OTM
that computes in time B € 55 using a tally set T as an oracle. It is given that the characteristic
string of the set T. x7 € 5. We consider an ONN with the oracle set in Ss. As T is a tally set,
T C{Z(3) P |

We couple the ONN (V, Q. A,117) with a retrieval network as described in lemma (8.3), and
obtain in this manner a network that operated in time polynomial in B. In [12], we showed that for
any TM, 3 a NN of Rational weights that simulates it in linear time. Hence, and from the above
description, it follows that given a TM with an oracle in §, there is a corresponding neural network
whose weights are either Ratjonals or in the set Sj.

(To couple the OTM network with the retrieval network:

We add the neurons

tl = O'(Q-i-l’v—l)
to = o(W-t))
iz = o{dr3—16zy).

where t1, ¢ will be used as the input «; and u, of the retrieval network. The neuron t3 is used the
update the dynamics of the oracle neurons.

| 0'( —Clig)

A — 0’( +C2(2$5+13—2))

Q — o(... — Citz) ,

where “...” represents the previously used values of the neurons, and Cy,C,,C3 are constants.)

23



8.1.2 Proof: 2C 1
Given a network A with weights in S3\J Q. The network has a fixed number k' € IN of weights:

1 _,1.11 2,22 2 K _ kK Kk
w —wldzwa"' ,LU —U.)IUJ2UJ3"' [ —UIU2UJ3 e

Assume k of them are in § and the rest are Rationals. As S is closed under mixing, the string

is again an element of S.
We show an oracle TM M that consults a tally set with the characteristic string y7 = o, and
simulates the network A" while keeping the polynomial time constraint.

1. M receives the input string a.

2. M computes the computational time B(|a|) of .

3. for a given constant C, M executes:

For t =1 to kC' B(ja|)
query the ith word.

Now, M has the weights of A up to a precision CB(]a|). C is a constant such that this
precision suffices. The existence of such a (' was proved in [13]. (The (¥ — k) Rational
weights are encoded in the machine A/.)

4. M simulates .\” step by step in polynomial time.

8.2 Hierarchy of TMs That Consult Tally Oracles

Theorem 10 Let F.G be function classes such that 3s € G, s € o(n), and for every polynomial p
and every t € F, r(p(n)) € o(s(n)). Let Jr P(T,F) be a class of TMs that compute in polynomial
time, where each TM consults a tally set T so that the characteristic string of the set T is XT<n €
K[F,poly], F € F. We define L(Ur P(T,F)) as the class of languages computed by these TMs.
Then: L(Ur P(T.F)) and L(Ug P(T,G)) are different.

Proof. We define a set A € L(Ur P(T.G)) but not in L(Ur P(T, F)). Let s~}(m) denote max{k |
s(k) £ m}. Choose an infinite sequence 7 such that for every polynomial p and almost every m,
Tim € K[m/2,p(s7}(2m))]. For every n define string 8, as 3, = 7,.5(n)/2 - 0n=s(™/2 if n > s5(n)/2,
and B, = 0™ otherwise.

Let A be the tally set with characteristic string 318233 ... Given Y1:s(n)/2 1t is easy to build
XA<n, 80 XA<n € K[s(n)/2+¢,q(n)] C K[s(n), g(n)], for some constant ¢ and polynomial ¢q. Hence,
A€ L(Ur P(T.G)).

However, A ¢ L(Ur P(T,F)). Assume otherwise, then there is some machine that prints
Y1:s(n)/2 in time p(n), querying at most the first py(n) elements of a tally set T with XT<n €
K[r(n), p2(n)], with p;, p; polynomials. Then Y1:s(n)/2 1S Obtained from:some string of length
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r(p1(n)) + O(1) < s(n)/4, in time O(p2(p1(n))). Observing that n < s=1(s(n)) = s~1(2|,. ,(,,)/zl),
this contradicts the choice of 7.

On a more abstract level, we could generalize the theorem as follows:

Lemma 8.6 Let F,G be function classes as above. 5, D are time constructible classes closed under
B. Thatis, VB € B,D € D: mB(m)D(m) € B. :

We define L(Jr D(T,F,B)) as the class of languages recognized by TMs, where each TM
operates in time D € D, and consult a tally oracle whose characteristic string satisfies xr<. €

K[F,B}, FeF,BeB.
Then: L(Ur D(T,F,B)) and L(Ur D(T, G, B)) are different.

The combination of theorem 8 and theorem 10 proves theorem 7.
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