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Abstract—Small-signal models are the mostly used to
model and design in inverter-dominated microgrids. Con-
versely, this paper proposes a large-signal model for grid-
forming inverters connected to a microgrid based on the
active and reactive power dynamic equations. In this work,
it is proposed to use this nonlinear model to develop a con-
strained predictive control for the inverters connected to a
microgrid. The main features of this proposed control are:
first, direct voltage control (in amplitude and frequency) is
not necessary; second, stability is guaranteed under a wide
range of line impedances (hence, the virtual impedance is
not needed); and third, the proposed control can operate
with unbalanced and nonlinear loads. Moreover, a theoret-
ical stability analysis is presented. Selected experimental
results show that the proposed control operates satisfac-
torily in case of a load step change, a load imbalance, and
nonlinear loads.

Index Terms—AC Microgrid, large-signal model, model
predictive control, inverter.

I. INTRODUCTION

NOWADAYS, microgrids are becoming an interesting re-
search field due to their capability of integrating different

kind of energy resources. A microgrid is conceived as a cluster
of distributed generation (DG) systems which can operate in
both grid connected or islanded modes [1].

In islanded microgrids based on voltage source inverters
(VSIs), the control system is responsible for regulating the
frequency and amplitude of the microgrid voltage. A hierar-
chical control architecture is widely used which is divided into
three control layers [2]–[5]. The primary layer is responsible
for controlling active and reactive power. The active power
is usually controlled in a decentralized manner, i.e., without
using communication network and ensuring stability following
the grid codes. The secondary layer purpose is to correct
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the steady-state deviation introduced by the primary layer.
The secondary control can be decentralised, centralised or
distributed. Finally, the tertiary control is usually responsible
for controlling the energy dispatching.

Focusing on the primary layer, the droop control has been
used during the past in power sharing [6]–[10]. This method
has been widely accepted by researches for microgrids appli-
cations due to its advantages [11], [12]. However, there are
some limitations for power sharing in the conventional droop
control since it depends of the line impedance [5]. Moreover,
to achieve a better power sharing, some distributed droop-
inspired controllers are presented in the literature [13]–[15],
where communications are required. Nevertheless, the con-
trollers based on the droop method assume a purely inductive
or resistive line impedance. This assumption decouples the
active and reactive power controls. The microgrid impedance
may change when a load or source is connected or dis-
connected. Therefore, the power sharing accuracy decreases
and the microgrid may become unstable [16]. An accurate
power sharing using the droop method has been also presented
in the past with the use of a virtual impedance in lines
with a high resistance/inductance (R/X) ratio [17]. However,
virtual impedance uses the output current as a feedforward
term to generate the voltage references. Thus, in presence
of unbalanced or nonlinear loads, the virtual impedance will
provoke distorted voltage reference that will result in unbal-
anced three-phase voltages. To avoid these effects of the virtual
impedance, in [18] an adaptive droop control is proposed. In
this approach, a novel adaptive control is designed to achieve
the stability of microgrid under varying network configuration.
The drawbacks of this method are that the active power sharing
accuracy is reduced, and the microgrid frequency presents
steady-state deviation. Moreover, the reactive power sharing
is not considered.

In the droop control, the dynamics of the microgrid system
is obtained by using static equations for active and reactive
powers [19]–[21]. The mathematical models normally used
are small-signals models and the system dynamics can be
only described in a small neighborhood around the equilibrium
point. Therefore, large variations cannot be accurately captured
by the small-signal models, since they cannot predict these
kind of behaviors [4].

With the development of digital signal processors (DSP)
the model predictive control (MPC) has attracted more and
more attention. This technique has become a promising control
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method with advantages such as fast transient response, high
control bandwidth, and providing a simple way to include
nonlinearities and constraints [22]–[32]. In [24]–[29] the
MPC is applied to the inner loops, i.e., the current and voltage
controllers, of the inverters connected to aa AC microgrid.
Moreover, the power sharing control is based on the droop
method on theses proposals. Besides, in [30]–[32] the MPC
is applied to the secondary control and the droop method is
used as primary control. However, they inevitably inherit some
of the droop control drawbacks presented above.

In the MPC, the control algorithm is based on the prediction
of the state variables using a discrete model. In regards to
this technique, a cost function is minimized inside a predic-
tive window to obtain the vector of future control actions.
Moreover, the optimal design of MPC based on the system
parameters is used in this paper to achieve an accurate power-
sharing, in addition to being robust against a wide range of
line impedance.

The contributions of this paper are a novel large-signal
model for grid-forming inverters operating in a microgrid, and
the controller design methodology using the MPC. The use
of the MPC will allow to include constraints in the voltages
amplitude providing an excellent voltage regulation. The main
advantages can be summarized as follows:

1) A more accurate dynamic description of the system is
achieved, which is not only useful to know the exact
system dynamics but also allows to design new control
proposals.

2) Robustness against line impedance variations, hence the
virtual impedance is not needed.

3) The controller operates satisfactorily in case of unbal-
anced and nonlinear loads, providing balanced three-
phase voltages and reducing the voltage THD. Compared
with the traditional droop method, this is an important
improvement.

4) The voltage amplitude of the inverter can be regulated
by applying constraints to the cost function of the MPC.

5) The frequency and voltage restoration are not necessary.

This paper is organized as follows. In section II a large-
signal model of the inverter is presented. Section III deals with
the proposed control system. The stability analysis is presented
in section IV while in section V the experimental results are
reported. Finally, section VI draws some conclusions of this
proposal.

II. LARGE-SIGNAL MODEL OF THE INVERTER

Fig.1 depicts the equivalent circuit of a single three-phase
inverter connected to an AC microgrid. This inverter is mod-
elled by an AC voltage source defined by E∠φ which is
connected to a bus where its voltage is V ∠0 through a RL
line impedance. Note that i is the current flowing from the
inverter to the grid.

In the αβ frame, the equations of the active and reactive
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Fig. 1. Equivalent circuit of the inverter

power supplied by the inverter can be expressed as follows:

P =
3

2
(vαiα + vβiβ) (1)

Q =
3

2
(vβiα − vαiβ) . (2)

Besides, from Fig.1, the differential equations for the inverter
output current i are:

diα
dt

=
1

L
(eα − iαR− vα) (3)

diβ
dt

=
1

L
(eβ − iβR− vβ) . (4)

The dynamic equations of the active and reactive powers
can be obtained by taking the first time derivative of (1)-(2),
yielding:

dP

dt
=

3

2

(
vα
diα
dt

+ iα
dvα
dt

+ vβ
diβ
dt

+ iβ
dvβ
dt

)
(5)

dQ

dt
=

3

2

(
vβ
diα
dt

+ iα
dvβ
dt
− vα

diβ
dt
− iβ

dvα
dt

)
. (6)

In the aforementioned equations it is usual to define eα =
Esin(ωt + φ), eβ = −Ecos(ωt + φ), vα = V sin(ωt) and
vβ = −V cos(ωt), being ω the grid frequency. According to
these definitions the following relations can be found:

dvα
dt

= −ωvβ (7)

dvβ
dt

= ωvα. (8)

Using (3)-(4) and (7)-(8) in (5) and (6), the dynamic equations
of the active and reactive powers delivered by the inverter to
the microgrid can be rewritten as follows:

dP

dt
=

3

2L

(
−V 2 + EV cos(φ)

)
− R

L
P − ωQ (9)

dQ

dt
= − 3

2L
EV sin(φ)− R

L
Q+ ωP. (10)

Note that the well-known steady-state equations of P and Q
can be easily obtained from the point of equilibrium, making
(9) and (10) equal to zero, respectively

P =
3

2

V

Z
[(Ecos(φ)− V )cos(θ) + Esin(θ)sin(φ)] (11)

Q =
3

2

V

Z
[(Ecos(φ)− V )sin(θ)− Ecos(θ)sin(φ)] (12)

where Z and θ are the magnitude and phase values of the
output and line impedance.

Expressions (11) and (12) have been traditionally obtained
by analyzing the circuit of Fig.1. In the previous works,
the controller design has been performed according to the
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static expressions of P and Q, (11)-(12) [19]. Unlike other
works, the novelty in this paper is that the controller can
be derived using the dynamic equations (9) and (10). Note
that the dynamic model (9) and (10) is clearly non-linear.
However, considering that the bus voltage is a slow variable,
thus V can be considered constant. In addition, by defining the
control signals vector as u = [u1 u2], the following change
of variables, that linearizes (9) and (10), can be obtained:

u1 = Ecos(φ) (13)
u2 = Esin(φ) (14)

or equivalently

E =
√
u21 + u22 (15)

φ = arctan (u1/u2). (16)

With these considerations (9) and (10) can be rewritten as a
linear large-signal model:

dP

dt
=

3

2L

(
−V 2 + V u1

)
− R

L
P − ωQ (17)

dQ

dt
= − 3

2L
V u2 −

R

L
Q+ ωP. (18)

III. PROPOSED CONTROL SYSTEM

This section presents the proposed control system. The
main objective is to regulate the active and reactive powers
to achieve accurate power sharing. The controller is based on
an MPC where a cost function is used to minimize the error
between the active and reactive powers and their references.
Besides, a constraint on the control signal u1 is imposed to
regulate the voltage amplitude E, usually between ±5% of its
nominal value, below the allowed tolerance [33].

A. State-Space Model with Embedded Integrator
An incremental model of the inverter is presented in this

section. The proposed model is represented by a multiple input
and multiple output (MIMO) system. If (17)-(18) are expressed
as a state-space model, it gives:

(
dP
dt
dQ
dt

)
=

(
−RL −ω
ω −RL

)(
P
Q

)
+

(
3V
2L 0
0 − 3V

2L

)(
u1
u2

)
+

(
− 3

2L
0

)
V 2.

(19)

The aforementioned model is discretized using the Euler first
order approximation, as follows:

xm(k + 1) = Amxm(k) + Bmu(k) + Dmd(k) (20)
y(k) = Cmxm(k) (21)

where xm = [P Q]T is the state-space vector, u = [u1 u2]T

is the control signals vector, d(k) = V 2 is considered as
a disturbance and the matrices Am, Bm Cm and Dm are
defined as

Am =

(
1− TsR

L −ωTs
ωTs 1− TsR

L

)
; Cm =

(
1 0
0 1

)

Bm =

(
3TsV
2L 0
0 − 3TsV

2L

)
; Dm =

(
− 3TsV

2

2L
0

)
where Ts is the sample time.
Now, in order to eliminate the steady-state error and the

effect of the uncertainties, an integrator is embedded in the
model. If the difference operation is applied to (20), an
incremental model is obtained

xm(k + 1)− xm(k) = Am(xm(k)− xm(k − 1))

+ Bm(u(k)− u(k − 1)) + Dm(d(k)− d(k − 1))
(22)

or equivalently

∆xm(k + 1) = Am∆xm(k) + Bm∆u(k)

+ Dm∆d(k)
(23)

where ∆xm, ∆u and ∆d are the incremental variables of
the state, the control signals and the disturbance vectors,
respectively. It is worth to mention that since d(k) = V 2 is
practically a constant voltage in a sampling period, ∆d(k) =
d(k)− d(k − 1) ' 0. This approximation allows to eliminate
the disturbance term from the incremental model.

In a similar way, the incremental output vector is expressed
as:

y(k + 1)− y(k) = Cm(xm(k + 1)− xm(k)). (24)

From (23) and (24), a new augmented state-space model
can be defined which contains the incremental state variables
and the output vector y:

x(k + 1) = Ax(k) + B∆u(k) (25)
y(k) = Cx(k) (26)

being x(k) = [∆xm(k) y(k)]T and the matrices of the
augmented model are obtained from Am, Bm, Cm and Dm

as:

A =

(
Am 02×2

CmAm I2×2

)
; C =

(
02×2 I2×2

)
B =

(
Bm

CmBm

)
; D =

(
Dm

CmDm

)
where matrix I2×2 is the identity matrix and 02×2 a square
matrix of zeros.

B. Cost Function
As it was stated, the control objective is to achieve power

sharing by regulating the active and reactive powers. The cost
function which reflects the control objectives can be defined
as follows [22]:

J = ||(Y∗ −Y)||2 + ∆UTR∆U (27)

where R = rωI2Nc×2Nc
is a diagonal matrix of dimension

Nc where Nc is defined as the control horizon, rω > 0 is the
control effort used as a tuning parameter to adjust a desired
closed loop performance and Y∗ is the reference vector which
can be expressed in the following form:

Y∗ = [I2×2 I2×2 . . . I2×2︸ ︷︷ ︸
Np

]r(ki) = R̄r(ki). (28)
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Note that r(ki) = [P ∗(ki) Q∗(ki)] is the reference vector at
the sampling instant ki, and the size of Y∗ is the optimization
window also called the prediction horizon, Np.

On the other hand, the future control trajectory is denoted
by the vector ∆U as:

∆U =
[
∆u(ki)

T . . . ∆u(ki +Nc − 1)T
]T

(29)

which size is Nc.
The future outputs are contained in the vector Y, which is

defined as follows

Y =
[

y(ki + 1|ki)T · · · y(ki +Np|ki)T
]T

(30)

where it can be expressed as a function of the current state
variables and the future control trajectory [23]:

Y = Fx(ki) + G∆U. (31)

In the last equation, F is a vector of dimension Np and G is
a matrix of dimension Nc ×Np, respectively

F =
(

CA CA2 · · · CANp
)T

(32)

G =


CB 02×2 · · · 02×2

CAB CB · · · 02×2

...
...

. . .
...

CANp−1B CANp−2B · · · CANp−NcB


(33)

C. Cost Function Minimization with Constraints

In this section, the minimization of a constrained cost
function for the MIMO system is presented. With this objective
in mind, the cost function presented in (27) is rewritten using
(31) in (27), leading to

J = ∆UTΦ∆U + ∆UTH + ||(Y∗ − Fx)||2 (34)

where

Φ = GTG + R (35)

H = −2GT (Y∗ − Fx). (36)

Looking at the equation (13) it is observed that for a small
value of φ, the control signal u1 can be approximated to the
voltage amplitude E, u1 ≈ E. Then to achieve a minimization
of the cost function (34) adding a constraint in u1 is equivalent
to minimize (34) with a constraint in the voltage amplitude E.
With this idea, the voltage of the inverter can be regulated in
a small range near to its nominal value. Then, according to
(29) it holds that:

u1(ki) = u1(ki − 1) + ∆u1(ki) (37)

and considering the approximation u1 ≈ E, the following
inequality constraints are formulated:

Emin ≤ u1(ki) ≤ Emax. (38)

The aforementioned expression can be rewritten as a function
of the incremental control vector if (37) is used in (38),

yielding

Emin ≤ u1(ki − 1) + C1∆UC2 ≤ Emax (39)

where C1 and C2 corresponds to the appropriate matrices
which in this case are defined as follows:

C1 =

(
1 0 0 0 . . . 0
0 0 0 0 . . . 0

)
︸ ︷︷ ︸

Nc

; C2 = (1 0)T .

Then, to formulate the constrained MPC problem, equation
(39) is rewritten as two inequalities constraints:

−C1∆U ≤ [−Emin + u1(ki − 1)]CT
2 (40)

C1∆U ≤ [Emax − u1(ki − 1)]CT
2 . (41)

Taking into account that the term ||(Y∗−Fx)||2 in (34) does
not depend on the control vector ∆u, the optimization problem
with the inequality constraints is formulated as follows:

∂

∂∆U
(∆UTΦ∆U + ∆UTH) = 0 (42)

subject to:

0 ≤ γ (43)

γ =

(
[−Emin + u1(ki − 1)] CT

2

[Emax − u1(ki − 1)] CT
2

)
−M∆U. (44)

where M = (−C1 C1)T .
The solution of the aforementioned equations leads to

the optimum control signal vector which accomplishes the
constraints in the component u1(ki) or equivalently in the
voltage amplitude E, and it is expressed as follows:

∆U = −Φ−1(H + MTλ) (45)

where λ is a vector containing the zero or positive values of the
Lagrange multipliers. Note that ∆U can be separated into two
different terms, Φ−1H and Φ−1MTλ. The first term is the
optimum solution without any constraint while the second term
accounts for the constraints. This optimization problem can be
solved using the Hildreth’s quadratic programming [22].

Based on the receding horizon principle, the actual control
signals ∆u(ki) = [∆u1(ki) ∆u2(ki)]

T can be obtained as:

∆u(ki) = −WΦ−1(H + MTλ) (46)

with

W = [I2×2 02×2 . . . 02×2︸ ︷︷ ︸
Nc

]

and the control signal is generated by adding the incremental
value to the last value u(ki − 1)

u(ki) = u(ki − 1) + ∆u(ki). (47)

D. Controller Implementation

In this section the proposed controller implementation is
presented. To reduce the computational burden the solution
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Fig. 2. Block diagram of the proposed MPC

of the cost function minimization (46) can be rewritten using
(35) and (36):

∆u(ki) = Krr(ki)−Kcx(ki)−Kλλ

= Kr(r(ki)− y(ki))−Kx∆xm(ki)−Kλλ
(48)

where

Kr = W(GGT + R)GT R̄ (49)

Kc = W(GGT + R)GTF (50)

Kλ = WΦ−1MT . (51)

Note that Kc = [Kx Kr] is the gain of the MPC controller,
and does not depend on the Lagrange multipliers. According
to the last expression, it holds that

∆u(ki) = −Kcx̃(ki)−Kλλ (52)

where

x̃(ki) = [∆xm(ki) y(ki)− r(ki)]
T . (53)

It should be noted that the term −Kcx̃(ki) may be imple-
mented as easy as a full state feedback controller, and the
gains Kc and Kλ are obtained offline.

Typically, λ is calculated online using the Hildreth’s
quadratic programming. It is worth noting that λ converges
to the set of λ∗, where λ∗ contains zeros in the inactive
constraints and positive value in the active constraint λ∗act.
However, since the active constraint can be correctly identified
from (40) or (41) in each sample period, the converged λ∗act
can be defined as follows [22]:

λ∗act = −(MactΦ
−1MT

act)
−1γact (54)

where γact correspond to the active constrain and
(MactΦ

−1MT
act)

−1 is calculated offline for each constrain
as follows:

Mact =

{
Cact if 0 ≤ −Emin + u1(ki − 1) + ∆u1(k)
−Cact if 0 ≤ Emax − u1(ki − 1)−∆u1(k)

Cact =
(

1 0 0 0 . . . 0
)︸ ︷︷ ︸

Nc

Fig. 2 shows the block diagram of the proposed MPC
algorithm. As shown in the figure, the control signals are
obtained by the solution of the cost function minimization
(52)-(54). The inputs to the controller are the local inverter
voltage and current measures, the minimum and maximum

values of the voltage amplitude, Emin and Emax, and the
neighborhood inverters average powers, P̄j and Q̄j , received
among a communication network. The power references are
calculated from the neighborhood inverters average powers, as
follows:

P ∗ =

ni∑
j=1

aijP̄j
ni

(55)

Q∗ =

ni∑
j=1

aijQ̄j
ni

(56)

where the coefficients aij determine the availability of com-
munication between inverters i and j, thus indicating the set
of nodes ni that exchange control data including the local
inverter. Thus, aij = aji = 1 if nodes i and j can exchange
their data, otherwise aij = aji = 0. Besides aii = 1.

As shown in Fig. 2, the inverter voltage and current mea-
sures are used to calculate the local instantaneous active and
reactive power measures, P and Q, that are used to generate
the vector x(k). This vector allows obtaining the new space-
state vector x(k), formed by ∆xm(k) and the output y(k).
Since the proposed control uses an incremental model with a
embedded integrator (25)-(26), the incremental control signals
are calculated based on (52)-(54), and the control signal is
generated by adding the incremental value to the last value
u(ki− 1). Hence, using (47) the control signals vector, u1(k)
and u2(k), are obtained as u1(k) = u1(k − 1) + ∆u1(k) and
u2(k) = u2(k − 1) + ∆u2(k), respectively. Then, the voltage
amplitude and phase angle setpoint are calculated based on
the nonlinear transformation defined in (15) and (16).

Finally, once the voltage amplitude and phase angle setpoint
are computed, the inner loop is responsible to generate the
voltage signals. The voltage set point used by the inner loop
is expressed as follows:

e∗ = Esin(ωot+ φ). (57)

IV. CLOSED-LOOP SYSTEM

In this section, the closed-loop system is analyzed. For this
purpose, from (52) and (53), the closed-loop equation may be
written as follows:

x̃(ki + 1) = (A−BKc)x̃(ki)−BKλλ. (58)
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Fig. 3. Closed-loop poles for rω variation from 1 × 106 to 1 × 109.

TABLE I
SYSTEM PARAMETERS

Description Symbol Value
Microgrid voltage V 110 Vrms
Microgrid frequency f 60 Hz
Nominal dc-link voltage Vdc 400 V
Line inductance model L 10 mH
Line resistance model R 2 Ω
Prediction horizon Np 80
Control horizon Nc 20
Control effort rω 1× 108

Sampling frequency fs 10 kHz
Switching frequency fsw 10 kHz

Furthermore, if the constrained term Kλλ is not considered
for the stability analysis, the closed-loop eigenvalues can be
obtained by solving the determinant

|A−BKc − λI| = 0 (59)

The eigenvalues have a dependence of Kc and, as a conse-
quence, of R. As evidenced by the last expression, by selecting
the appropriate value of R, a desired dynamics of the MPC
can be obtained.

The proposed MPC parameters are designed according to a
dynamics specification using the closed-loop eigenvalues (59)
and the system parameters listed in table I. The design has
been developed from the closed-loop poles as a function of
the control effort parameter rω . The prediction and control
horizons, Np and Nc, has been selected as Nc,i = 20 and
Np,i = 80. Fig. 3 shows the position of the closed-loop poles
for a control effort variation in the range 106 ≤ rω ≤ 109.
The poles in red are the closed-loop poles for rω = 1 × 108,
which is the selected value used in the experimental results.
Besides, the selected pole deal with a theoretical settling time
approximately 1.5 s.

Additionally, in order to analyze the stability under absence
of communication network, from (55)-(56) the active and
reactive power reference can be expressed as local variables
(i.e. P ∗ = Pi and Q∗ = Qi), hence r(ki) = y(ki). Then,
the embedded integrator is removed from (48). Besides, if the
constrained term is not considered for the stability analysis,
(48) can be rewritten as follows:

∆u(ki) = −Kx∆xm(ki) (60)

or equivalently

u(ki) = −Kxxm(ki) (61)

Finally, the closed-loop eigenvalues can be obtained by solving
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Fig. 4. Closed-loop poles under absence of communication network for
rω variation from 1 × 106 to 1 × 109.

Fig. 5. Stability condition for 0.1 mH < L < 50 mH and 0.1 Ω < R <
50 Ω.

the determinant

|Am −BmKx − λI| = 0 (62)

Fig. 4 shows the position of the closed-loop poles under ab-
sence of communication network for a control effort variation
in the range 106 ≤ rω ≤ 109. As it can be seen, the stability
is ensured for all values of the control effort.

V. LYAPUNOV-BASED STABILITY ANALYSIS

This section deals with the stability analysis of the proposed
controller. For this purpose, (58) may be rewritten as follows:

x̃(ki + 1) = (Ã− B̃Kc)x̃(ki)− B̃Kλλ (63)

Ã = A + ∆A; B̃ = B + ∆B

where A and B are the matrices of the nominal model, and
∆A and ∆B regards to the model uncertainties.

Considering the definition in (53), the cost function defined
in (27) can be rewritten as a discrete-time linear quadratic
regulator

Jopt =

Np∑
m=1

x̃Topt(ki +m|ki)x̃opt(ki +m|ki)

+

Nc−1∑
m=0

∆uTopt(ki +m|ki)rω∆uopt(ki +m|ki).

(64)

Since the last equation is quadratic, it can be used as a
Lyapunov function for the stability analysis. Then, defining
the Lyapunov candidate as [34]:

V (x̃(ki), ki) = Jopt (65)

and taking into account that in the classic MPC, the stability
is achieved if the Lyapunov function decreases along the state
trajectory, it can be written:

V (x̃(ki + 1), ki + 1)− V (x̃(ki), ki) < 0. (66)

Using (52), (63), (65) and (66), the following condition is
obtained

(Ã− B̃Kc)
T (Ã− B̃Kc)−KT

c rωKc − I < 0. (67)
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Fig. 7. Diagram of the laboratory microgrid setup: (a) electrical network
and (b) communication network.

Equation (67) shows that the stability is affected by the
parameter uncertainties and depends on Kc, and as a conse-
quence, on the parameters selection. To analyze the robustness
of the proposed control under impedances uncertainties, the
stability condition (67) is evaluated for different values of R
and L. Thus, substituting rω = 1 × 108, Np = 80 and Nc
= 20 in (67) and sweeping L from 0.1 mH to 50 mH and
R from 0.1 Ω to 50 Ω, the system presents stability for a
wide range of impedances. Fig 5 shows the stability condition
for a wide range of impendence. The green region shows the
stable impedance range and the red region shows the unstable
impedances range. As shown, for small values of L when
R increase the system tends to instability. To conclude this
section, the system is stable as long as the impedance angle
θ > 0.04 rads.

VI. EXPERIMENTAL RESULTS

This section presents the experimental tests implemented
in the laboratory microgrid shown in Fig. 6 and 7. On the
one hand, in Fig. 7 (a) it is shown the electrical network.
The microgrid is formed by five grid-forming inverters, each
one with local loads that may be connected or disconnected.
Each inverter was built using a 2.3-kVA Guasch MTL-
CBI0060F12IXHF full bridge as the power converter and is
driven by a 32-bit dual-core DSP Concerto-F28M36P63C,
with a sampling frequency of 10 kHz. This device is composed
of a C28 DSP core for control purposes and a Cortex M3
ARM for communications. Moreover, two three-phase bal-
anced loads are considered to be connected to the microgrid
each that may be connected or disconnected in the position
shown in Fig. 7 (a) to form the global load Lbus. Moreover,
in Table II the equivalent line impedance seen by each inverter
is presented. From Table II, it should be noted that the inverter

TABLE II
EQUIVALENT LINE IMPEDANCE

Description Value (X/R) ratio
Impedances seen by VSI 1 0.76 + 1.34j Ω 1.76
Impedances seen by VSI 2 0.80 + 0.74j Ω 0.92
Impedances seen by VSI 3 1.32 + 0.40j Ω 0.30
Impedances seen by VSI 4 1.30 + 0.76j Ω 0.59
Impedances seen by VSI 5 1.50 + 0.80j Ω 0.54

1 line impedance is mainly inductive while inverter 3, 4, and 5
line impedances are mainly resistive. In addition, the inverter
2 line impedance presents no dominant behavior. Taking all
these impedances in mind, it is clear that the microgrid is
operating in a mixed scenario with resistive, inductive and
complex impedances. On the other hand, in Fig. 7 (b) it is
shown the communication network. The microgrid uses the
UDP Protocol over an Ethernet link to communicate the M3
cores with a transmission rate of 0.1 s. Finally, the circles
represent the cyber nodes of the communication network,
and the bidirectional arrows determine the availability of
communication between inverters.

A. Performance Evaluation
To validate the performance of the novel MPC with the

parameters shown in Table II, the following experimental test
was designed in the laboratory setup. First, to validate the plug
and play capability, the five VSIs are connected at different
time, t =0, 10, 20, 30 and 40 s, respectively. In t =0 s the
inverter 1 starts and fixes the microgrid frequency and voltage
while feeds a balanced load connected in the bus, with a total
power demand above 1.6 kW. The activation of the following
inverters is done using a phase-locked loop for synchronizing
them to the microgrid voltage phase. Besides, at time t =60 s
the inverter 5 is disconnected. Finally, with the aim to analyze
the performance of the microgrid under load change at t =50
s the second balanced load is connected.

Fig. 8 shows the active power by each inverter (Fig. 8 (a)),
as well as their reactive powers (Fig. 8 (b)), their frequencies
(Fig. 8 (c)), and the bus voltages (Fig. 8 (d)). As it can be
observed in the Fig. 8 (a) and Fig. 8 (b) after each connection,
the active and reactive power sharing is achieved. Moreover,
Fig. 8 (c) shows that the microgrid frequency in steady state
is the nominal, with only slight changes when an inverter or
load is connected/disconnected. Besides, it can be observed
in the Fig 8 (d) that all the inverter voltage amplitudes are
constrained between ±5% of its nominal value. Lastly, it is
worth noting that the execution time of the proposed MPC is
5 µs.

Additionally, in order to validate the robustness against the
line impedance ratio, the designed MPC has been tested with
the mainly resistive inverters, disconnecting the inverters 1
and 2. Besides, the controller response under a sudden load
change is studied with a mainly resistive microgrid. Fig. 9
shows the inverters active and reactive power, their frequencies
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Fig. 8. Performance evaluation of the proposed controller: (a) active power, (b) reactive power, (c) frequencies, and (d) bus voltage.
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Fig. 9. Performance evaluation of the proposed controller with a resistive line impedance scenario

and the bus voltages. It should be noted that any impedance
configuration not compromise the steady-state performance of
the proposed control. Besides, it should be noted that since
the microgrid line impedance is mainly resistive, the reactive
power with low power demand it almost zero.

Furthermore, to validate the performance of the proposed
control scheme under non-ideal conditions, e.g. communica-
tion failures, unbalanced and nonlinear load, the proposed
controller will be compared with a distributed droop-inspired
control (droop-free) [13]. The droop-free control parameters
have been designed to obtain similar dynamics among the
proposed control. Moreover, to yield stability and increase
the accurate power sharing, the droop-free control needs a
virtual impedance [17]. The following subsections show the
comparison between the proposed MPC and the droop-free
control in non ideal scenarios.

B. Non ideal Communication Study
The distributed control system relies on the availability of

communications. Besides, in large distributed systems the units
may be far away, thus the communication services may be
affected, e.g. communication link failures, transmission delay,
data losses, etc. Therefore, the system performance may be

compromised. To evaluate the performance of the proposed
MPC under nonideal communication parameters, two different
tests were designed.

In the first experiment, the controllers have been tested
under a sudden load change with a transmission rate of 0.5
s. Fig. 10 shows the transient active and reactive power in
response to the step load change of the droop-free (a) and the
proposed control (b). It should be noted that the steady-state
is not compromised by the high transmission rate.

In the second experiment, the controllers also have been
tested under a communication link failure and message losses
(i.e. the probability that a message is lost during transmission).
For this purpose the following experimental test was designed.
At the time t = 0 s the five inverters were previously working
with the original communication graph feeding a three-phase
load, with a total power demand of 1.6 kW. Then, at time t = 5
s the communication link 4-5 has been disabled (i.e., a45 = 0).
Besides, for each policy, the message losses are around 25 %
and the transmission rate 0.1 s. Finally, at t = 10 s the second
load is connected. Fig. 11 shows the active and reactive power
under the described scenario. Fig. 11 (a) shows an inaccurate
reactive power sharing using the droop-free control, when the
link failure occurs and when the message losses is around 25
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Fig. 10. Performance of the distributed controllers with a transmission rate of 0.5 s: (a) droop-free [13], (b) proposed MPC.
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Fig. 11. Performance of the distributed controllers during a failure in the communication link 4-5 and with 25% of losses in message transmissions:
(a) droop-free [13], (b) proposed MPC.
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Fig. 12. Inverter 1 currents and voltages of the droop-free [13] under
unbalanced load.
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Fig. 13. Inverter 1 currents and voltages of the proposed control scheme
under unbalanced load.

%. On the other hand, from Fig. 11 (b) it should be noted
that the steady-state performance has not been affected by the
communication failure and message losses using the proposed
MPC. To sum up, the proposed control is resilient to a link
communication failure.

C. Three-Phase Unbalanced Load Study
In this subsection, the controllers have been tested under

a three-phase unbalanced load. The experiments have the
following pattern. The inverter 1 and 2 are connected and
feeding a three-phase balanced load connected in the bus,
meanwhile, the inverter 3, 4 and 5 are disconnected. At the
time t =0 s an unbalanced load is connected as a local load
of inverter 1. Fig. 12 shows the inverter 1 voltage and current
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Fig. 14. Inverter 1 currents and voltages of the droop-free [13] under
nonlinear load.
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Fig. 15. Inverter 1 currents and voltages of the proposed control scheme
under nonlinear load.

waveforms using the droop-free controller. Since the droop-
free uses a virtual impedance with the output current as a
feedforward term to generate the voltage references. Hence,
the voltage waveforms are unbalanced. The same waveforms
are shown in Fig. 13 but using the proposed control. Since the
proposed control does not need the virtual impedance term, the
voltage waveforms are balanced although a unbalanced load
is connected.

D. Nonlinear Load Study
Finally, the controllers have been tested in the presence of

nonlinear loads. The following experiment has been designed.
The inverter 1 and 2 are connected and feeding a three-phase
balanced load connected to the bus, meanwhile, the inverter 3,
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4 and 5 are disconnected. At the time t =0 s a nonlinear load
is connected as a local load of inverter 1. Fig. 14-15 shows the
performance of the droop-free and proposed controller under
nonlinear loads, respectively. Fig. 14 shows the inverter 1
voltage and current waveforms using the droop-free controller.
It should be noted that the current waveforms are distorted,
and THD of the inverters 1 and 2 are 24.3% and 15.1%,
respectively. Moreover, in both inverters 1 and 2, the voltage
waveforms are distorted with a THD equal to 7.2% and 4.1%,
respectively. The same waveforms are shown in Fig. 15 using
the proposed controller. It should be noted that the current
waveforms are distorted, and THD is equal to 22.1% and
10.2% for inverter 1 and 2, respectively, meanwhile in both
inverters 1 and 2, the voltage waveforms have a sinusoidal
form when the nonlinear load is connected. Moreover, the
THD of the voltage inverter 1 and 2 are 1.5% and 1.2%
respectively.

VII. CONCLUSIONS

In this paper, a novel large-signal model for grid-forming
inverters connected to a microgrid based on the active and
reactive power dynamic equations is proposed. This model
allows to design a novel control scheme for AC microgrids.
This controller uses the presented large-signal model with an
embedded integrator to achieve a zero steady-state error in
active and reactive power sharing, and robustness against any
kind of line impedance without virtual impedance needed.
Experimental results show that the proposed control provides
a precise frequency and voltage regulation, regardless of the
line impedance configuration. Besides, the experimental results
show that the proposed control is resilient to communication
single link failures. The experimental results have also shown
that the proposed controller improves the power quality in
the voltage and current waveforms provided by the inverters
by reducing the THD, especially in unbalanced and nonlinear
loads. As an open topic for future research, the application
of new control schemes using the novel large-signal model in
microgrids can be studied.
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“José Simeón Cañas” (UCA), El Salvador, in
2015, and M.S. in automatic systems and indus-
trial electronics engineering from the Technical
University of Catalonia, Spain, in 2018. He is
currently working toward the Ph.D. degree in the
Department of Electronic Engineering, Technical
University of Catalonia. His current research in-
terests include power electronics, nonlinear and

predictive control.

Ramon Guzman received the B.S., the M.S. and
the Ph.D. degrees in telecommunications engi-
neering from the Technical University of Catalo-
nia, Barcelona, Spain, in 1999, 2004 and 2016,
respectively. He is currently an Associate Pro-
fessor with the Department of Automatic Control
in the Technical University of Catalonia. His re-
search interests include nonlinear and adaptive
control for three-phase power converters. Ra-
mon Guzman is a member of the IEEE Industrial
Electronics Society and becomes to the Renew-

able Energy Systems Subcommittee of Power Electronics Technical
Committee of IES. Dr. Guzman is an Associate Editor of the IEEE
Transactions on Industrial Electronics.

Luis Garcia de Vicuña received the Ingeniero
de Telecomunicación and Dr.Ing. degrees from
the Technical University of Catalonia, Barcelona,
Spain, in 1980 and 1990, respectively, and the
Dr.Sci. degree from the Université Paul Sabatier,
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