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Abstract—General-Purpose GPU software is considered for use in avionics to satisfy the increased computational requirements of future systems. Therefore, it needs to be certified following the DO-178C guidance as all airborne software. In this work, we review the existing methods in the literature, we analyse their advantages and disadvantages, and we discuss how they can be combined to obtain certification with lower effort and cost. Our focus is restricted on application-level software, under the premise that successful completion of verification of avionics graphics GPU software products has been demonstrated, so their GPU compiler has been considered acceptable for these already DO-178C certified products, or existing qualified GPU compilers exist. Finally, we discuss upcoming solutions for certified general purpose GPU computing.

I. INTRODUCTION

Avionics software has been executed for decades on single-core computing platforms and its certification has been performed with the evolution of the DO-178 series of standards. However, the traditionally used single-core processors cannot satisfy any more the relentless need for higher performance which is required in order to offer advanced safety-related features in avionics. For this reason, the aviation industry explores the use of more complex hardware platforms such as multi-cores and Graphics Processing Units (GPUs).

While multi-cores can provide a moderate increase in the on-board computing capability of modern aircraft and can effectively replace single-core platforms, arguably they cannot enable the use of very demanding algorithms such as the ones required to implement higher degrees of autonomy. For such massively parallel workloads, GPUs are naturally a more appropriate choice. In fact, GPUs have been successfully employed in many different domains to accelerate general purpose computations. For example, the majority of supercomputers in the Top 500 list, relies on GPUs in order to achieve high performance processing of complex scientific computations. Moreover, GPUs are used in both desktop and hand-held devices to speed up the processing of generic computations ranging from physics simulations to Artificial Intelligence (AI) processing tasks. Finally, GPUs are also being adopted in safety critical industries such as the automotive [1] and the space sectors [2], to enable functionalities such as autonomous driving and advanced image processing assisted by AI.

However, the use of multi-core systems in avionics is simpler, thanks to the use of ARINC 653 compliant operating systems, which provide a common time and space partitioning abstraction regardless of whether the underlying platform is single-core or multi-core. Therefore, from the functional point of view, a multi-core avionics system can be programmed with the same single-core programming model employed in legacy systems. As a consequence, the "only" implication in terms of certification comes from the timing issues introduced by sharing hardware resources from the software instances running in parallel on the various CPU cores of the platform. For this reason, DO-178C is directly applicable to certify the functionality of multi-core software, while CAST-32A [3] is used in order to deal with the identification and mitigation of channels of interference in timing.

On the other hand, the use of GPUs in avionics for general purpose computations is more challenging from the certification perspective. Using GPUs in the aforementioned non safety-related or less stringent safety-critical domains relies on the use of programming models such as CUDA or OpenCL which do not meet the restrictions imposed by functional safety standards and coding guidelines for the development of safety-critical software such as MISRA-C [4], as it has been recently reported by [5]. In particular, these widely used general purpose GPU (GPGPU) programming models depend on features such as pointers, dynamic memory allocation and other dynamic features like on-the-fly code compilation.

While GPUs have been considered only recently for general purpose processing in avionics systems, they have been used in aircraft for their primary design purpose – graphics processing – for many years already. In particular, the glass cockpit of modern aircraft is equipped with several primary flight displays, multi-function displays, Heads-Up Displays (HUD) or head-mounted displays (HMD) [6] [7]. For example, in an Airbus A320 cockpit there are 4 LCD displays, in A350 6 very large displays and in A380 10 large displays while aircraft from other manufacturers include similar equipment. In addition, recent models feature also touch screens [8] [9]. These visual instruments are driven by avionics-grade GPUs [10] certified according to CAST-29 [11] certification recommendations.

On the software side, these GPUs work with graphics software stacks – GPU graphics APIs and device drivers – certified by FAA and EASA for the highest criticality level DAL-A according to DO-178C. Currently Khronos OpenGL SC 2.0 [12] graphics standard and its predecessor OpenGL SC 1.0.1 [13] are the only GPU-related software solutions known to be already certified in actual aircraft for visual processing in glass cockpit applications. These two OpenGL subsets are tailored for critical systems by lacking dynamic features which can result in runtime failures. Thanks to their
In this Section we survey the 3 certification-ready solutions for general-purpose computations on top of graphics APIs. Table I summarises the characteristics and trade-offs of each method in terms of certification effort and performance, which are further analysed in the description of each solution.

A. OpenGL SC 1.0.1

OpenGL SC 1.0.1 [13] is the first Khronos' graphics standard which focuses on safety critical systems. Being a cut-down version of the OpenGL ES 1.0 specification, it offers only fixed function graphics processing. This means that the

certification credit, known techniques for performing general-purpose computations with graphics can be used to accelerate computing algorithms.

In this paper, we first examine how general purpose computations can be achieved using graphics. Then we review the state-of-the-art options which exist for the implementation of general-purpose computations on GPUs so that they can achieve DO-178C certification building on the aforementioned certified graphics technologies and we discuss their advantages and disadvantages. Next we review the current work-in-progress regarding the next generation certified general-purpose computing solutions on modern GPUs and discuss future directions.

II. BACKGROUND

A. Graphics APIs and Shading Languages

GPUs are special hardware units designed to accelerate graphics computations. In order to produce a 3D visual output, the scene is described using a set of vertices which are assembled in basic geometric primitives such as points, lines and triangles. Next, they are positioned in the 3-dimensional space using their Cartesian coordinates and carry additional colour information. In addition, the camera position in the 3D space is specified, together with a projection matrix which is used to convert the 3D information to a planar image.

During the vertex processing stage, the GPU is performing the required matrix calculations in order to convert the geometric primitives to their 2D projection on screen. Then, the triangles are rasterized, that is, converted to discrete pixels. In the next step, fragment or pixel processing, each pixel is shaded, obtaining its colour which is written in the framebuffer in order to be displayed on the screen or saved in an off-screen image for later display. The colour is computed using a combination of complex calculations of fixed or interpolated values from the vertex shading processing and of predefined images (known as textures) which can be either sampled at specific coordinates or interpolated.

The aforementioned graphics operations are described using a graphics Application Programming Interface (API). Several graphics APIs exist which offer similar capabilities such as OpenGL and DirectX and very recently Vulkan. OpenGL is a portable, royalty-free family of graphics APIs with open specification defined by the Khronos Group, and has versions spanning desktop, embedded (ES) and safety-critical (SC) systems. DirectX on the other hand is a proprietary graphics API developed by Microsoft, while Vulkan, which we discuss more in the last part of this article, is a low-level software API defined by Khronos for both graphics and compute operations, which enables low-level access to the GPU hardware for maximum control over its execution.

Some GPU API versions feature programmable stages such as the vertex or fragment processing. In this case, programs can be written which will be executed for each vertex or each pixel of these stages, using a shading language. Similar to the graphics APIs, shading languages look much alike and have similar capabilities. OpenGL and Vulkan use the GLSL (GL shading language) family of shader languages while DirectX uses HLSL (High-Level shader language).

B. General Purpose Computations using Graphics

In order to perform general purpose computations with graphics APIs, the general purpose processing algorithm has to be converted in graphics terms. Several complex algorithms have been accelerated in this way, during the first years of GPGPU computing in the early 2000s, before the appearance of general purpose GPU languages such as CUDA or OpenCL. During that time, researchers have realised that the parallel computing capabilities of GPUs can outperform CPUs and they managed to leverage their power in this way. A comprehensive collection of the variety of techniques developed over the years can be found in [14].

In its simplest form, this procedure is implemented as follows. The input and output data of the algorithm are mapped to textures, which are represented by 2D arrays. Then the programmer draws a planar geometry parallel to the texture, which covers exactly the desired portion of the texture on which computation has to be performed e.g., a rectangular region. The parallel computation which is invoked for each output position is described in a fragment shader or a fixed function specified by the graphics API. Finally, the graphics hardware takes care of the execution.

III. CERTIFICATION-READY GENERAL-PURPOSE COMPUTING USING GRAPHICS

In this Section we survey the 3 certification-ready solutions for general-purpose computations on top of graphics APIs. Table I summarises the characteristics and trade-offs of each method in terms of certification effort and performance, which are further analysed in the description of each solution.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>OpenGL SC 1.0.1</td>
<td>++</td>
<td>++</td>
<td>++</td>
<td>++</td>
<td>++</td>
<td>++</td>
</tr>
<tr>
<td>OpenGL SC 2.0</td>
<td>++</td>
<td>++</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>++</td>
</tr>
<tr>
<td>Brook Auto / BRASIL</td>
<td>++</td>
<td>++</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>++</td>
</tr>
</tbody>
</table>
GPU operations which can be performed for each vertex and for each output pixel are predefined and cannot be changed.

In terms of certification, this is very convenient since it only requires to certify the CPU API code according to DO-178C as any other airborne CPU software. Historically, programmable GPUs featured only this fixed functionality, because the functionalities exposed by the OpenGL 1.x API were implemented directly in hardware, and therefore could not be changed.

However, this is not the case in modern GPUs, which are fully programmable both in vertex and fragment processing, as well as in other stages of the graphics pipeline which are not used for general purpose computations and therefore their description is considered outside of the scope of this paper, such as geometry and tessellation. This means that a modern OpenGL SC 1.0.1 driver is restricting access to the programmable features of the GPU, providing only access to the functionality exposed by the OpenGL SC 1.0.1 specification. Internally, this functionality is implemented using software, i.e. vertex and fragment shaders, which have been written and validated by the GPU driver vendor. The fixed functionality provided by each of the API calls can be implemented with minimal shaders, consisting of just a few GPU instructions. Moreover, the outcome of these operations can be easily validated against the well known behaviour of older fixed functionality GPUs which implement these operations in hardware and the official Khronos OpenGL SC 1.0.1 Conformance suite.

Therefore, OpenGL SC 1.0.1 provides the easiest path to certification at the expense of limited functionality, since if some desired operations are not provided by the standard, they cannot be implemented. This reduces significantly the potential for general purpose computations on the GPU. However, there are still a few general purpose algorithms which can be accelerated this way. For example, basic image processing tasks can be accelerated. Other types of algorithms include sorting [15], cryptographic operations such as AES [16] and matrix operations such as matrix multiplication [17].

The biggest limitation in this case is that the OpenGL SC 1.0.1 standard only supports textures with 4 channels (Red, Green, Blue, Alpha) of 8-bit each. In the past this was a true hardware limitation of older GPUs, similar to the fixed function limitation that we mentioned earlier. However, all current GPUs do support at least 32-bit integer and floating point formats, with latest ones supporting even 64-bit ones. In fact, higher precision textures have been added in GPUs before full programmability was introduced, which means that there exist GPGPU techniques with fixed functionality relying on 24 or 32-bit texture support and therefore cannot be used on OpenGL SC 1.0.1. Therefore, the fact that this feature is not exposed by OpenGL SC drivers reduces the potential for general purpose acceleration, but it simplifies further the validation of the fixed functionality, allowing even exhaustive range tests for the GPU operations.

It is worth noting that although in terms of standards compliance, general purpose algorithms implemented in that way are trivial to be checked with existing code analysis tools for conventional avionics software, manual code reviews checking their functionality are more complicated. The reason is that the graphics hardware is used in non-obvious ways in order to achieve the desired functionality. Consequently, extensive documentation of the code is required when this method is used.

B. OpenGL SC 2.0

The OpenGL SC 2.0 standard added support for programmable shaders, enabling more advanced processing capabilities. Similar to the OpenGL SC 1.0.1, it is based on the embedded version of the OpenGL standard, in particular on the OpenGL ES 2.0, which introduced programmable shaders in the embedded GPUs. While OpenGL SC 1.0.1 featured some differences with its base standard, OpenGL SC 2.0 is a fully compatible subset of OpenGL ES 2.0. As with its safety-critical predecessor, the OpenGL SC 2.0 specification has removed all dynamic features which complicated certification, mainly the online compilation of vertex and fragment shaders.

In terms of the GPU graphics API, apart from some small differences in the API calls with the OpenGL SC 1.0 version, OpenGL SC 2.0 does not present any particular challenge with respect to certification. The main difference comes from the fact that now GPU code is explicitly provided in a programming language instead of being hidden behind fixed-functionality API calls. Both vertex and fragment shaders are written in the OpenGL ES Shading Language 1.0 [18] (GLSL ES 1.0), which is the same dialect used in OpenGL ES 2.0. Interestingly, GLSL ES 1.0 is a very certification friendly subset of C. Unlike C, it is a strongly typed language, requiring explicit conversions between different types. Both static and dynamic recursion is disallowed and loop structures are well defined. Support for non-statically determined loop structures such as while and do-while loops is not mandatory to be supported, while for loops can only use a single, non-global loop variable which cannot be changed within the loop body. While array indexing is supported, both for matrices and textures, no pointers exist in the language. Function parameters need to be explicitly annotated as read-only inputs (in), output (out) and both input and output (inout) similar to Ada. GPU programs can have multiple read-only inputs but can have only a single, write-only output. These features make GLSL ES 1.0 very convenient to be checked with code analysis tools for regular safety-critical CPU code. Such checks are performed statically when the shaders are compiled and linked offline. At runtime, the program only needs to load the precompiled and verified GPU binaries.

Out-of-bounds array accesses do not result in memory violations i.e. memory corruption or exceptions, but depending on the texture configuration specified using the host OpenGL SC 2.0 API, may return the value of the first or the last element of the texture dimension (CLAMP_TO_EDGE) or simply wrap around over the texture values (REPEAT). This is frequently desired behaviour in graphics in order to avoid expensive checks over border conditions, as well as simplifying the
written code, but it also acts in favour of safety when OpenGL SC 2.0 is used for general purpose computations.

As mentioned earlier, a vast body of works exists regarding the implementation of a multitude of general purpose algorithms, mainly using programmable shaders and extended precision textures [14]. However, the OpenGL SC 2.0 standard retains the same limitation with OpenGL 1.0.1 (and their ES counterparts), that only 4-component textures are permitted for GPU input and output despite the actual capabilities of the underlying hardware, which means that known GPGPU techniques cannot be directly used. A software solution to overcome this limitation has been developed quite recently, with the work presented in [19]. In that paper, mathematical transformations for conversion from and to any C supported format were introduced, enabling the use of any existing techniques for GPGPU computing over OpenGL SC 2.0.

In terms of flexibility, OpenGL SC 2.0 allows to implement almost any general purpose algorithm, with few limitations. First, the size of the input and the output of the program is limited by the maximum texture dimensions allowed by the GPU hardware. In case there is a need to process larger data sets, this has to be implemented by manually passing the data to and from the GPU in multiples of that size, and possibly process them in steps. Furthermore, since textures are natively represented as 2D arrays, the programmer needs to use manually implemented address translation tricks to convert single dimensional array accesses to 2D and vice versa. Moreover, atomic operations within the GPU shaders are not permitted, although they can be emulated with certain graphics tricks such as the blending feature which is exposed with a fixed-functionality API call. Similarly, the fragment processors which are mainly used for running general purpose computations are not capable of scatter i.e. writing in arbitrary positions in the output. However, this functionality can be implemented with address sorting [20] or vertex shaders and the blending functionality in order to handle atomic updates in the same output positions [21]. Also, the support for bitwise operators within OpenGL SC 2.0 shaders is limited, which makes it not suitable for algorithms which rely on operations of this kind.

Compared to OpenGL SC 1.0.1, OpenGL SC 2.0 can achieve not only higher functionality and flexibility for general purpose computing, but also higher performance. As we already mentioned, fixed function operations are usually implemented in software with few instructions. Multiple fixed function passes of an OpenGL SC 1.0.1 applications can be merged in a single fragment shader in OpenGL SC 2.0. This means that for the same computation, less GPU calls are needed, and therefore higher performance can be achieved. In terms of lines of code, although the amount of API calls is reduced in OpenGL SC 2.0, there is additional code written for the vertex and pixel shaders. As a consequence, the certification cost of OpenGL SC 2.0 code is higher compared to OpenGL SC 1.0.1, since now the user is responsible also for the verification of the GPU shaders.

Fortunately, the compliance checking of both CPU API calls and GPU code can be performed easily with automated tools. However, in terms of manual code review, understanding OpenGL SC 2.0 GPGPU code can be more complex than understanding OpenGL SC 1.0.1 GPGPU code. The reason is that not only the graphics hardware is used for non-obvious operations, but also the complexity of the code is increased due to the numeric format conversions and address translations, as well as when scatter and blending functionality are used for the implementation of atomic operations.

C. Brook Auto / BRASIL

The third alternative solution for general purpose computations on DO-178C certified graphics environments is Brook Auto [5] / BRASIL [22]. This solution is an evolution of the Brook GPU language [23], predecessor of CUDA. It defines a safety-critical GPGPU language subset with several recommended features by functional safety standards, allowing the certification of the application code as opposed to CUDA.

Brook Auto [5] shares many common features with GLSL ES 1.0 which is used in OpenGL SC 2.0 shaders. The reason is that Brook Auto generates GLSL ES 1.0 code, taking away the complexity introduced by the numerical conversions and address translations which are required for GPGPU computing on this safety critical API, as explained in the previous subsection. The Brook Auto subset complies with MISRA-C [4]. In addition to the strong typing and absence of recursion which are common with GLSL ES 1.0, Brook Auto enforces all loops to be statically upper bounded. In addition, similar to GLSL 1.0 the output of the kernel needs to be annotated with the out keyword. Therefore, Brook Auto can be statically analysed with existing tools used for avionics CPU code.

Brook Auto has an open-source source-to-source compiler implementation called BRASIL [22], which generates GLSL ES 1.0 code for the GPU shaders and OpenGL SC 2.0 code for the CPU API management. Therefore it also hides all the complexity related to the texture management, vertex setup, offline shader compilation and shader loading and setup during execution. As a consequence, Brook Auto resembles significantly the CUDA programming model, in which the programmer can just focus on writing the GPGPU code, invoke it similar to a CPU function call, and only take care of data movements from and to the GPU.

Brook Auto supports multiple compiler back-ends, including the generation of sequential, deterministic CPU code which can be used for debugging, GPU emulation and code coverage analysis at source code level, as well as for functional validation. In addition, it features a multi-core back-end which allows to execute the same code on multi-core architectures, as well as various GPU back-ends, which facilitates the development of the application code regardless of the target platform. A big benefit of this approach is that it allows the migration of the application code in a new target platform from a single Brook Auto / BRASIL code base, as we discuss in the next Section.

The tool qualification of the Brook Auto BRASIL compiler according to the ISO 26262 automotive standard for ASIL
D – the highest assurance level in automotive – has been studied in a recent academic work [22]. Although DO-178C and its Software Tool Qualification supporting document DO-330 [24] define more Tool Qualification Levels than ISO 26262, essentially the required evidence for the tool qualification of a tool such as a compiler used for the development of code of the highest criticality in both standards is very similar. In particular, BRASIL relies on extensive checks of the generated code and allows full source code traceability to facilitate additional manual inspection.

Thanks to its small codebase and compliance with safety-critical standards and language subsets (MISRA C, ISO 26262, OpenGL SC 2), Brook Auto/BRASIL can lower the DO-178C certification cost of avionics GPGPU software. In a recent demonstration with an avionics case study from Airbus Defence and Space, Madrid, Spain on top of an avionics-grade AMD E8860 GPU and a certified OpenGL SC 2.0 driver from CoreAVI, Brook Auto achieved a reduction of an order of magnitude in the amount of code and in the development time compared to a manual OpenGL SC 2.0 implementation [25]. More importantly, this result was achieved without prior knowledge of the language.

In terms of flexibility, the OpenGL SC 2.0 back-end of Brook Auto has identical capabilities and limitations with manually implemented OpenGL SC 2.0 GPGPU code. The only difference is that in its current version, Brook Auto lacks native support for scatter and atomic operations, which are frequently avoided in GPGPU computing since they result in lower performance compared to scatter-to-gather transformation used in GPUs. Despite that, the address sorting technique [20] which we mentioned earlier can be used. Brook+ [26], AMD’s offering to compete with CUDA when it first appeared, already provided syntax for native scatter support. As a Brook subset, Brook Auto code is fully compatible with the Brook+ toolchain, so in order to retain this property, we are currently working on the implementation of scatter preserving compatibility with Brook+.

Regarding performance, [5] has shown that Brook Auto / BRASIL generated code can achieve between 50% and 90% of the performance of a small hand written and optimised matrix multiplication benchmark. Further comparison with a more complex avionics case study provided in [25] showed that Brook Auto / BRASIL code can achieve the same real-time performance with the handwritten OpenGL SC 2.0 version, meeting the 60 frames per second refresh rate requirement of an avionics display. Deeper investigation removing the requirement to limit performance to the display refresh rate has shown that the performance difference between the two solutions is minimal, and only exhibited under the highly optimised CoreAVI GPU driver, while on the AMD GPU driver the two versions provided almost identical performance.

Overall, from the above comparison we can conclude that Brook Auto / BRASIL is a step ahead compared to OpenGL SC 2.0 in the development of avionics GPGPU software, since not only it can achieve DO-178C certification in the same way that OpenGL SC 2.0, but it can also reduce its cost. This is achieved by automating low-level, error prone tasks and by providing additional verification means. This allows to perform code reviews in smaller amounts of Brook Auto / BRASIL code focusing on the true functionality of the software, while the full generated OpenGL SC 2.0 and GLSL ES 1.0 code is also available for code review as in the case of manual OpenGL SC 2.0 GPGPU application development, and traceable back to Brook Auto / BRASIL code.

IV. UPCOMING CERTIFIED GPGPU METHODS

In the previous Section we examined the existing GPGPU methods which can achieve DO-178C certification in aircraft flying today. However, general-purpose GPU computing is highly desired in certified environments and industry is currently working in the development of new solutions that will bring new capabilities, such as the upcoming Vulkan SC standard by Khronos and other methods building on top of it. Table II summarises the certification and performance trade-offs of these solutions, which we discuss in detail in the following subsections.

A. Vulkan SC

Vulkan SC is a safety-critical subset of Khronos’ Vulkan standard which is currently under definition. However, an early preview implementation of Vulkan SC is already available by CoreAVI, known as VkCore. Vulkan SC’s low-level hardware access allows fine-grained hardware control beyond the one that is possible at the OpenGL SC 2.0 level, enabling high-performance and new functionalities, both in terms of graphics and compute. When it will be ratified by Khronos, it is going to be the first certified native general-purpose GPU computing solution. This means that general purpose computations will be specified directly by the programmer without the need to be mapped to any obscure graphics-related operations, similar to CUDA, OpenCL or Brook.

As it is the case of other solutions which enable GPU programmability, Vulkan SC consists of two parts: a CPU-oriented API and a GPU programming language. The CPU API allows the configuration of the GPU in order to perform graphics or compute operations. In terms of graphics processing, Vulkan SC can achieve the same functionality as OpenGL SC 1.0.1 or OpenGL SC 2.0, as well as to extend them with arbitrary new features, fully exploiting the hardware capabilities of GPUs. However, due to the low-level nature of Vulkan SC and the fine-grained control that it offers, the same functionality is achieved with many more API calls. Note that this is not necessarily negative. A similar increase has been experienced between OpenGL SC 1.0.1 and OpenGL SC 2.0, since additional capabilities are offered.

In a similar way, Vulkan can enable general purpose compute processing. Again, Vulkan SC can implement the same functionality offered by general purpose GPU languages such as CUDA, OpenCL or Brook. However, the same functionality is offered again with significantly more API calls. In terms of the lines of code required for compute among different solutions, CUDA and Brook require the least amount of code.
For each CUDA or Brook API call, OpenCL requires multiple API calls, since it provides finer-grained control [27]. The same relationship exists between OpenCL and Vulkan, each API call of which corresponds to multiple API calls of Vulkan.

Regarding the GPU programming language, Vulkan uses the OpenGL Shading Language (GLSL) similar to OpenGL SC 2.0, both for graphics and compute shaders. The main difference is that Vulkan supports the latest GLSL version which is constantly updated with new features. Each new GLSL version is a superset of the previous one and the programmer can specify the GLSL version required by a given shader, which means that even OpenGL SC 2.0 vertex and fragment shaders written in GLSL ES 1.0 can be used directly with Vulkan. Vulkan GLSL shaders have similar properties with the GLSL ES 1.0 ones analysed in the previous Section, which makes them certification friendly, including the absence of pointers. Therefore they can be analysed by existing tools used for conventional CPU avionics code.

In the case of compute shaders, Vulkan exposes additional features such as bitwise operations, access to on-chip memory shared by multiple GPU threads executing in the same GPU shader core, synchronisation among threads and atomic operations. Moreover, in addition to 2D texture accesses, Vulkan allows accessing GPU memory in a flat, 1D fashion as it is the case in CPU code. This removes the restrictions of read-only inputs and single-output restrictions of OpenGL SC 2.0, however when this feature is used, the additional safety of out-of-bounds accesses provided by the texture hardware is no longer guaranteed. In addition, a unique property of compute shaders (also known as kernels) is that the programmer has full control over how many GPU threads will be used for the computation and how they will be organised in groups which will be executed in the same GPU shader core.

As in the case of the existing safety critical GPU standards, Vulkan SC is also going to be compatible with the full Vulkan standard, removing dynamic features which can hinder certification. Among these features, the concept of offline GPU shader compilation similar to OpenGL SC 2.0 is going to be preserved. More concretely, Vulkan GLSL code is compiled to SPIR-V bytecode which is portable among different GPU and driver vendors and is translated offline to the target GPU binary code. When the GPU application starts executing, the GPU binary code is loaded and executed using the corresponding Vulkan SC API calls.

Due to the fact that Vulkan SC is a very low-level API, it offers maximum flexibility in the implementation of any GPU operation available by the GPU hardware and high performance. This comes at the expense of higher complexity and amount of code, mainly at API level, but also at the shader level, since the new functionalities allow writing more complex shader code. Consequently, manually written Vulkan SC graphics code will have increased certification cost compared to OpenGL SC 2.0 graphics code. However, graphics code for avionics Human Machine Interfaces (HMIs) is rarely manually written. Instead, qualified code generators are used such as SCADE’s Display or DISTI’s GL Studio, which facilitate certification regardless of the graphics solution.

On the other hand, manually written Vulkan SC compute code can have a similar certification cost with GPGPU techniques over OpenGL SC 2.0, because despite the higher number of lines of code, the general purpose functionality is more obvious for manual code reviews. Therefore, compared to other general purpose GPU programming languages, Vulkan SC will require higher development and certification effort considering that the certification cost depends on the code size.

However, Vulkan is not intended to be used directly by the application developers, with very few exceptions in which the application requires low-level access to the GPU hardware features which cannot be exploited in another way. Instead, Vulkan is a building block that can be used for building higher level abstractions. For example, we can see a similar trend in the gaming industry, which was one the main drivers of the Vulkan development, aiming to satisfy the need of gaming developers to have full control over the GPU operations in order to achieve high performance. No game title is developed in Vulkan, despite its portability. Instead, Vulkan is used to build highly optimised game engines, which are subsequently used by application developers. Moreover, GPU driver vendors use Vulkan as a basis for their OpenGL based software stacks, which in the past were directly implemented on top of the hardware. Other companies such as Google, use Vulkan in the ANGLE project as a translation layer for various graphics APIs [28] in order to support multiple platforms for the Chromium browser and the Android operating system.

We expect a similar situation in the avionics industry. In fact, CoreAVI already provides an implementation of their OpenGL SC 1.0.1 and OpenGL SC 2.0 drivers on top of Vulkan SC, which are known as VkCore GL SC 1 and VkCore GL SC 2. Therefore, we are argue that Vulkan SC will be used with higher-level abstractions to lower the certification cost of future avionics GPGPU software. Two solutions in this direction are vendor-provided libraries and high-level GPU languages such as Brook Auto / BRASIL, which we discuss in the following subsections.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Vulkan SC</td>
<td>+++</td>
<td>+++</td>
<td>+</td>
<td>+++</td>
<td>+++</td>
<td>+++</td>
</tr>
<tr>
<td>ComputeCore</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+++</td>
</tr>
<tr>
<td>Brook Auto / BRASIL (Vulkan SC)</td>
<td>++</td>
<td>++</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
</tbody>
</table>
A solution which can minimise certification cost of GPGPU avionics code is the use of precompiled, optimized and certified GPU implementations provided by safety critical driver vendors or experts. This is the solution offered currently by CoreAVI with the ComputeCore product, which offers common algorithm implementations such as matrix operations, Fast Fourier Transforms (FFTs) or image filters, executed on top of CoreAVI’s Vulkan SC driver. Conceptually, this approach is very similar to the shaders which nowadays implement the fixed functionality of OpenGL SC 1.0.1 within GPU drivers, as we described in the previous Section. However, the big difference in this case is that ComputeCore algorithms are not trivial, but they are computationally intensive algorithms which are commonly used in multiple different applications. Moreover, their use is significantly easier, since they only consist of a GPU accelerated function call, compared to the complex set up of graphics APIs. This reduces the effort required for manual code reviews and automated code analysis to the same level followed for regular avionics CPU code.

In general, the performance of GPGPU software depends on the particular implementation choices taken during code development. The same functionality can be achieved in multiple different ways, some of which can provide better average performance than others, but can make the execution time non-deterministic, affecting its worst case execution time. For example, we have discussed earlier that modern GPUs are capable of performing scatter operations and atomic operations. However, the same functionality can be achieved at algorithmic level by converting the processing pattern of an algorithm from scatter to gather [20]. The performance and determinism of different implementations can differ vastly [29] [30], so it is up to the programmer to make the best choice. On the other hand, GPGPU libraries such as ComputeCore already incorporate such decisions in their design. Moreover, since the implementation is provided by the GPU driver implementers who have access to much more hardware-related information for the target GPU, they can achieve better performance and determinism. Furthermore, the vendors can provide complete certification evidence for these libraries, as they do also for their GPU driver.

As a consequence, this method minimizes the certification cost at the expense of reduced flexibility, e.g. it provides only a finite number of algorithm implementations. Therefore, if there is a need for a new type of e.g. image filter which is not included in the library, it has to be requested to be implemented by the vendor – provided that it is general enough so that other clients can also benefit from such development or as a part of a special agreement between the client and the library vendor. Alternatively, the new algorithm has to be implemented by the application user, as a regular GPGPU algorithm, similar to the rest of their CPU application code. However, in that case the end user will be responsible for the certification of GPGPU code.

C. Brook Auto / BRASIL Vulkan SC back-end

Another orthogonal solution which enables full programmability is the use of a higher-level GPU programming language like Brook Auto / BRASIL, which we introduced in the previous Section and can reduce the certification cost of GPGPU code. Thanks to the retargetable nature of the Brook Auto / BRASIL source-to-source compiler, Vulkan SC code can be easily generated for the verbose API calls, as well as GLSL code for the GPU kernels. In this way, GPGPU programmability can be achieved, leveraging the performance benefits and full control offered by Vulkan SC compared to the existing OpenGL SC 2.0 back-end. At the same time, BRASIL’s tool qualification methodology can be reused for the new Vulkan SC back-end, as well as its traceability to source code.

Currently we are working in the development of a Vulkan SC back-end within the BRASIL compiler. Similar to the OpenGL SC 2.0 back-end, we preserve compatibility with AMD’s Brook+ [26] Brook dialect for the kernels, in order to allow access to the new features of GPU shaders which are exposed with the use of Vulkan SC. In particular, from the Brook Auto syntax point of view, the scatter implementation is identical to the one we are implementing on the OpenGL SC 2.0 back-end, however its implementation is more straightforward on top of Vulkan SC. In addition, shared memory access, bit-wise operation support and the organisation of the GPU threads in groups are also included, as well as the possibility to access regular arrays in addition to textures. In that case, both read and write access to an input array are supported and multiple outputs from a single GPU kernel. For read-only inputs and write-only outputs we also provide the possibility to use the texture functionality as in the case of OpenGL SC 2.0, in order to leverage the additional memory safety protection offered by the GPU texture hardware. Unlike manual Vulkan implementation, using this feature in Brook Auto / BRASIL is completely transparent to the programmer.

The only functionality not present in the original Brook+ specification is exposed by Vulkan SC is the one of atomic operations. For this feature we selected to implement the same syntax with GLSL used by Vulkan SC, in order to ease the transition of Vulkan SC programmers to Brook Auto.

Apart from the reduction of the amount of source code required for GPGPU development, the second most important benefit of Brook Auto / BRASIL compared to the other methods is code reuse. Brook Auto application code developed for the OpenGL SC 2.0 back-end can be executed without changes on the Vulkan SC back-end. This can reduce significantly the re-certification cost of an application on top of a new platform. Manual code review of the original Brook Auto code does not need to be repeated, while the certification artefacts used for the OpenGL SC 2.0 version can be reused. Manual code inspection only needs to be performed on the generated Vulkan SC code, which is traceable to the Brook Auto version. This is also true for any other GPU or other accelerator technology which might appear in the future and can obtain a Brook
Auto / BRASIL back-end, including multi-cores. Brook Auto / BRASIL will be able to provide an easy way to migrate legacy GPGPU code to new platforms, while retaining low cost of re-certification. Therefore, it is a good choice for long term investment in this programming method.

Obviously, Brook Auto code using features only available on the Vulkan SC back-end (e.g. shared memory) is not portable to an older OpenGL SC 2.0 target, however this is not expected to happen, since migration happens only towards newer hardware and software platforms.

On the other hand, new developments in Brook Auto / BRASIL using the Vulkan SC back-end have comparable certification effort with the Brook Auto / BRASIL OpenGL SC 2.0 back-end. The reason is that in terms of manual code reviews of Brook Auto code, the same amount of code is used regardless of the back-end used, while the generated Vulkan SC code even though is larger than the generated OpenGL SC 2.0 code, it is more straightforward regarding its functionality. Moreover, in terms of code compliance checks with automated tools, the amount of effort is low in both back-ends, either for the Brook Auto or the generated code, and it’s further facilitated by the certification friendly features of Brook Auto and its implementation.

Since this is still work in progress, we do not have any performance numbers yet, but we expect higher performance than the one obtained on the OpenGL SC 2.0 back-end, thanks to the opportunities for lower level access in the GPU features offered by Vulkan SC. Moreover, based on the overhead analysis of our Brook Auto / BRASIL OpenGL SC 2.0 back-end presented in [25], under extreme conditions we expect a similar performance difference as the one observed with the highly optimised CoreAVI OpenGL SC 2.0 driver compared to a manually written Vulkan SC application. However, a comparison between the amount of code required for the implementation of the same avionics application in Vulkan and in Brook Auto [31] shows that Vulkan required 25× more lines of code for the same functionality and 12 times more development time. Therefore, a slight loss of performance compared to the handwritten Vulkan SC implementation can be accepted given the additional benefits provided by Brook Auto / BRASIL.

D. Discussion

We believe that all three upcoming solutions for certified GPGPU software are complementary and orthogonal between them, and we foresee all of them used for different cases. The ComputeCore library approach will be the first one to be adopted, since it lowers significantly the bar to entry in terms of GPGPU code certification and provides high performance. With the demand for general purpose computations on avionics GPUs to be increased in the following years, we expect the need for more complex functionality to be implemented, requiring more flexibility. In that case, the end users will need to develop their own GPGPU applications.

Brook Auto / BRASIL and possibly other certification-friendly high-level languages which may appear, will be pre-

![Fig. 1. Overview and possible combinations of upcoming certified GPGPU solutions. Note that the use of OpenGL SC 1.0.1 and OpenGL SC 2.0 is mutually exclusive.](image)

V. CONCLUSION

In this paper we described the existing state-of-the-art graphics-based GPGPU methods, which can achieve DO-178C certification today. These include the implementation of general purpose computations on top of Khronos’ safety critical GPU APIs OpenGL SC 1.0.1 and OpenGL SC 2.0, as well as the certification-friendly CUDA-like GPGPU language Brook Auto and its qualifiable source-to-source BRASIL compiler, which generates OpenGL SC 2.0 code. We discussed their trade-offs in terms of performance, flexibility, productivity and certification effort, identifying Brook Auto / BRASIL as the best of the two worlds.

In addition, we discussed the new generation GPGPU solutions for safety-critical systems which are currently under definition, their relation with the existing certified approaches and their trade-offs. These solutions are mainly centred around Khronos’ upcoming safety-critical graphics and compute API, Vulkan SC, and two complementary and orthogonal solutions on top of it. A library of precompiled and certified common
algorithms implementation such as CoreAVI’s ComputeCore
and a Vulkan SC back-end for Brook Auto / BRASIL. Com-
puteCore will provide the fastest and easier path towards
the certification of Vulkan SC based GPGPU computing, whereas
Brook Auto / BRASIL or similar technologies will facilitate
custom GPGPU developments and will reduce the certification
cost of such a low-level GPU API. In special cases where
full GPU control is required and the additional effort can
be managed, Vulkan SC will be used directly. Finally, the
possibility of using a combination of these solutions is also
very probable, since the end user can mix and match them
based on their needs and their trade-offs.
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