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Abstract. Recent works have assessed the capability of deep neural
networks of estimating the epicentral source region of a seismic event
from a single-station three-channel signal. In all the cases, the geograph-
ical partitioning is performed by automatic tessellation algorithms such
as the Voronoi decomposition. This paper evaluates the hypothesis that
the source region estimation accuracy is significantly increased if the ge-
ographical partitioning is performed considering the regional geological
characteristics such as the tectonic plate boundaries. Also, it raises the
transformation of the training data to increase the accuracy of the predic-
tive model based on a Projected Coordinate Reference (PCR) System.
A deep convolutional neural network (CNN) is applied over the data
recorded by the broadband stations of the Venezuelan Foundation of
Seismological Research (FUNVISIS) in the region of 9.5 to 11.5ºN and
67.0 to 69.0ºW between April 2018 and April 2019. In order to estimate
the epicentral source region of a detected event, several geographical tes-
sellations provided by seismologists from the area are employed. These
tessellations, with different number of partitions, consider the fault sys-
tems of the study region (San Sebastián, La Victoria and Morón fault
systems). The results are compared to the ones obtained with automatic
partitioning performed by the k-means algorithm.

Keywords: Earthquake location estimation · Supervised learning · Con-
volutional neural networks · Deep learning.

1 Introduction and Related Works

Reliable earthquake detection and location algorithms are needed to properly
catalog and analyze steadily growing seismic records. Artificial neural networks
(ANN) have been employed in [12], [5], [18], [15], [17] and [25] to study earth-
quake detection and location of seismics events. In [6], ANNs are employed to
pick P- and S-wave arrivals using the amplitude of three-component seismic
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traces, resulting successful on more of the 90% of the testing data. Same Au-
thors in [7], later applied back propagation ANN to identify wave type, either P
or S by using signal polarization, and achieved a performance near to 80% in the
case of P waves, compared to 60% for S waves. Parallel efforts in [24] and [23]
also developed some ANN for P and S detection, and estimate the onset times
using a variety of features as input data, including STA/LTA time series [1],
[2], windowed spectrograms, and autoregressive coefficients. Results were highly
satisfactory for both phases, and effectiveness for S detection was about 86%.
Later, a ANN with a problem adaptive structure was used by [8] for P and
S picking, and results compared to arrival times chosen by a trained analyst,
present deviations close to 0.1 sec for both phases. Recent advances of this sort
for earthquake detection are ConvNetQuake [20] and networks in [12]. Using
cataloged events as reference, ConvNetQuake and best candidates in [12] show a
100% accuracy detection. In addition, ConvNetQuake also detects an important
amount of uncataloged earthquakes in a month of continuous data, where 94% of
these events were later confirmed by autocorrelation. Such performances, along
with the lower computational costs of ANN compared to established detection
schemes (see again [20]), lend themselves a tremendous potential for processing
large seismic datasets and real time detection.

This paper presents the outcomes of an approach, called UPC-UCV-GEO,
to apply CNN over single-station 3-channel waveforms for earthquake location
estimation in north-central Venezuela. The hypothesis that the source region
estimation accuracy is significantly increased if the geographical partitioning is
performed considering the regional geological characteristics is evaluated. The
network applied is UPC-UCV, whose results for P-wave detection and basic
source region estimation (with k-means based tessellation) are described in [22].
We apply our technique to seismic data collected by broadband stations at north-
central Venezuela, during the time period of 2018 to 2019. The seismicity in the
region results from the right-lateral strike-slip faulting experienced along the in-
terface between the Caribbean and South American plates, as the former moves
to the east with respect to the latter. An important amount of this movement
seems to be accommodated along the Boconó - El Pilar fault system, that extends
across Venezuela from west to east. Several geographical tessellations provided
by seismologists from the area are employed. These tessellations, with different
number of partitions, consider the fault systems of the study region (San Se-
bastián, La Victoria and Morón fault systems). The results are compared to the
ones obtained with automatic partitioning performed by the k-means algorithm.
A review of the seismic history and tectonic of related regions can be found in
[19], [3] and [4], and references therein.

2 Methodology

2.1 Data

CARABOBO dataset is made of data provided by FUNVISIS, the official agency
for monitoring and reporting seismic activity in Venezuela. The FUNVISIS net-
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work comprises 35 stations that continuously record signals on three channels at
100 Hz; this is spread over the geographical area containing high seismic activity.
The dataset was provisioned by data collected among April 2018 and April 2019
through 5 seismological stations (BAUV, BENV, MAPV, TACV, and TURV) in
northcentral Venezuela, specifically on the region between the coordinates 9.5o

to 11.5o N and 67.0o to 69.0o W and this consists of seismic data miniSEED for-
mat and includes a catalog with metadata regarding these events(hypocenter,
P-wave arrival times, magnitude, etc.) in Nordic format.

The earthquakes have a magnitude ranging from 1.7 to 5.2 Mw distributed
over the region shown (see Figure 1), whose epicenters are located on the north-
central states of Carabobo, Aragua and Miranda. These zones contain a set of
interconnected faults such as: San Sebastián and La Victoria that make up an
important seismic area, belong to a continental scale, converging to a larger fault
system called Boconó. As well as El Pilar fault system that lies the Caribbean
and South American plates.

Fig. 1. Geographical distribution of the Boconó, La Victoria and San Sebastián faults,
and locations of FUNVISIS stations.

2.2 Earthquake Source Region Estimation

Source region estimation is a relaxed version of the earthquake location problem
that consists on, first, partitioning a study area into k geographic subdivisions
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and, second, attempting to determine to which one the earthquake epicenter
belongs. Several works have demonstrated the possibility to estimate the source
region of an earthquake from a single-station 3-channel waveform [21], [22], [20].
In this work, source region estimation is approached as a multiclass classifica-
tion problem. First, the wave is divided into three-channel temporal windows
of a fixed-size, and these windows will be classified into k+1 classes: one class
for windows not containing a P-wave (negatives) and k classes for windows con-
taining a P-wave (positives) but classified into the k geographic regions that we
want to discriminate.

2.3 Partitioning the Study Area into Geographic subdivisions

In order to perform source region estimation, it is first necessary to partition the
study area into multiple geographic subdivisions and to define the membership
criteria. Previous works, such as [21] and [22], attempted to automatically infer
a relevant geographic partitioning directly from the dataset, with the help of a
clustering algorithm. Contrary to those methods, in this work the geographic
partitioning is provided by seismologists from the study area.

Based on the geographical subdivision that the FUNVISIS expert gave us
(see Figures 2 and 3), four different partitions were obtained (k = 3, 4, 5, 10).
All these delimited by irregular polygons covering the main seismic faults of
Venezuela, according to the following study [14].

Fig. 2. Clustering the locations of all the earthquakes with fault-based geographic
partitioning on 4 zones.

Seismic hazard studies carried out north and central Venezuela by FUNVISIS
analyze the seismic activity in shallow seismogenic regions ([10], [11]). These
regions were defined as polygons around each fault segment, which were chosen
according to their tectonics and degree of seismicity (see Figure 3). At first, 10
regions were delimited, which were later regrouped in new bigger regions with
similar seismic-tectonic characteristics, leaving the whole study area split into
the 4 regions shown in Figure 2.
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Fig. 3. Clustering the locations of all the earthquakes with fault-based geographic
partitioning on 10 zones.

2.4 Data Preprocessing

For the training of the model, a filtering is carried out first, purging the most
dispersed events over the study region in order to reduce overfitting.

Input waveforms are first normalized and divided into single-station streams.
Each 3-channel single-station stream is split into multiple 3-channel temporal
windows of a fixed size. With the events information obtained from the meta-
data files, we divide the windows into k + 1 classes: one class for windows not
containing a P-wave (negatives) and k classes for windows containing a P-wave
(positives) but classified into the K geographic regions that we want to discrimi-
nate. With a 50 sec./window our preprocessing stage yields 12, 685 positives and
84, 911 negatives. The classification of windows among the different K regions
is done using clustering the locations of all the earthquakes with a fault-based
geographic partitioning provided by a seismologist.

In Figures 2 and 3, we can observe the several segmentations granted by
FUNVISIS and the distribution of the events over the study region that will be
used for the comparison of the k-means clustering method.

2.5 Spatial Data Preprocessing

In the Carabobo dataset, each of its records contains coordinates that indicate
the epicenter of seismic events. To deal with this information is necessary to
have a reference frame capable of making sense of these data to view and ma-
nipulate them and thus feed the CNN model. This reference frame is known as
Coordinate Reference System(CRS) [13], classified in Geographical Coordinate
System (GCS) and Projected Coordinate System (PCS). Figure 4 shows the rep-
resentation of a specific place on earth,on the left, we have its three-dimensional
visualization on the globe with a GCS, and on the right, the two-dimensional
projection of this same point projected in PCS.

The first is a reference framework that defines the locations of features on
a model of the earth. It’s shaped like a globe-spherical. Its units are angular,
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Fig. 4. Types of coordination reference system.

commonly degrees. It’s the best for the location and visualization of elements,
but distance measurements have a distortion when using latitude and longitude
due to the earth’s shape. The second is flat. It contains a GCS, but it converts
that GCS into a flat surface using a projection algorithm [13] and it is excellent
for performing calculations involving distance measurements over geographic
areas.

For our dataset, we have selected the GCS called WGS84 to work with our
initial data and its corresponding PCR named Pseudo-Mercator, which is by de
facto the standard for web services such as Google Maps, Bing Maps, OpenStreet,
among others. The coordinates provided generate perimeters with undefined
shapes, which in Spatial Data are known as irregular polygons. In order to handle
this information, it is necessary to create a JSON (See Listing 1) structure that
could store an indeterminate number of points that formed these polygons.

The JSON file contains a key called clusters, whose value is composed of a
list of elements that describe the n-regions of which the coordinates define each
region’s perimeter. An essential section of the file is the points key, because here
the coordinates that delimit the boundary and shape of the area are stored;
unlike other approaches here, there is no fixed number of elements when forming
the list.

For instance, the list 1 shows an irregular polygon is made up of 3 points
while the second zone is made up of 5. After defining the type of CRS and
the JSON structure that stores the shape of the polygons, we proceeded to use
Computational Geometry techniques to assign each of the events to a specific
cluster and label it for use model training process. To this, we face the Point in
polygon (PIP) problem in which it is decided whether or not a point is in an
irregular polygon, described below:

Given a pointR and a polygon P represented by n points: P0, P1, ..., Pn−1, Pn =
P0, determine whether R is inside or outside the polygon P . When a line is drawn
from R to other point S that is wagered to extend outside the polygon. If this
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1 {

2 "cluster_type": "RCPoligons",

3 "clusters":[

4

5 {

6 "id": 1,

7 "label": "Zone_01",

8 "points": [

9 {"x": 10.41413, "y": -67.90393},

10 {"x": 10.42613, "y": -66.10873},

11 {"x": 10.39413, "y": -66.90323}]

12 },

13

14 {

15 "id": 2,

16 "label": "Zone_02",

17 "points": [

18 {"x": 10.71413, "y": -66.20393},

19 {"x": 10.62613, "y": -66.40873},

20 {"x": 10.79413, "y": -67.10323},

21 {"x": 10.22763, "y": -66.30822},

22 {"x": 10.11113, "y": -67.09223}]

23 },

24

25 ...

26 ]

27 }

Listing 1: JSON Structure
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line RS crosses the edges ei = PiPi+1 of the polygon an odd number of times,
the points is inside P, otherwise it is outside.

To carry out the PIP queries, we used Shapely’s binary predicates [9] that
implement these algorithms to assess the topological relationship between ge-
ographic objects. It is based on the widely deployed GEOS (Geometry Engine
Open Source), allowing work with three main Point, Line String, and Polygons
objects. These algorithms are used to determine whether a seismic event falls
within the perimeter of a given zone.

2.6 Network Architecture

Our model, called UPC-UCV, is a CNN that takes a multiple-channel single-
station seismogram window as input and outputs k + 1 probabilities estimating
if the window contains a P-wave originated at one of the k given locations (one
of the outputs is the probability that the window does not contain any P-wave).
Figure 5 illustrates the overall network architecture.

Fig. 5. Network architecture with a 3-channel input, 4 convolutional+max pooling
layers, 3 fully connected layers and a softmax layer

The network has four 32-kernels convolutional layers, each one of them with
an associated max pooling layer. The convolutions are applied in a 1D fashion
(only through the temporal axis), but the kernels are 2D to process the multiple
input channels. Given a 2D kernel k of size s× c (width s over c channels) of a
given layer l, W k,l ∈ IR2s+1×c :

W (k,l) =



W
(k,l)
−s,1 . . . W

(k,l)
−s,c

...
...

...

W
(k,l)
0,1 . . . W

(k,l)
0,0 . . . W

(k,l)
0,c

...
...

...

W
(k,l)
s,1 . . . W

(k,l)
s,c


(1)
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The discrete convolution of the input 2D tensor Y with filter W k,l at position t
(the kernel only moves in 1D) is given by:

(Y ∗W k,l)t =

s∑
u=−s

c∑
v=1

W k,l
u,v ∗ Yt+u,v (2)

The output t of a convolutional layer l and kernel k is computed as:

Y
(l)
k,t = σ(b

(l)
k + (Y (l−1) ∗W k,l)t′) (3)

where t′ is index of the previous layer where the convolution will be applied.
t′ depends on t but also on the stride (2 in our case). σ()̇ = max(0, )̇ is the

nonlinear Rectified Linear Unit) (ReLU) activation function and b
(l)
k is the bias

term for kernel k in layer l. We employ 32 kernels with shape 5 × 3 in the first
layer and 5×32 in the subsequent convnet layers. After each convolutional layer
we apply a max-pooling layer with a pooling window of size 5 and stride 3.

After the last convolutional layer we flatten the resulting 2D tensor into a
1D tensor. This feature vector is then processed by three fully connected layers
with ReLU activation functions (10 neurons the first ones, k + 1 neurons the
last one). Finally, a softmax function is applied to the class scores to obtain a
properly normalized probability distribution.

3 Experiments and Results

This work’s main objective is to assess the effectiveness of source region esti-
mation using a geographic partitioning provided by an expert and determine
the impact on the prediction’s improvement using a PCR transformation, com-
pared with the approach automatically generated with k-means as in [22]. The
UPC-UVC network’s best configuration was taken as a basis, considering the
network’s parametrization and geometry to carry out this new approach.

The experiments were performed on equipment provided by the Computer
Architecture Department of the UPC. The device had Intel(R) Core(TM) i7-
3770 CPU running at 3.40GHz and 8GB in RAM. With this configuration, the
training process was carried out between 3 to 4 hours per model.

In the first instance, a set of experiments were performed to determine if
Spatial-Data techniques within the pre-processing of the training data increased
the accuracy of the model prediction results. The data in the Table 1 describe the
experiment; in the first column, we partition the study area into k regions; in the
second column, we have the experiment’s result without using a pre-processing,
taking by default a Geographical Coordinate System(GCS) as in the works [22],
[16]. In the last column, we have the effect after transforming the original data
and converting them into a Projected Coordinate System(PCS). As shown in
the table, the post-transformation result obtains an accuracy higher than 90%
in each of the cases.

Table 2 summarizes the results of UPC-UCV-GEO obtained using spatial
data pre-procesing. The results of ConvNetQuake and UPC-UVC are provided
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for comparison. For a small number of geographic subdivisions (3-5), the ob-
tained results don’t enable to confirm the target hypothesis. The partitioning
into 4 regions recommended by the expert (UPC-UCV-GEO with K=4) pro-
vided an accuracy of 95.43%, just slightly above than the results for a k-means
based partitioning (UPC-UCV) with K=5 (93.36%) and slightly below than the
results for a k-means based partitioning (UPC-UCV) with K=3 (95.68%). How-
ever, the hypothesis seems to be confirmed for a more fine-grained partitioning
(K=10), as UPC-UCV-GEO obtains an accuracy of 91.43% while the accuracy
of UPC-UCV degradates to 66.10%.

Table 1. Forecasting impact of source region estimation based on Coordinate Reference
System

K Zones Accuracy GCS Accuracy PCS

4 86.52% 95.43%

10 87.72% 91.78%

16 88.93% 91.43%

Table 2. Source region estimation results

K Zones Model Accuracy

3
ConvNetQuake 84.58%

UPC-UCV 95.68%

4 UPC-UCV-GEO 95.43%

5
ConvNetQuake 82.08%

UPC-UCV 93.36%

10
UPC-UCV-GEO 91.78%

UPC-UCV 66.10%

4 Conclusions

In this paper, we have evaluated the hypothesis that the accuracy of methods
(such as [22] and [20]) for the automated estimation of the epicentral source
region of a seismic event is increased if the geographical partitioning is performed
considering the regional geophysical characteristics. The UPC-UCV-GEO deep
convolutional neural network is applied over the CARABOBO dataset, consisting
of three-channel seismic waveforms recorded in north-central Venezuela from
April 2018 to April 2019. Instead of partitioning the data with K-means, we
have applied several geographical tessellations provided by seismologists from
the study area.
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While the obtained results for a small number of geographic subdivisions
are not better than the ones obtained with k-means clustering, the good results
obtained with a large number of subdivisions (91.78% with K=10) outperform
the k-means approach (66.10%). It should be noted that to obtain these results,
the use of spatial-based techniques significantly improved the final model. This
confirms the target hypothesis that the source region estimation accuracy is
significantly increased if the geographical partitioning is performed considering
the regional geophysical characteristics such as the tectonic plate boundaries.

5 Data and resources

In order to enable the reproducibility the results, the data and the source code
used in this work are publicly available on https://github.com/rtous/deepquake.
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