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Abstract—The number of functionalities controlled by software on every critical real-time product is on the rise in domains like automotive, avionics and space. To implement these advanced functionalities, software applications increasingly adopt artificial intelligence algorithms that manage massive amounts of data transmitted from various sensors. This translates into unprecedented memory performance requirements in critical systems that the commonly used DRAM memories struggle to provide. High-Bandwidth Memory (HBM) can satisfy these requirements offering high bandwidth, low power and high-integration capacity features. However, it remains unclear whether the predictability and isolation properties of HBM are compatible with the requirements of critical embedded systems. In this work, we perform to our knowledge the first timing analysis of HBM. We show the unique structural and timing characteristics of HBM with respect to DRAM memories and how they can be exploited for better time predictability, with emphasis on increased isolation among tasks and reduced worst-case memory latency.

I. INTRODUCTION

Advanced software functionalities, like autonomous operation, build on complex Artificial Intelligence (AI) algorithms [1], yield unprecedented memory performance requirements that corresponds to the need to collect enormous amounts of data coming from sensors (e.g., cameras, LiDARs and radars) that must be processed at high rates. The bandwidth requirement of these applications have reached 60GB/s, and advanced applications are projected to require from 400GB/s to 1TB/s [2]. However, the scaling of the off-chip memory bandwidth has not been able to keep up with the increased processing capabilities. Currently, Graphics Double Data Rate (GDDRx) and Dynamic Random Access Memories (DRAMs) are used to provide high bandwidth, but they are still limited due to the narrow interface. Moreover, GDDRx uses high data rate to provide high bandwidth which comes at a considerable power cost [3].

High Bandwidth Memory (HBM) comes as an alternative implementing wider channels (128 bits) providing bandwidth up to 1TB/s [2], while consuming lower power and having higher capacity in comparison to GDDRx. Also, unlike the other variant of 3D-stacked DRAM — Hybrid Memory Cube (HMC), HBM is adopted as a JEDEC standard, implements much wider data bus and resides on the same silicon interposer as the processing unit. HBM, common in GPUs, FPGA-CPUs and System on Chips like the Xilinx UltraScale+, is better equipped to handle increased memory requirements of GPU and accelerator-based architectures [4], [5]. A recent study suggests the combination of low power consumption and high bandwidth make this category of memory ideal for embedded systems as well [6].

Besides the increasing average-performance requirements, applications used in automotive and avionics carry real-time requirements, where the total worst-case execution time (WCET) of all tasks should never exceed their respective dedicated deadlines. Therefore, the consolidation of HBM in critical systems requires careful analysis of its timing predictability properties with emphasis on timing isolation. This enables the safe execution of mixed-criticality software and predictable and tight worst-case memory access latency so that it can be shown that the benefits of HBM in average memory performance remain for worst-case memory performance.

To study the main memory system from the real-time perspective, two system components need to be analyzed: the memory device itself and the on-chip memory controller managing accesses to the device [7]–[9]. In this first analysis of HBM from a real-time systems perspective, we focus on the HBM device to capture its architectural characteristics and functionalities that can affect timing predictability such as device access behavior, timing properties and performance metrics. Additionally, by focusing on the device, the analysis and observations we provide in this paper are general and not limited to a specific scheduling technique deployed by the memory controller. Our analysis leads to key insights as a first essential step opening the door towards designing predictable HBM memory controllers. Overall, we make the following contributions.

1) We analyze HBM’s device structure and the changes it brings to its functional and timing behavior compared to the DRAMs. This leads us to identify unique features of HBM from the latency-guarantee perspective that are not present in other DRAM-based memories. These are articulated as a set of observations (Section II).

2) We analyze the impact of the main HBM features to increase isolation or decrease worst-case latency (WCL). To that end, we develop an HBM specific latency formulation for certain HBM features and a set of illustrative time diagrams comparing DRAM and HBM. Our analysis shows that HBM can indeed represent a promising memory protocol for real-time embedded systems (Section III).

3) We perform an empirical comparison of the latest HBM standard (HBM2) and DDR4 DRAM with the state-of-the-art DRAM-Sim3 [10] simulator integrated with MacSim [11]: a detailed cycle-accurate processor simulator (Sections IV-B and IV-C). Our comparison assesses overall average performance, worst-case performance, and isolation properties using a wide set of representative as well as synthetic benchmarks and kernels.

4) We develop a timing simulation model derived from the JEDEC standards of HBM2 and DDR4 [12], [13]. The purpose of the model is twofold. It allows us to execute synthetically generated traces to further stress HBM2 and DDR4 differences. And it allows us to assess all HBM features including the recently introduced ones in the HBM2 standard [12] (such as pseudo-channels), which are not currently implemented in details in state-of-the-art memory simulators (Section IV-D). We release this model as open-source [14].

The rest of this paper is structured as follows. Section II analyzes the structural organization of HBM. Section III analyzes HBM’s fit to real-time domain. Section IV presents experimental results. Section V describes the most relevant related work and Section VI presents the main conclusions of our work.

II. HBM STRUCTURE AND FEATURES

As the dominant memory technology for several decades, extensive information about DRAM is publicly available making it easier to analyze. This includes the real-time domain with well-documented studies summarizing DRAM analysis and proposals in this field [8], [15], [16]. In contrast, HBM has recently been adopted as an industry standard by JEDEC [12]. Therefore publicly available knowledge
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base of HBM is not nearly as mature as DRAM, making its real-time analysis very challenging. Since the core of HBM uses DRAM chips as its basic building blocks, we start with a brief background about DRAM, its commands, and associated timing constraints.

A. DRAM Background

DRAM is structured in independent channels. Each channel can have one or more ranks, and each rank has a number of banks (left side of Figure 1). Each DRAM bank is a 2-D matrix of memory cells comprising rows and columns. Each bank also has a distinct row buffer caching the most recently accessed row. Accesses to DRAM are performed in the form of DRAM commands. In particular, an Activate command (ACT) fetches an entire row from cells into the row buffer, then a Column Address Strobe command (CAS) is used to perform the read (RD) or write (WR) operation. If the row buffer holds a different row than the requested one, a precharge (PRE) command is needed to write back the old row to the cells, before activating the new one. The JEDEC DRAM standard mandates specific timing constraints between different commands that must be honored to ensure correct operation. Table I describes the different constraints, while Figure 2 describes the most relevant constraints. For instance, once a read (write) command is issued, tRL (tWL) cycles must elapse before the start of transferring the associated data.

B. HBM Device Organization

HBM organizes DRAM dies into stacks (Figure 1 right), in contrast to the planar layout of conventional DDRx DRAMs (Figure 1 left). This leads to a completely different structure and organization of HBM, enforcing significant changes in operation sequence and timing behavior in contrast to DRAM. These novel properties and features of HBM can offer for specific computing domains. The basic structure of HBM entails a base logic die, on which several storage core, i.e., HBM banks are organized (and accessed) the same way as in DRAMs. Accordingly, all commands have the same associated timing constraints as in conventional DRAM, which are dictated by the JEDEC standard both for DRAM [17] and HBM [12].

These corresponds to the stack’s external 1024 bit wide I/O interface that connects to the computing unit via interconnect circuitry (i.e., memory controllers) [18] (Observation 1). One processing unit can be connected to multiple HBM stacks as depicted in Figure 3a (Observation 2). DRAM on the other hand usually has an interface of 64 bit. This is because the DRAM’s chip width is usually 4, 8, or 16 bit as stated in the DRAM chip datasheets. A DRAM channel or DIMM is usually composed of rank(s) where each rank has 8-chips totaling 64bit [7]. Each channel of the HBM interface is independently clocked and has its own command / data interface. Channels do not need to be synchronous to each other (Figure 3b and captured by Observation 3). Each channel features several DRAM banks. However, their organization and access granularity is different than of DRAM’s. As stated in Observation 4, unlike DRAM, HBM is not organized into ranks. Instead, each HBM channel has a number of banks (e.g. 8 or 16), and each bank is divided into half banks [19] [20]. Each half, under the so called legacy-mode, produces 64 bits, so that a full bank produces 128 bits in each access (having the column width of 128 bits). Each set of half banks have 64 dedicated I/Os, see Channel 7 at Core Die 3 in Figure 3c. For DDR DRAMs, when a specific memory location is fetched via row, column and bank address, each chip across the rank supplies either 4, 8, or 16-bit (column width) data from the same location (based on the device type, which is so-called x4, x8, or x16). Hence, assuming 8 chips, this results in a 64 bit width per rank. In contrast, a single access to an HBM (logical) bank supplies 128 bits (Observation 5). In addition to its bandwidth benefits, we show in Section III that this feature can also help in reducing worst-case memory access latency.

Observation 1. HBM offers wider connections to the processing unit (1024 bits) with respect to DRAM (e.g. 64 bits).

Observation 2. A processor can be connected to several independent HBM stacks residing on the same silicon interposer.

Observation 3. HBM channels, even those in the same core die, operate independently via private data and address/control signals and buses. Each HBM channel is connected to the logic die via a non-shared 128-bit TSV.

Observation 4. While HBM is based on DRAM banks, unlike DRAM it is organized into channels, pseudo channels, (logical) banks and half (physical) banks.

Observation 5. In DDR3/4 the access granularity is either 4, 8, or 16 bits per physical bank and 64 bits for the DRAM rank, while in HBM each bank supplies 128 bits.

C. HBM’s Core Memory Cells

Although HBM has a completely different structure w.r.t. conventional DRAMs, it still uses conventional DRAM cells as its memory storage core, i.e., HBM banks are organized (and accessed) the same way as in DRAMs. Accordingly, all commands have the same associated timing constraints as in conventional DRAM, which are given in Table I.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>HBM</th>
<th>DDRx</th>
</tr>
</thead>
<tbody>
<tr>
<td>tRCD</td>
<td>CAS to ACT delay</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>tRP</td>
<td>ACT to CAS delay</td>
<td>4</td>
<td>S/L</td>
</tr>
<tr>
<td>tRAS</td>
<td>WR to Pre command</td>
<td>3</td>
<td>4/6</td>
</tr>
<tr>
<td>tWR</td>
<td>Pre to WR command</td>
<td>4</td>
<td>S/L</td>
</tr>
<tr>
<td>tWTR</td>
<td>WR to ACT delay</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>tWTR</td>
<td>ACT to Pre command</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>tRTW</td>
<td>Data end of WR to PRE</td>
<td>4</td>
<td>4/6</td>
</tr>
<tr>
<td>tRTC</td>
<td>Data end of WR to ACT</td>
<td>4</td>
<td>4/6</td>
</tr>
</tbody>
</table>

Table I: JEDEC DRAM timing description [17]. Values are shown in cycles for DDR4 and HBM both running at 2133MHz. S/L refers to Short (different bank group) and Long (same bank group), respectively.
Fig. 3: (a) HBM stacks; (b) Per channel data/bus connections; (c) Internal structure of a 4-die HBM stack with arrangements of banks for pseudo channel mode (Channel 6) and legacy mode (channel 7).

D. Reduced Column-to-Column Timing

Another interesting characteristic of HBM is that, its tCCD is smaller than for DRAM’s. \( tCCD \) is the timing of minimum burst duration, or the column-to-column timing constraint (i.e. minimum time between column operations). tCCD is mainly constrained by the time required to transfer the data on the data bus. In DDR DRAM, with a burst length of \( BL = 8 \), it requires \( BL/2 = 4 \) cycles to transfer the data from one access (i.e. one CAS command). Accordingly, \( tCCD = 4 \) is the minimum possible value to ensure correct operation. On the other hand, since HBM does not have \( BL = 8 \) and instead it supports up to \( BL = 4 \), we observe that \( tCCD = 1 \) or \( 2 \) in most HBM devices (depending on using either \( BL = 2 \) or \( BL = 4 \)). This leads to Observation 6.

Observation 6. Compared to DRAM, HBM has a reduced tCCD.

E. Pseudo Channel Mode

A unique feature of HBM is that HBM channels can be operated in two modes — legacy and pseudo channel. The former corresponds to the conventional operation mode as described in the previous section. The latter, which is provided in the latest HBM standard (also known as HBM2) [21], further divides each channel into two sub channels formed with each set of half banks and 64 I/Os. This is illustrated for Channel 6 and Core Die 3 in Figure 3c. Pseudo channel mode requires the burst length (BL) to be 4, providing \( 64 \times 4 = 256 \) bit or 32B per read/write command for each pseudo channel.

Observation 7. In HBM2, a single memory access (i.e., CAS command) provides a 32B of data using \( BL = 4 \).

Pseudo channels offer some degree of isolation so that accesses to the same channel but different pseudo channel have limited impact on each other. Assuming that each pseudo channel is provided to a different task would also limit the inter-task contention effects.

Observation 8. Pseudo channels are semi-independent to each other: while they share the row and column command buses and clock inputs, they can decode and execute commands independently.

F. Dual Command Interface

Driven by cost constraints, DRAM adopts a shared column and row address pins. On the other hand, with its wide I/O interface, HBM deploys separate column and row address pins. Leveraging this architecture, HBM employs dual address/command interface that allows column-related commands (i.e. read and write) to be issued simultaneously with the row-related commands (ACT and PRE) [22].

Observation 9. HBM has dedicated pins for column address that are separate from row address pins. Hence, read/write commands and addresses can be issued concurrently with row ACT/PRE commands.

Despite employing separate row/column address and command bus, HBM needs to enforce usual DDR timings for ACT, RD/WR, PRE since these timing constraints are imposed by the internal physical structure of the memory cells, which is still DRAM-based. Hence, this does not change the timing of individual transactions (ACT, RD/WR, PRE). However, this feature can reduce address/command bus conflicts among different transactions as we explain in Section III.

G. Implicit Precharge

In DRAM standard, a row in a bank can only be activated after the previously open (active) row has been closed (precharged). Under DRAM close-page protocol, this translates into the sequence ACT-RD/WR-PRE. Under open-page if the row to access is open RD/WR commands are issued, otherwise it is required to issue PRE and ACT. Contrarily, when operating in pseudo-channel mode, HBM controller can ignore the PRE command and issue the ACT directly by leveraging the implicit precharge feature (Observation 10). However, it is important to know that all associated ACT-TO-PRE and PRE-TO-ACT constraints yet have to be satisfied.

Observation 10. In pseudo channel operation HBM allows a subsequent ACT command to be issued to another row in the same bank without closing the previous row. In this case, the DRAM core itself will issue an implicit PRE command to close the first row before activating the second one.

III. HBM FOR REAL-TIME SYSTEMS

In this section, we show how the main observations made on the previous section about HBM operation can be leveraged to (i) either increase isolation properties; and/or (ii) reduce the worst-case memory latency (WCL) bounds compared to existing state-of-the-art commodity-DRAM approaches. In each subsection we describe each feature assuming it is the only difference between HBM and DRAM. By default all timing parameters remains the same as DRAM except the ones being analyzed in that subsection. This allows to independently analyze the benefit of each feature as well as simplifies the discussion. Of course, the benefit of different features combine, which we analyze experimentally in Section IV.

A. HBM degrees of isolation

HBM can be leveraged to reduce contention among tasks in memory. We identify several levels of isolation from HBM stacks (Observation 2), HBM channels (Observation 3) and two pseudo-channels per channel (Observation 8). They can be smartly exploited to map the data/instructions of concurrently running tasks to reduce their contention interference as follows. 1) Stack isolation. At the top level, requests sent to different HBM stacks suffer no inter-task contention. This is so as each HBM stack operates independently. 2) HBM (logical) bank isolation. Similar to regular DRAM systems,
HBM enables bank isolation so that requests from different tasks can be mapped to non overlapping banks. 3) **Half (logical) bank isolation.** As per Observation 8, pseudo-channels enable request to be sent to different half logical banks (also referred to as physical banks). Pseudo channels offer a reduced degree of isolation compared to channels as they share the row/column address and command buses and clock inputs. Each pseudo-channel has its own 64-bit data interface to the TSV. These isolation levels can be leveraged from the software [23] to increase predictability. Comparing high-level organizational structure, HBM stacks do not exist in traditional DRAMs (since the latter is not 3D stacked); HBM channels match DRAM channels; DRAM ranks do not exist in HBM; HBM bank isolation matches DRAM bank isolation, and HBM half-bank isolation (pseudo-channels) is not present in DRAM.

B. **Reconciling the Isolation and Bandwidth Trade-offs**

A common approach when using DRAMs for real-time systems is to partition banks among different requestors to minimize interference [8], [24], [25]. The main issue with this approach is that one request can be serialized into multiple accesses to serve the requested data. For instance, under bank partitioning, for the common DRAM data bus width of 16 bit [7] and a maximum burst length of $BL = 8$, a 64B cache line will require $64/(8 \times 2) = 4$ accesses to serve the requested data from a single bank. For WCL analysis purposes, the 64B request will suffer an interference delay of $4 \times WCD_{B\text{Acc}}$ from other requestors, where $WCD_{B\text{Acc}}$ is the worst-case interference delay suffered by a single access, see Figure 4(top). \footnote{A, ‘C’ and ‘P’ refers to ACT, CAS and PRE commands respectively; and the following number, if any, indicates the bank. ‘D’ represents data burst.} Lemma 1 generalizes this delay.

**Lemma 1.** Under bank partitioning where each core is assigned BC private banks, a request with a data size of $Y$ bytes targeting a DRAM with a data bus width of $cw$ bits and a burst length of $BL$ suffers a total WCD due to interference from other requestors that can be computed as shown in Equation 1 [8], [26].

$$WCD_{tot}^{\text{DRAM}} = \frac{Y}{BL \times BC \times cw/8} \times WCD_{B\text{Acc}}$$  \hspace{1cm} (1)

Note that as Lemma 1 shows, the number of transferred bytes depends on how many banks the request is interleaved across (Equation 1) [8], [15]. We make the following important remarks about Equation 1. 1) $cw$ in modern DRAMs is limited to 4, 8, 16, or 32 bits. 2) $BL$ can be either 4 or 8. 3) $BC$ is the number of banks assigned to the requestor, which is upper bounded by the total number of available banks. In DDR3, a rank has a total of 8 banks, while in DDR4 it increased to 16. And 4) the value of $WCD_{B\text{Acc}}$ depends on the memory controller architecture [8]. For HBM, we build on Observation 1, 5, and 7 to tighten the WCD in Lemma 1. Observation 7 is based on the fact that each pseudo channel in HBM has a bus width of 64 bit (8 bytes). A $BL = 4$ results in 32B per access. Based on Observation 7, HBM can be utilized to deploy bank partitioning to provide isolation among different requestors, while mitigating the effects of the reduced interleaving. To illustrate this observation, Figure 4(bottom) presents the same example used previously in DRAM but using HBM instead. Since HBM provides 32B per single access, a 64B cache line size will consume two accesses. This reduces the total $WCD$ suffered by a memory request to half of the DRAM’s case (compared to DRAM’s column width of 16 bits).

**Lemma 2.** Under bank partitioning scheme where each core is assigned a single private bank, a request with a data size of $Y$ bytes targeting HBM suffers a total $WCD$ due to interference from other requestors that can be computed as $WCD_{tot}^{HBM} = Y/32 \times WCD_{B\text{Acc}}$

C. **Reducing CAS Latency**

One of the main components of the $WCD$ is the CAS latency [23], [27], defined as the latency affecting open requests targeting data available in the row buffer. For a sequence of $N_{OP}$ row-opens of same type (and hence composed of $N_{OP}$ CAS commands), the total access latency of the sequence is $L_{CAS} = (N_{OP}-1) \times CCD + t_{CL} + t_{BUS}$, where $t_{CL}$ is the time between the CAS command and the start of its corresponding data transfer, while $t_{BUS}$ is the required time to transfer the data (= $BL/2$). For this CAS latency, HBM (Observation 6) offers a significant advantage over regular DRAMs. This is because HBM has $t_{CCD} = 1$ or 2 compared to $t_{CCD} \geq 4$ for DRAM. Accordingly, HBM can reduce the CAS latency component to at least half of its DRAM value. Figure 5 illustrates this by showing a sequence of three consecutive CAS commands. In case of DRAM (Figure 5a), $t_{CCD} = 4$, which leads to a total of 31 cycles of service time of the sequence. In contrast, HBM (Figure 5b) with $t_{CCD} = 2$ services the same sequence in only 21 cycles. In both scenarios we assume $t_{CL} = 15$ (recall that we keep DRAM parameters except the one being analyzed).

D. **Reducing Bus Conflicts**

**Implicit Precharge.** Per Observation 10, HBM implements an implicit precharge that allows the controller to issue an ACT command to a bank while another row is already active. The internal circuitry of HBM device takes care of precharging the open row and maintaining correct operation. Figure 6 captures how this feature can lead to a reduced memory access latency by eliminating the PRE bus conflict. Each scenario shows three rows corresponding to the address COMMANDS sent to of Bank0 (row1); address COMMANDS sent to the other banks (row2); and the data over the bus, respectively. The scenario assumes that Bank0 has opened a row with the ACT command at cycle 1 and accesses it at cycle 16. While this row is open, another request at cycle 37 arrives to the same bank but different row. Hence, it has to close the open row by a PRE command before accessing the requested row. The PRE command
at cycle 37 already satisfies the intra-bank constraint of CAS-to-PRE. Additionally, PRE commands do not have associated inter-bank constraints. Hence, it can theoretically be issued immediately to the DRAM device. However, there are other ready commands to the remaining 7 DRAM banks (C1, A2, P3, ... in the Figure). This delays the PRE command by 7 cycles to cycle 44. In this case, we say that the PRE command suffered a bus conflict delay (this is why it is shown in orange at cycle 37 indicating that it was not issued). For the HBM case, the controller does not need in the first place to issue that PRE command at cycle 37. It only needs to issue the ACT command after satisfying all timing constraints, namely, tRAS (36 cycles) and tRP (15 cycles). So, the next ACT command occurs at cycle 52. That request finishes at cycle 85 compared to 92 for the DRAM case. Again note that all timings are DRAM based, e.g. single-cycle ACT, other than the particular features analyzed.

**Dual Command Bus** Since the Implicit Precharge feature helps in removing the need to issue the PRE command, and hence eliminates its associated bus conflict delays, it remains to be discussed the bus conflicts in ACT and CAS commands. We now discuss how the dual command/address buses (feature from Observation 9) can help in eliminating these conflicts by an illustrative example. Figure 7 draws a scenario in which several ACT commands are sent to the memory device (namely to Bank 0, 1, and 2). Concurrently, Bank3 has multiple requests to the same open row that happens to arrive at the same time when the ACT commands to other banks become ready. Assuming that ACT commands have higher priority than CAS commands, each of the CAS commands to Bank3 has to be delayed by one cycle due to the command bus conflict. Note that a similar scenario would occur if CAS commands have higher priority, but in that case the ACT commands are the ones that are going to be delayed and hence suffer the bus conflict. On the HBM case, on the other hand, none of these conflicts occur since CAS and ACT commands can be issued simultaneously.

**E. Reducing ACT Latency**

One of the largest DRAM timing constraints affecting the WCD is the four-bank window constraint, tFAW. No more than 4 banks can be activated in a rank within a tFAW time window. Figure 8 draws an illustrative example of 8 requests targeting different banks. When a single-rank DRAM is used, Figure 8a, the first four ACTs (A0–A3) are issued separated by the tRRD constraint, which is 6 cycles in the used DRAM example. However, the fifth ACT command cannot be issued until the tFAW = 32 constraint is satisfied. This causes the idle gap in the data bus between cycles 53 and 62 in Figure 8a. Hence, the sequence of the 8 requests finishes at cycle 84.

Intuitively, using a DRAM with more than one rank and interleaving the ACT commands among them solves the tFAW effect on the memory delays. While it is true that the tFAW constraint does not apply to ACTs across ranks, rank interleaving in commodity DRAMs is a source for another delay that can result in a total suffered delay larger than the one added by the tFAW. This is so as the DRAM standard mandates that data transfers from different ranks has to be separated by at least tRTR cycles. The tFAW constraint in the single-rank case adds an extra delay of tFAW - 4 x tRRD. This equals to 32 – 24 = 8 cycles to the ACT commands in our used DDR device. On the other hand, the tRTR constraint in the dual-rank case can add a delay of 7 x 2 = 14 cycles between the CAS commands compared to the single-rank case. Overall, this is a trade-off between ACT latency (tFAW) and CAS latency (tRTR).

In contrast to commodity DRAMs, HBM has no concept of ranks (Observation 4). Instead, it introduces the pseudo channel concept, where each channel can be divided into two pseudo channels as explained in Section II. ACTs targeting two different pseudo channels do not have to conform to the tFAW constraint, while ACTs to the same pseudo-channel have to; this constructs our next observation.

**Observation 11.** HBM’s large tFAW constraint does not apply to ACT commands targeting different pseudo channels.

Unlike accesses to different ranks in DRAMs, there are no timing constraints that enforce a gap between data transfers from two pseudo channels (Observation 3). In other words, there is no tRTR-like constraint. Accordingly, by cleverly interleaving ACTs among the two pseudo channels, it is possible to stream data on the data bus without suffering the large tFAW constraint. In Figure 8b, we apply this observation to our 8 requests sequence. As the figure illustrates, HBM enables the sequence to terminate at cycle 76, which is an example of how the effect of tFAW on the WCL can be mitigated.

**F. HBM Drawback: Two-cycle ACT commands**

One drawback in HBM that affects the access latency as well as the total WCD upon accessing the device is that HBM requires the ACT command to consume two-cycles in the command bus compared to a single-cycle DRAM’s ACT command. This also affects all the ACT-related timing constraints since the standard imposes that all these constraints have to be considered from the second cycle of the command and not the first one [12]. To illustrate the effect of this feature, in Figure 8c we show actual dual-cycle ACT commands of HBM (compared to a single-cycle ACT in Figure 8b). As the figure illustrates, now the same 8-request sequence finishes at cycle 84 similar to DRAM even though it does not suffer the tFAW constraint. The intuition behind this result is that with the two-cycle ACT commands, an additional cycle per ACT command is suffered by the sequence. This adds 8 cycles to the single-cycle ACT HBM in Figure 8b entailing the sequence to finish at cycle 84.

### IV. Evaluation

In this section we assess the worst-case performance, predictability (Sections IV-B and IV-D) and average-case performance (Section IV-C) of DDR4 and HBM2. We model a DDR4 DRAM as the reference predictable DDR technology. To our knowledge there are no worst-case analysis developed for GDDR5/6.

#### A. Experimental Setup

**Simulation Environment.** We use the MacSim CPU simulator [11] integrated with DRAMSim3 [10] as its off-chip memory. In particular, we model a single channel DDR4-2133 with one rank, and eight banks; and an HBM2 stack with four dies, each with two channels and each channel having 16 banks. Both HBM2 and DDR4 devices are running at the same frequency (2133MHz). Details of the timing constraints are listed in Table I, while structural and system configurations are shown in Table II.

The core has an L1 cache with 16KB and a last-level cache (LLC) with 256KB. Unless otherwise stated, we use a cache line size of 64B for DDR4 and 512B for HBM since DDR4 can only transfer up to 64B per single transaction, while HBM provides transactions up to 512B. In this way we match the cache line size with the off-chip memory transaction size to guarantee that all the cache line bytes will be transferred by one request; and hence, maximize performance. Later in this section we show that using 512B cache line sizes for DDR4 do not affect our results.

**Benchmarks.** We aim at modeling real-time applications with varying memory demands. These are common in real-time on-board
space systems that encompass control applications and payload applications. While both have real-time and predictability requirements, control application are much less memory intensive [28].

We model control type of applications with benchmarks from EEMBC Autobench (EEMBC) [29] to mimic control functionalities of production automotive, industrial, and general-purpose systems.

We model payload applications by using a Matrix Multiplication (MXM) kernel that we configure with different total memory footprints: 2MB, 4MB, and 8MB. MXM is one of the most common kernels for many functionalities like object detection libraries like YOLOv3 [30] and accounts for more than 65% of YOLO’s execution time [31]. We also use the Bandwidth (BW_read and BW_write) and Latency micro-benchmarks from the IsolBench suite [32].

B. Worst Case Memory Latency

Determining the worst-case memory latency (WCL) of a task is primitive towards calculating its total worst-case execution time (WCET) since WCET = WCCT + WCL, where WCCT is the worst computation time of the task on the processor. Since WCL = WCLper Req × NumReq, two metrics are needed: the worst-case latency suffered by a single request WCLper Req, and the worst-case total number of memory requests issued by the task NumReq. In this section, in order to evaluate the behavior of HBM2 compared to DDR4 from a real-time perspective, we delineate both metrics.

1) Total Number of Read Requests: In most modern architectures, write requests to DRAM are only due to cache evictions of dirty cache line (cache write backs). Therefore, they do not stall the processor pipeline and hence, are not in the critical path of the task’s WCET [27]. Therefore, we focus in this experiment on comparing the total number of read requests issued to both HBM2 and DDR4, which is shown in Figure 9. From Figure 9, we note that there is an overall significant reduction in the number of issued read requests for HBM compared to DDR4 with an average reduction of 6.5× for the EEMBC benchmarks and up to 8× for the BW benchmarks in Figure 9 (right). This is so since HBM by leveraging the wide interface (a total of 1024 bits) is able to transfer 512B per single transaction compared to the 64B transaction size of DDR4. When applications exhibit a high locality pattern, fetching larger data to their caches allows them to enjoy more cache hits and hence decrease the number of times they need to access the off-chip memory.

2) Worst-Case Per-Request Read Latency: Figure 10 shows the observed worst-case latency, which is the maximum latency of a single request observed during the execution of the corresponding benchmark. Results show that HBM consistently introduces lower WCL compared to DDR4. HBM’s WCL is in the range 291 - 353 cycles and DDR4’s WCL is in the range 415 - 480 cycles in case of DDR4. Interestingly this the behavior for both control type of benchmarks (EEMBC) and payload (64MiB and BW and Lat). This leads us to conclude that despite the aggressiveness of the application accessing memory, HBM2 provides reduced per-request WCL. We also evaluated 512B lines for DDR4 with 64B sectors in each line requested on demand. Our results confirm that the number of DRAM requests and latency per request is roughly unaffected.

3) Memory Isolation Opportunities: In all previous experiments, we assume that a request to HBM is interleaved across all the channels to utilize the wide interface of 1024 bits, and hence, transfer

![Fig. 7: HBM Dual command feature.](image1)

![Fig. 8: Effect of HBM’s pseudo-channel on tFW constraint. (a) DRAM, (b) HBM with pseudo-channel.](image2)

![Fig. 9: Read requests of DDR4 vs HBM2 for EEMBC BMs (left), Synthetic and MXM BMs (right). Note the different scales.](image3)

![Fig. 10: Worst latency of read request DDR4 vs HBM2 for EEMBC BMs (left), Synthetic and MXM BMs (right).](image4)
write CMD tCCD

512 B per request. This is the common approach in high-performance systems to increase the off-chip memory bandwidth. However, a common approach in real-time systems is to enforce isolation by partitioning the off-chip memory among requestors to minimize memory interference [8]. As discussed in Section III-A, HBM offers different degrees of isolation. Nonetheless, it is well established that achieving isolation by partitioning off-chip entities among different requestors comes at the cost of performance. Although as we discussed in Section III-B, HBM can reconcile this trade-off, it is still expected that the trade-off is not fundamentally resolved. Therefore, in this section, we evaluate the BW loss incurred if the application accesses a single HBM channel (resembling channel isolation) compared to being interleaved across all the channels. Figure 11 shows our findings. We can see that achieving isolation comes at the expense of a BW degradation of 15%–45% (35% on average) for the EEMBC benchmarks and 67%–87% (78% on average) for the BW-intensive synthetic benchmarks. The bandwidth-latency trade-off is a use-case dependent and, hence, depends on the running set of the applications. For example, if the number of contending requestors is less than the number of available channels, bandwidth can improve by assigning multiple (yet exclusive) channels. Deciding the exact ideal compromise point of this trade-off is not the focus of the paper.

C. Average-Case Performance

The potential utilization of HBM in real-time systems targets domains requiring both guarantees and considerable average performance. We next compare HBM2 and DDR4 average performance.

Figure 12 depicts the execution time of all the benchmarks using DDR4 and HBM. Despite EEMBC benchmarks presented in Figure 12 (left) are not memory intensive, HBM2 shows better performance than DDR4 with an average improvement of 12%. On the other hand, for memory-stressing synthetic benchmarks (Figure 12 (right)) the performance gap between HBM2 and DDR4 is clearer with an improvement up to 4× for the BW_write benchmark. The Latency benchmark shows comparable performance for HBM2 and DDR4 with HBM2 better execution time of only 3%. For MXM we see improvements of 1.17%.

As expected, for benchmarks with limited memory utilization or reduced locality, the memory performance is not a key factor in application performance. For instance, the Latency benchmark has a random pointer-chasing-like pattern that does not benefit from HBM’s high bandwidth since it exhibits very low locality. In order to assess the memory behavior, Figure 13 shows the total memory time spent by different benchmarks accessing the off-chip memory. We see that the gap between HBM2 and DDR4 significantly increases compared to Figure 12. For instance, HBM shows on average a 5× less memory time compared to DDR4 for the EEMBC benchmarks. The gap reaches up to 6× for EEMBC benchmarks and the MXM benchmarks, and up to 9× for the BW_write synthetic benchmark. This confirms that HBM2 consistently improve the memory performance of DDR4, while the benefit of this depends on how the performance or programs depends on memory performance.

D. Synthetic Experiments

Memory simulators, including DRAMSim3 [10], RAMulator [33], and GEM5 [34], have been mainly used for the evaluations of techniques for high-performance systems, and naturally model elements that affect average performance, while overlooking some details of the features that might have an impact on the worst-case latency. For instance, we find that the pseudo-channel mode is either not supported at all or is partially (and abstractly) implemented by these simulators. Abstracting HBM features can support investigations related to average-case behavior; however, analysis for real-time systems mandates a complete and accurate modeling of the timing behavior of HBM. It is also worth mentioning that although there has been a recent DRAM simulator targeting real-time systems [35], it unfortunately does not support HBM in its current version.

For this purpose, we develop a C++ simulation model derived from the JEDEC standard both for HBM2 and DDR4, which we release as open-source. It implements the state machine of the various timing constraints for both protocols taking into account all the features we covered in this paper including the recent pseudo-channel feature of HBM2. A final important note is that all the results presented in Sections IV-B and IV-C are not affected by any means by the missing pseudo-channel modeling of HBM2 in DRAMSim3 since all the experiments are assuming HBM2 used in the legacy mode where a request is interleaved across all the channels and accesses the 16 logical banks of each channel as illustrated in Section II.

In addition to the developed simulation model, we also developed specific tests to stress each of the covered features and feed these tests to the simulator to assess the behavior of the two protocols. We develop four different synthetic tests for four different features as shown in Figure 14: Dual_CMD, partition, Reduced_tCCD, and tFAW. Each of these four tests performs 1,024,000 read accesses. 1) Dual_CMD is a test that measures the impact of the dual command
feature (Section III-D). This is done by issuing a stream of open-row requests to one bank; hence, consisting mainly of CAS commands. Simultaneously, an interfering stream of ACT commands to other banks is crafted such that there is always a ready interfering command in the same cycle as each of the CAS commands. 2) Partition is a test where the emulated core running the trace is assigned a single bank and each request has a data size of 64B. This is useful to study the impact of the wide data bus width of HBM on latency (Section III-B). 3) Reduced _tCCD is a test of open requests targeting same row, and hence, consisting mainly of CAS commands. Unlike Dual_CMD, there is no interfering streams to avoid bus conflicts in order to focus only on the reduced_tCCD feature of HBM (Section III-C). 4) tFAW is a test stressing the tFAW constraint by issuing close-row requests to different banks; hence, containing ACT commands; hence, assessing the pseudo-channel feature (Section III-E).

Figure 14 shows both the average per-request latency and the bandwidth, respectively for both DRAM (DDR4 in the experiments) and HBM. For each test we use two different models of HBM. The first one (HBM_one_feature) only models the considered feature in the corresponding test while all other properties are exactly the same as DRAM. We do this for the sake of studying the effect of this specific feature in isolation. The second model (HBM_all_features or simply HBM) captures all the features of a regular HBM. For instance, for Reduced_tCCD test, HBM_one_feature is completely identical to DRAM parameters except tCCD value, which models the HBM’s one, while HBM_all_features models all the parameters of HBM regardless of the test.

The following conclusions can be obtained from Figure 14. 1) Dual_CMD and Reduced_tCCD features notably contribute to bandwidth improvement – this complies with our analysis presented in Section III-D and III-C, respectively. Due to Dual_CMD feature, HBM can issue ACT and CAS commands in parallel, effectively eliminating bus conflicts, therefore suffering minimum stall cycles and improving sustained bandwidth. This feature also slightly improves execution time for HBM. 2) Reduced_tCCD also allows HBM to issue consecutive CAS commands in shorter time, therefore increasing throughput, as well as contributes to achieve reduced execution time. 3) The bank partition feature (analyzed in III-B) enables HBM to provide 32B per single access, therefore filling a 64B cache line in just two CAS commands, in comparison to four for DRAM – resulting in a huge reduction in execution time. This feature also considerably improves execution latency. 4) Feature tFAW refers to the timing requirement to open maximum four active windows in a certain time frame as explained in Section III-E. Since HBM improves this requirement, we see it achieves increased bandwidth and reduced execution time w.r.t DRAM. Combined with the analysis in Section III, these results provide insights on the benefits of all the HBM features including the recently introduced ones in HBM2.

V. RELATED WORK

HBM. Some initial works present HBM as an emerging memory standard that can provide bandwidth superior to 256GB/s as well as offers lower power consumption [22]. More recent works compare HBM and DDR for high performance systems [4]. [18] presents the challenges of capacity scaling of HBM device by stacking more DRAM dies to make a taller stack. Other works focus on studying the power consumption of HBM2 compared to DRAM [36], which confirm that HBM2 consumes significantly less energy than DDR4, for per-bit transmitted. While we recognize the importance of energy-consumption in embedded systems, in this first work, we focus on HBM features affecting time predictability. At the software level, several techniques propose HBM’s application-specific improvements. For instance, Maohua [37] et al. implement a convolutional neural network (CNN) and breadth-first search (BFS) – two data intensive applications on a HBM-enabled GPU platform. Binge Hao et al. describes pseudo channel mode and dual-command features of HBM, and concludes that these features do not significantly contribute to an average-case performance improvement [4].

DRAM memory predictability. There exists an extensive literature to handle memory contention in real-time systems. A commonality in these proposals is that they do not propose hardware changes to the memory device. Instead they address contention with i) software solutions that increase the isolation among tasks in memory; and/or ii) hardware changes of the memory controller. Regarding the former we refer the reader to [23] for a detailed summary of the state of the art. Software solutions build around approaches to increase isolation, e.g. via bank partitioning among processors (e.g. [38]), and controlling access counts (e.g. [39]). A comparison of hardware solutions is presented in [8] covering a wide set of works on DRAM controller designs for predictability and/or balancing predictability and performance (e.g. [24], [28], [40]). Beyond DDR DRAMs, Hassan [9] identifies that DDR DRAMs suffer inherent limitations to achieve reasonable predictability and results highly variable access latencies with over pessimistic bounds. The study proposes to use Reduced Latency DRAM (RLDRAM) to address these challenges.

Summary. While several works analyze HBM and predictability in DRAM-based systems, in this work we bring these two worlds together and tackle for the first time HBM usage in real-time systems.

VI. CONCLUSIONS

We analyzed some distinctive functional and architectural features of HBM and their benefits in terms of isolation and reduction on memory worst case latency. We empirically showed the benefits of some HBM features via a reference DRAM memory simulator. We also developed a worst-case timing model derived from the JEDEC standards of HBM and DDR4 capturing HBM features not currently properly modeled in DRAM simulators. Overall, this work provides a good understanding of the benefits of HBM over DRAM for real-time systems in worst-case performance and isolation and sets a solid basis for future techniques to fully embrace HBM in real-time systems.
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