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Abstract: In recent years, the photovoltaic (PV) system was designed to supply solar power through photovoltaic arrays. The PV generator exhibits nonlinear voltage–current characteristics and its maximum power point tracking (MPPT), which varies with temperature and radiation. In the event of non-uniform solar insolation, several multiple maximum power points (MPPs) appear in the power–voltage characteristic of the PV module. Thus, a hybrid combination of binary particle swarm optimization (BPSO) and grey wolf optimization (GWO) is proposed herein to handle multiple MPPs. This combination is nowhere found in the literature, so the author chose this hybrid technique; and the main advantage of the proposed method is its ability to predict the global MPP (GMPP) in a very short time and to maintain accurate performance, even under different environmental conditions. Moreover, a 31-level multilevel inverter (MLI) was designed with a lower blocking voltage process to reduce the complexity of the circuit design. The entire system was executed in the MATLAB platform to examine the performance of the PV system, which was shown to extract a maximum power of 92.930 kW. The simulation design clearly showed that the proposed method with a 31-level MLI achieved better results in terms of total harmonic distortion (THD) at 1.60%, which is less than the existing genetic algorithm (GA) and artificial neural networks (ANNs).
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1. Introduction

Solar energy is an inexhaustible and less-polluting energy resource that has received widespread attention in renewable energy production. Photovoltaic power generation is an effective method for using solar energy [1]. In recent years, most research works have concentrated on extracting more power, which can be achieved effectively from PV cells [2]. In comparison to other renewable energy sources, solar PV is a natural energy source that is more efficient because it is free, clean, and abundant [3]. The energy consumption of the PV system has been reduced by effectively designing MPPT [4]. The nonlinear characteristic of PV cell output is not only affected by the temperature, but also by the load when the light intensity is fixed [5]. This paper presents some efficient ideas to improve the performance of MPPT. In the past few years, several MPPT techniques have been implemented, but still, some enhancements are required in MPPT to improve the PQ features.

PV cells allow energy to be carried by electromagnetic waves, which have to be converted into electricity [6]. The MPPT technique implemented in the PV system creates full utilization of the PV array output power and it tracks the efficient MPP from the PV array input. The major challenge of the MPPT technique is automatically detecting the voltage
or current MPP [7, 8]. Changes in the output voltage can impact MPPT’s output characteristics [9]. However, the existing inverter levels provide some inaccuracy, because they require additional functionalities. The time required to predict GMPP strictly depends on the number of PV arrays and the complexity of the system design [9, 10].

To overcome the above-discussed issues, the currently exploited novel optimization is required. Hence, a hybrid BPSO-GWO-based PV system that is connected to the grid is introduced to enhance the power quality (PQ) features. Maximum power transfer from the PV array to the grid is ensured using BPSO. The proposed MPPT technique provides highly efficient performance with a quick response under variable climate conditions, and in the case of a sudden variation in irradiance level. This research investigates a hybrid control scheme to grant multiple functions to a grid-connected PV inverter. This strategy guarantees a constant energy supply independently of the intermittent nature of solar energy. The main advantages of this proposed method are fast MPPT performance and less complexity than the Gauss–Newton, because double derivative terms are not present in the hybrid algorithm.

The organization of this paper is as follows: Section 2 provides a literature review relevant to this work. The problem statement and its objectives are explained in Sections 3 and 4, respectively. Section 6 describes the workflow of the proposed method. Section 7 provides the results and discussions of the BPSO-GWO method. Finally, the conclusion is explained in Section 8.

2. Literature Review

Kollimalla et al. [11] demonstrated a variable P&O MPPT algorithm that was implemented to track the MPP during sudden changes in irradiance. This technique includes three algorithms, namely, the current perturbation algorithm, the adaptive control algorithm, and the variable perturbation algorithm. The variable perturbation algorithm dynamically decreases the perturbation size, which is completely based on the polarity of the change in power, but it requires a large data storage area and extensive computation.

Elmetennani et al. [12] presented the MPPT technique, implemented using a hybrid dynamical technique to model the PV generator. The designed MPPT algorithm for optimization of the PV chain production is used to monitor the functionality of each power conductor device. The designed MPPT structure uses a multicellular converter instead of a classic DC/DC converter to overcome the properties of its specific topology. The design of the MPPT algorithm is completely suitable for multiple-cell structures, but the same procedure was not followed when designing the N-cell structure.

Keyrouz [13] demonstrated an intelligent Bayesian network (BN) method used for MPP tracking of a PV array under partial shading conditions (PSCs). This method achieves efficient performance in terms of robustness, tracking efficiency, and speed, which was demonstrated through different simulated scenarios. In the proposed method, the PV array is desired to operate at any time period. In this proposed algorithm, the additional computational burden on the processor is added, whereas an enormous number of particles is required to cover the entire system.

Robles Algarin et al. [14] presented a fuzzy controller for tracking the MPP to improve the PQ features. This research developed an optimal MPPT technique that was tested under varying climatic conditions. This method can supply the maximum possible power to a battery in an off-grid PV system using a fuzzy controller. The proposed technique uses simpler hardware setup throughout, where only one voltage sensor is utilized. A closed-loop MPPT technique was developed based on a conventional PI controller, although the fuzzy controllers used in the method are very expensive.

Koad et al. [15] demonstrated a new MPPT technique that implements a PV system based on the PSO algorithm and the Lagrange interpolation formula. Here, the proposed PSO shows better results because of its simple implementation and capability to achieve
MPP in various environmental circumstances. An optimum number of iterations is required to achieve the MPP, but it is difficult to detect the resulting power loss and convergence issues.

Several works are reported in the literature, as this area has attracted considerable interest from the research community compared to other optimization techniques, because it is more robust and exhibits faster convergence. Furthermore, it requires fewer parameters for adjustment and fewer operators compared to other evolutionary approaches, which is an advantage when a rapid design process is considered. After a thorough literature survey, it was observed that the hybrid combination of BPSO-GWO has not been exploited for designing an MPPT. Hence, this work attempted to exploit the BPSO-GWO for designing an MPPT to obtain efficient tracking performance of a PV system under various conditions.

3. Problem Identification

- The random nature of the solar array generates fluctuations in electric power. These fluctuations harm the stability and power quality of electric power systems.
- Due to the high penetration level of solar energy in distribution systems, the utility (grid) is of high concern, because it provides a threat to the entire system in terms of THD, voltage regulation, and stability.
- To develop an innovative and integrated approach using optimization techniques that enhance the power quality of solar power systems.
- In all conditions, the main purpose of PV with an additional inverter topology is to develop energy savings, along with excellent service. The challenging tasks for this type of system design are:
  - An appropriate multilevel inverter topology.
  - A control strategy for the PV generator.

4. Objectives

- In this research, a combination of the BPSO and GWO methods with a boost converter is proposed to control the MPPT of the PV array.
- The output of the BPSO-GWO generates the value of the duty cycle (D). In order to achieve a better THD, the value of the duty cycle should be adjusted accordingly.
- To design a 31-level multilevel inverter for the PV system. Similarly, PWM pulses are produced from the control algorithm, which are given to the multilevel inverter.
- To analyze the capability of MPPT tracking and the efficiency of the inverter at different irradiation conditions, a hybrid combination of BPSO and GWO is proposed. The objective of the present study is to provide technical analysis of a grid-connected PV system in power quality of distribution network with emphasis on THD. This research will also propose two solutions for overcoming the high THD for the period PV system operation. Connecting inverters to the utility grid results in frequency fluctuations, harmonic distortion and power factor degradation. The proposed BPSO–GWO is used to enlighten both the power generation and THD in the present system which is described clearly in the upcoming sections.

5. Modeling of the PV Array

The number of PV modules is optimized to reduce the cost of energy, which covers the load demand. Additionally, the output power of the PV module is mainly based on the temperature, manufacturing characteristics, and geographical locations. The PV system voltage and capacity are determined by connecting the PV panel either in parallel or in a series connection [16]. The MPPT method is considered in the PV system to increase the PV output power. Table 1 clearly depicts the specific value of parameters of the PV array of the module.
Table 1. Specification of the PV array.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>The voltage at maximum power point, Vmp</td>
<td>54.7 V</td>
</tr>
<tr>
<td>Temperature coefficient of Voc</td>
<td>-0.27269 (°/deg.C)</td>
</tr>
<tr>
<td>Temperature coefficient of Isc</td>
<td>0.061745 (°/deg.C)</td>
</tr>
<tr>
<td>Shunt resistance</td>
<td>269.5934 ohms</td>
</tr>
<tr>
<td>Short-circuit current, Isc</td>
<td>5.96 A</td>
</tr>
<tr>
<td>Series resistance</td>
<td>0.37152 ohms</td>
</tr>
<tr>
<td>Open circuit voltage, Voc</td>
<td>64.2 V</td>
</tr>
<tr>
<td>Maximum power</td>
<td>305.226 W</td>
</tr>
<tr>
<td>Light generated current, IL</td>
<td>6.0992 A</td>
</tr>
<tr>
<td>Diode saturation current</td>
<td>0.000063×10⁻⁵A</td>
</tr>
<tr>
<td>Diode ideality factor</td>
<td>0.94504</td>
</tr>
<tr>
<td>Current at maximum power point of Isc</td>
<td>5.58 A</td>
</tr>
</tbody>
</table>

Equation (1) is used to identify the output power that depends on the $I_M$ and $V_M$, which denote the maximum current and voltage, respectively.

$$P_{MPPT}(t) = I_{MPPT}(t) \times V_{MPPT}(t)$$ (1)

The current and voltage of MPPT are given in Equations (2) and (3), respectively.

$$I_{MPPT}(t) = I_{SC}\left\{1 - C_1 \left[\exp\left(\frac{V_M}{C_2 \times V_{OC}}\right)\right]\right\} + \Delta I(t)$$ (2)

$$V_{MPPT}(t) = V_M + \mu V_{OC} \Delta T(t)$$ (3)

where the short circuit current is represented as $I_{SC}$; $C_1$, and $C_2$ are the capacitances; $V_M$ is the maximum voltage; and the open circuit voltage is represented as $V_{OC}$.

$C_1$, $C_2$, $\Delta I(t)$, and $\Delta T(t)$ of Equations (2) and (3) are expressed in Equations (4)–(7), respectively.

$$C_1 = \left(1 - \frac{I_M}{I_{SC}}\right) \times \exp\left(-\frac{V_M}{C_2 \times V_{OC}}\right)$$ (4)

$$C_2 = \left(\frac{V_M}{V_{OC}} - 1\right) \times \left[\ln\left(1 - \frac{I_M}{I_{SC}}\right)\right]^{-1}$$ (5)

$$\Delta I(t) = I_{SC} \left(\frac{G_T(t)}{G_{ref}} - 1\right) + \alpha_{I,sc} \times \Delta T(t)$$ (6)

$$\Delta T(t) = T_c(t) - T_{c,ref}$$ (7)

The $I_M$ is the maximum current, the incident radiation on the PV surface is represented as $G_T(t)$, and $\alpha_{I,sc}$ signifies the constant value during short-circuit operation. The cell temperature is represented as $T_c$, and the PV temperature in the standard condition is represented as $T_{c,ref}$. The MPPT technique computes the panel operating voltage and current period (POVCP) and measures the instantaneous power. The efficiency of the MPPT technique is improved by minimizing the steady-state oscillation and eliminating the variable irradiance level. The dynamic perturbation step size is used to minimize the oscillation, whereas boundary conditions are introduced to avoid the diverging characteristic of MPP. The general block diagram of the MPPT technique is shown in Figure 1.
Similarly, the operating point of MPP oscillates around the consecutive samples. However, the oscillation is found by a special mechanism and the perturbation size is minimized until it achieves a positive minimum value [17]. Here, less power tolerance is allowed to handle the small flickers that occur in the power issue. The consecutive samples have a difference in power ($\Delta P$), due to the small oscillations. The size of perturbation achieves a minimum value because the $\Delta P/P$ value is maintained below the threshold limit ($T_{r1}$).

6. Proposed Method

Under various environments, the unshaded PV array obtains high irradiation, whereas the shaded portion collects less irradiation only. The partial condition is characterized by the amount of shaded portion, and its shading factor is defined as the ratio of irradiation on the shaded modules to the unshaded modules. If the partial working condition is detected, then the condition is fully considered by assuming the shading factor. Proper recognition and detailed valuation of partial shading are necessary for MPPT to demand the correct procedure and to track the MPP. The block diagram of a PV system under various loads is shown in Figure 2.
6.1. 31-Level Multi-Level Inverter

This research recommends a new configuration for a 31-level MLI using a reduced maximum blocking voltage procedure. This process provides several levels with the smallest number of power electronic buttons. The main advantages of the proposed design are as follows: decrements in the installation area, switches count, power diodes, gate driver circuits, and cost. The implemented procedure supports controlling the extent of DC sources [18]. This calculation is presented to define the optimum dc voltage ratio for the MLI that determines the number of voltage levels that are accessible for the ensuing high PQ. The Simulink structure for the 31-level MLI with the blocking voltage process is shown in Figure 3. In Figure 3, MOSFET SL3 uses the P-Channel MOSFET as the charge carrier, which has less mobility than electron flow.
Due to achieving the maximum power from PV panels subjected to non-uniform solar irradiances, such as PSCs, a new evolutionary computing technique, i.e., grey wolf optimization, was employed to design a global MPPT. This BPSO–GWO method was employed in a simulation, and it was found that it is very efficient at providing a maximum power yield from PV panels under non-uniform solar irradiances.

6.2. Preliminaries

In this study, the DC/AC and DC/DC converters were controlled using the proposed BPSO–GWO algorithm. This algorithm is very easy to implement with less adjusting parameters, and it is effective for integrating PV into the grid to attain smooth power quality. Moreover, it is a superior fitness solution with good convergence speed, and the response of the controller was studied under constant temperature and changing irradiance. The results show the proficiency of the proposed controller at improving the performance of the system.

6.3. Binary Particle Swarm Optimization

Initially, the global MPPT technique was carried out by using the BPSO method, in order to overcome mismatching phenomena problems related to partial shading. The BPSO-based MPPT technique performance was always able to reach the GMPP, allowing the increase in the PV system efficiency. The input for the proposed BPSO calculates the PV power and its rate of conversion, where the change in reference current is referred to as the output. The GWO algorithm is used in the implementation of the MPPT method [19]. BPSO is the combination utilized to monitor the global MPP (GMPP) of the PV. The BPSO technique is used to attain the maximum global point, which exploits the maximum...
power extracted in the PV arrangements. In BPSO, the bit string and velocity of the particle are created in the range of [0, 1]. The velocity of the particle is defined as the bit possibility to obtain a value of 1. The BPSO is considered an adequate algorithm to enhance the efficiency of the distribution system.

\( X^i_k \) and \( V^i_k \) represent the particle’s position and the velocity at the \( k^{th} \) iteration, respectively. The \( i^{th} \) particle’s velocity at the iteration \( k + 1 \) is calculated using Equation (8).

\[
V^i_{k+1} = \omega V^i_k + C1.R1 (P_{best} - X^i_k) + C2.R2 (G_{best} - X^i_k)
\]  
(8)

where the random values are represented as \( R1 \) and \( R2 \), and the inertia weight factor is represented as \( \omega \), which is expressed in Equation (9).

\[
\omega = \omega_{max} - \left( (\omega_{max} - \omega_{min}) \cdot \frac{k}{k_{max}} \right)
\]  
(9)

where the maximum amount of iteration considered for BPSO is \( k_{max} \). Moreover, the particle’s position is updated by adding the previous position and current velocity value, which is shown in Equation (10).

\[
X^i_{k+1} = X^i_k + V^i_{k+1}
\]  
(10)

The swarm expression of particles is retained, which is unchanged in BPSO. The logistic transformation \( S(V^i_k) \) is utilized to accomplish the modification, as shown in Equations (11) and (12).

\[
S(V^i_{k+1}) = \text{sigmoid}(V^i_{k+1}) = \frac{1}{1 + \exp(V^i_{k+1})}
\]  
(11)

If \( \text{rand} < S(V^i_{k+1}) \) then: \( X^i_{k+1} = 1 \);

Else: \( X^i_{k+1} = 0 \);

where the sigmoid limiting transformation is represented as \( S(V^i_k) \) and the quasi-random value selected among [0, 1] is represented as \( \text{rand} \). Figure 4 shows the flowchart for the proposed BPSO–GWO method.
6.4. Grey Wolf Optimization

In order to overcome this obstacle (MPP), the grey wolf optimization (GWO) method is proposed in order to track the global maximum power point and to maximize the en-
ergy extraction of the PV system. During improper irradiation, the P-V curve is categorized by multiple peaks with various local peaks (LPs) and one global peak (GP). It is noteworthy that when the wolves find the MPP, their correlated coefficient vectors become nearly equal to zero. In the proposed method, an attempt was made to combine GWO with duty-cycle control; i.e., at the MPP, the duty cycle is sustained at a constant value, which in turn reduces the steady-state oscillations that exist in conventional MPPT techniques, and lastly, the power loss due to oscillation is reduced, resulting in higher system efficiency. To implement the GWO-based MPPT, the duty cycle D is defined as a grey wolf.

GWO is generally inspired by the leadership and hunting behavior of the grey wolves. The grey wolves are categorized into four levels based on the social dominance hierarchy, namely, alpha wolf (\(\alpha\)), beta wolf (\(\beta\)), delta wolf (\(\delta\)), and omega wolf (\(\omega\)). Generally, the GWO depends on the following assumptions: (1) \(\alpha\), \(\beta\), and \(\delta\) denote the optimum, second optimum, and third optimum solutions, respectively. (2) The remaining level is supposed to be the omega wolf (\(\omega\)). (3) The three wolves’ alpha, beta, and delta are considered the optimum solutions with better information about the potential location of prey. The information about prey is known by the three wolves, in that the alpha wolf knows much better than the remaining two wolves. (4) The omega wolf follows the three best wolves. The global best position (\(g_{best}\)) from the AHCS is considered a location vector of prey [20]. The process of GWO is given as follows:

a. Encircling prey

Equation (13) defines the encircling behavior of grey wolves.

\[
Y^{t+1} = Y_P^t - B^t \times |D^t \times Y_P^t - Y^t| \tag{13}
\]

where the prey’s location vector is represented as \(Y_P^t\), the coefficient vectors are \(B^t\) and \(D^t\), and the grey wolf's position vector is \(Y^t\). Equations (14) and (15) are represented as the coefficient vector of \(B^t\) and \(D^t\), respectively.

\[
B^t = 2b^t \times rand_1 - b^t \tag{14}
\]

\[
D^t = 2 \times rand_2 \tag{15}
\]

where the exploration rate is specified as \(b^t\), and \(rand_1\) and \(rand_2\) represent the random vectors among 0 and 1. The exploration rate is linearly minimized from 2 to 0 over the number of iterations. The exploration rate is specified in Equation (16).

\[
b^t = 2 - \frac{2t}{N_{max}} \tag{16}
\]

where \(N_{max}\) specifies the maximum number of iterations.

b. Hunting

The hunting process of grey wolves is handled by the alpha wolf. Sometimes, the remaining beta and delta wolves contribute as guides during the hunting period. However, it is very difficult to obtain the prey location in a search space. The three wolves, alpha, beta, and delta, have better information about the potential location of prey. These prey locations are used to process the hunting behavior of grey wolves. Equations (17)–(19) are used to stimulate the hunting process of the GWO.

\[
Y_1 = Y_\alpha^t - B_\alpha^t \times |D_\alpha^t \times Y_\alpha^t - Y^t| \tag{17}
\]

\[
Y_2 = Y_\beta^t - B_\beta^t \times |D_\beta^t \times Y_\beta^t - Y^t| \tag{18}
\]

\[
Y_3 = Y_\delta^t - B_\delta^t \times |D_\delta^t \times Y_\delta^t - Y^t| \tag{19}
\]

where \(Y_\alpha^t\), \(Y_\beta^t\), and \(Y_\delta^t\) are the positions of the alpha, beta, and delta wolves, respectively. The average states of the positions obtained from the alpha, beta, and delta wolves are
given in Equation (20). The average position provides the optimum position of the grey wolf.

\[ y^{t+1} = \frac{Y_1 + Y_2 + Y_3}{3} \]  

(20)

For the GWO, the convergence factor is linearly dropped from 2 to 0 through the iteration count. Meanwhile, the PV array’s output power similarly fluctuates once the outside atmosphere changes. To avoid the procedure dropping into an infinite sequence, it is essential to start again the procedure for tracking the power. Once the output power difference is fulfilled, the procedure is re-initialized, which is stated in Equation (21).

\[ \left| \frac{P_{\text{real}} - P_m}{P_m} \right| > \Delta P \]  

(21)

where the actual output power is stated as \( P_{\text{real}} \), the PV output power is represented as \( P_m \), and the threshold for the output power change is expressed as \( \Delta P \), which is fixed as 0.2. The duty cycle equation is written as (13):

\[ D_i(k + 1) = D_i(k) - B^t H^t \]  

(22)

where \( D_i(k + 1) = \text{new duty cycle value} \). The controller architecture designed in this PV system is given in Figure 5. In Figure 5, \( I_a, I_b, \) and \( I_c \) represent the current that occurs at three phase sources. \( V_{\text{sdq}} \) States the instantaneous shunt voltage at the quadrature axis. The error attained between the reference current and the actual current is fed into the BPSO–GWO controller to produce the direct axis current \( I_d^* \). Then, the quadrature axis current \( I_q^* \) is set as zero, because it is responsible for reactive power. The output current is then compared to the actual current supplied to the electrical grid.

![Figure 5. Control circuit diagram of the proposed method.](Image)
The aim of the controller, as shown in Figure 5, is to transfer all the active power produced by the PV system to the grid, and also to produce a nil amount of reactive power so that unity power factor is obtained, except when the grid operator requires reactive power. The error attained between the reference current and actual current is fed into the BPSO–GWO controller to produce direct axis current $I_d^*$. Then, the quadrature axis current, $I_q^*$, is set to be zero because it is responsible for reactive power. The output current is then compared to the actual current supplied to the electrical grid. The error difference between the two signals is connected to the current control, which produces the gate signal. The same process is evaluated for the voltage control loop also. Then, the phase locked loop (PLL) is used to synchronize the three-phase voltage with the current. From the calculated voltage and current, switching pulses are created which are used to trigger the switches present in the multilevel inverter.

Fitness Function Derivation

The derivation of the fitness function for the proposed BPSO–GWO method is outlined in this section. Thus, the fitness function of the proposed algorithm is formulated as Equation (23).

$$P_{d_k} > P_{d_{k-1}}$$  \hspace{1cm} (23)

where $P$ represents the power, $d$ is the duty cycle, $i$ is the number of current grey wolves, and $k$ is the number of iterations.

7. Results and Discussion

The implementation of the proposed method was carried out using the MATLAB/Simulink platform. In this research, the designed PV model was named Sun Power (SPR 305W). This portion demonstrates the outcomes of the simulation, connected through the PV module, which operates with the proposed BPSO–GWO algorithm to extract the maximum power. The grid-tied PV system was modeled, and the PQ was analyzed using the BPSO–GWO optimization technique. The proposed method controls the duty ratio of the boost converter to enhance the power quality. Figure 6 illustrates the Simulink model of the proposed method with the 31-level MLI.

![Figure 6. Simulink diagram of the proposed method.](image-url)
This paper presents some efficient ideas to improve the performance of MPPT. To date, several MPPT techniques have been implemented, but still, there are some improvements required in MPPT to achieve maximum efficiency. This research concluded that the proposed BPSO-GWO technique performs well during uniform solar irradiation (SI). Figures 7–9 clearly show that the proposed method extracted maximum power when compared to other MPPT algorithms, which are shown in the below figures. The figures clearly explain the concept of PV power tracking with respect to irradiance and temperature; meanwhile, the dc link voltage and duty cycle values are also displayed therein.

**Figure 7.** PV performance factors measured using the BPSO method.

**Figure 8.** PV performance factors measured using the GWO method.
Figure 9. PV performance factors measured using the BPSO–GWO method.

Figure 10 illustrates the comparative analysis of PV power using various techniques. Table 2 indicates that the proposed BPSO–GWO technique achieved the maximum power of 92.930 kW, which is better than the independently exploited BPSO and GWO techniques. Table 2 clearly shows that the BPSO and GWO extracted the maximum power levels of 88.209 and 90.238 kW, respectively.

Table 2. Comparison of PV power under linear load.

<table>
<thead>
<tr>
<th>Techniques</th>
<th>PV Power (kW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BPSO method</td>
<td>88.209</td>
</tr>
<tr>
<td>GWO method</td>
<td>90.238</td>
</tr>
<tr>
<td>Proposed BPSO–GWO method</td>
<td>92.930</td>
</tr>
</tbody>
</table>

Figure 10. THD analysis of the 31-level MLI.

Figures 11 and 12 provide the output FFT investigation for the PV system under different loads through the BPSO–GWO technique. Figure 9 demonstrates that the 31-level MLI with the voltage blocking process achieved a 3.70% THD. A similar concept combined with the proposed BPSO–GWO under different loads attained a THD of 1.60%. The
following table displays the simulated outcomes attained by the FFT investigation of the output waveform for linear, nonlinear, and grid loads by means of BPSO–GWO. Table 3 tabulates the analysis of the 31-level MLI with the proposed BPSO–GWO controller.

![FFT Window](image)

**Figure 11.** THD analysis of the 31-level MLI.

![FFT Analysis](image)

**Figure 12.** FFT investigation of the 31-level MLI with BPSO–GWO.

**Table 3.** FFT analysis of the 31-level MLI.

<table>
<thead>
<tr>
<th>Techniques</th>
<th>THD (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>31-level MLI without a controller</td>
<td>3.70</td>
</tr>
</tbody>
</table>
THD Analysis under Linear and Nonlinear Loads

The THD analysis of the 31-level multilevel inverter with the proposed BPSO–GWO method under various loads, namely, linear, nonlinear, and grid loads, is tabulated in Table 4 below. Table 4 clearly indicates that the proposed BPSO–GWO method achieved a better THD of 1.60%, which is much better when compared to other existing methods such as the genetic algorithm (5.13%) and artificial neural networks (2.86%) [16].

Table 4. Comparison of the FFT analysis.

<table>
<thead>
<tr>
<th>Techniques</th>
<th>THD (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Genetic algorithm [16]</td>
<td>5.13</td>
</tr>
<tr>
<td>Artificial neural networks [16]</td>
<td>2.86</td>
</tr>
<tr>
<td>BPSO controller</td>
<td>3.12</td>
</tr>
<tr>
<td>GWO controller</td>
<td>2.28</td>
</tr>
<tr>
<td>Hybrid BPSO–GWO controller</td>
<td>1.60</td>
</tr>
</tbody>
</table>

Figure 13 illustrates the THD values for the 31-level MLI, and Table 4 explains the THD analysis for the MLI with different techniques. From the simulation results, it can be concluded that the proposed BPSO–GWO technique achieved less THD in the 31-level MLI blocking voltage process compared to the genetic algorithm and artificial neural network techniques.

8. Conclusions

For the past few years, several MPPTs, such as hill climbing, perturb and observe, and incremental conductance, have been proposed. However, these techniques do not consider partial shading conditions or the stochastic nature of solar insolation. To identify the maximum power in PV, it is necessary to implement the MPPT technique in the PV system, which dynamically adjusts the extraction of power. Herein, the hybrid combination of BPSO–GWO was proposed, and the convergence speed was shown to be a significant characteristic of this technique. In this research, GWO handled the initial stages of MPP tracking, followed by the application of BPSO in the final stage because of achieving
faster convergence of the global peak. Furthermore, a 31-level MLI was designed with a blocking voltage process that reduces the complexity of the entire system. The results clearly showed that the proposed BPSO-GWO method could attain less THD (1.60%), than the existing techniques. We achieved a maximum power of 92.930 kW from the solar PV panel with the help of the BPSO-GWO method. Furthermore, the experimental validation of the proposed method will be taken into account in the future. In the future, this research could be extended with other novel hybrid techniques, along with different configurations of MLI to improve the power quality features.
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**Table of Nomenclature**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_{OC}$</td>
<td>Open circuit voltage</td>
</tr>
<tr>
<td>$I_{SC}$</td>
<td>Short circuit current</td>
</tr>
<tr>
<td>$I_{MPT}$</td>
<td>MPPT current</td>
</tr>
<tr>
<td>$V_{MPT}$</td>
<td>MPPT voltage</td>
</tr>
<tr>
<td>$V_{M}$</td>
<td>Maximum voltage</td>
</tr>
<tr>
<td>$C_1$ and $C_2$</td>
<td>Capacitances</td>
</tr>
<tr>
<td>$P_{MPPT}$</td>
<td>Maximum power</td>
</tr>
<tr>
<td>$\Delta T$</td>
<td>Change in temperature</td>
</tr>
<tr>
<td>$I_M$</td>
<td>Maximum current</td>
</tr>
<tr>
<td>$T_c$</td>
<td>Cell temperature</td>
</tr>
<tr>
<td>$X^i_k$</td>
<td>Particle position</td>
</tr>
<tr>
<td>$V^i_k$</td>
<td>Velocity</td>
</tr>
<tr>
<td>$R1$ and $R2$</td>
<td>Random values</td>
</tr>
<tr>
<td>$P_{best}$</td>
<td>Personal best</td>
</tr>
<tr>
<td>$G_{best}$</td>
<td>Global best</td>
</tr>
<tr>
<td>$\Omega$</td>
<td>Inertia weight</td>
</tr>
<tr>
<td>$S(V^i_k)$</td>
<td>Sigmoid limiting transformation</td>
</tr>
<tr>
<td>$Y^i$</td>
<td>Grey wolf’s position vector</td>
</tr>
<tr>
<td>$Y^p_i$</td>
<td>Prey’s location vector</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Alpha wolf</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Beta wolf</td>
</tr>
<tr>
<td>$\delta$</td>
<td>Delta wolf</td>
</tr>
<tr>
<td>$\omega$</td>
<td>Omega wolf</td>
</tr>
</tbody>
</table>
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