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Abstract—The calibration strategy for synthetic aperture interferometric radiometers based on noise injection has been successfully demonstrated in the Microwave Imaging Radiometer with Aperture Synthesis (MIRAS) instrument onboard the Soil Moisture and Ocean Salinity (SMOS) mission of the European Space Agency (ESA). With the emerging demands of increasing both array size and frequency bands, the internal calibration hardware becomes more difficult to implement. Although several external calibration methods have been proposed, the so-called phase ambiguity problem was not carefully considered. In this paper, a novel calibration strategy for both phase and amplitude calibration based on redundant space calibration is proposed, which utilizes the unique structure of equispaced circular array and rotational sampling strategy. The original irregular phase ambiguity degenerates to the fixed \( \pi \)-ambiguity, where only two possible solutions to phases are introduced. Both phase and amplitude of visibility can be simultaneously calibrated by the proposed strategy, and no cooperative calibration target is needed.
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I. INTRODUCTION

P ASSIVE microwave radiometry has provided unprecedented observations of the Earth, and its importance has been demonstrated to understand the Earth’s environment and develop numerical weather prediction. With the design of observational frequency bands and radiative transfer models, the corresponding physical parameters can be retrieved by passive microwave observations [1], for example, soil moisture and ocean salinity (1.4 GHz) [2], [3], atmospheric temperature (53 GHz) [4], humidity profiles (183 GHz) [5], etc.

Since high spatial resolution observation is required for more precise applications, interferometric radiometry has been considered as a competitive technique to achieve the requirements. Compared to the conventional real aperture technique, synthetic aperture interferometric radiometers employ multiple small antennas to create an equivalent virtual aperture by aperture synthesis [6]–[8]. The application of interferometric radiometry on Earth observation has been successfully demonstrated by Microwave Imaging Radiometer by Aperture Synthesis (MIRAS), the single payload of the Soil Moisture and Ocean Salinity (SMOS) mission [9]. Since then, several future synthetic aperture interferometric payloads have been under development, especially for geostationary microwave sounders, for instance, GeoSTAR proposed by the Jet Propulsion Laboratory, NASA [10], [11]; GAS proposed by the European Space Research and Technology Centre, ESA [12]; and GIMS proposed by the National Space Science Center, Chinese Academy of Sciences [13], [14].

As Low-Earth-Orbit (LEO) microwave radiometers have been operated since the 1970s, the weather forecast accuracy has been significantly improved. However, LEO satellites suffer from limited field of view (\(~2000\) km swath) and low temporal resolution (\(~12\) hours). Rapidly evolving weather phenomena typically have a life cycle of 30-60 minutes, such as strong convective weathers. Not only continuous monitoring is required for large-scale tropical cyclones, but also a large spatial coverage. The combination of geostationary orbit (GEO) and synthetic aperture interferometry makes it promising to meet both requirements. Unlike the real aperture radiometer, synthetic aperture interferometric radiometers directly measure the spatial frequency components of the brightness temperature distribution by numerous baselines simultaneously, which allows both the desired spatial and temporal resolution. The instruments under development for future GEO passive microwave missions will provide a full coverage of the Earth disk with spatial resolutions of 50 km at 53 GHz [14] and 25 km at 183 GHz [15], every 15 minutes. Moreover, they can be further improved by implementing deployable antenna structures [16] and super-resolution algorithms [17], [18].
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Calibration is the key to synthetic aperture interferometric radiometry. Sophisticated calibration strategy has been designed and implemented successfully on MIRAS by the means of noise injection method [19], [20]. Centralized noise injection is impractical for on-orbit mission, since its hardware complexity grows quadratically with the number of receiving elements. Therefore, a distributed approach is conceived [21]. For synthetic aperture interferometric radiometers, if high spatial resolution is required by the scientific objectives, the number of receiving elements will be inevitably large. Although electronic technology has been advanced considerably after the development of SMOS, the internal calibration system is still challenging to be implemented on the large-scale array, especially at the high frequency bands (53 GHz and 183 GHz).

The external calibration is widely implemented in observational astronomy, which is referred to as 'self-calibration' and 'redundant baseline calibration' [22]. Self-calibration was firstly introduced in radio astronomy [23], it basically minimizes the deviation of the observed visibility from a model of the source visibility, where complex gain factors are the actual unknowns to be solved. The model of the observed scene should be astronomically reasonable, which means possible constrains and specific structures are required in visibility modeling. However, self-calibration fails when either the signal-to-noise ratio is too low or the source is too complex [24]. On the other hand, the basic idea of redundant space calibration is using the internal consistency of redundant visibility measurements; thus, complex gain factors and true visibilities can be solved without any other dedicated calibration hardware or target-based model [25]. Recently, numerous redundant baseline calibration methods have been developed and implemented on the instruments for 21 cm cosmology, where the sky-based calibration is especially difficult to be applied [26]. And several interferometric instruments for 21 cm cosmological observations have been designed and manufactured to have redundant measurements, such as MITEeR [27], PAPER [28], and HERA [29]. In optical astronomy, several phase-retrieval methods similar to redundant baseline calibration have been successfully developed for bispectrum imaging [30], [31]. In both research fields of astronomy, the problem of the so-called phase ambiguity is found to be unavoidable, and several techniques have been proposed to solve it [32]–[35].

The external calibration for synthetic aperture interferometric radiometers has been considered as an auxiliary or an alternative to the classical internal calibration. Redundant space calibration (RSC, as same as the redundant baseline calibration in radio astronomy) has been proposed for MIRAS [36], but it is limited by the residual error amplification along the arms [37], [38]. A hybrid calibration method was developed to downscale the noise injection network, which combines RSC and reduced noise injection [39]. Similar to model-based calibration, phase calibration by the ancillary observation targets has also been proposed. The point-source-like targets are considered as external calibration sources due to their straightforward visibility models, such as the Sun [40] and point-source beacons [41], [42]. As the rotational sampling strategy is developed for the sparse array to compensate sparse sampling in the u-v domain [13], [43], several phase calibration techniques have been designed to use the inherent nature of the rotationally sampled visibilities [44], [45]. Even though phase calibration has drawn great attention in the previous researches, there is not any closed-form solution for the problem of phase ambiguity, which is critically emphasized by radio astronomers. Insufficient consideration of phase ambiguity results in a limited application of the phase calibration, and further phase-unwrapping method needs to be developed.

In this paper, a novel calibration strategy for equispaced circular array based on redundant space calibration and rotational sampling is presented, it aims to calibrate both phase and amplitude simultaneously by utilizing its strong internal self-consistency, and the ambiguity of the retrieved phases is discussed in detail.

This paper is organized as follows. In Section II, the basics of visibility function and calibration model are reviewed, and the equispaced circular array is introduced. Section III describes the systems of calibration equations established by the rotational sampling strategy, and different ways to build them. Finally, Section IV and Section V present the techniques of phase retrieval and amplitude retrieval by the corresponding system of calibration equations, respectively.

II. Preliminaries

A. Visibility Function and Calibration Model

In synthetic aperture interferometry, the spatial frequency components of the brightness temperature image are measured by the complex cross-correlation of the signals collected by every pair of elements in the array, which is the so-called visibility function. Without considering system imperfections, the samples of visibility function are given by [46]

\[
V(u, v) = \int_{\xi^2 + \eta^2 \leq 1} T'(\xi, \eta) \cdot \tilde{F} \left( \frac{u\xi + v\eta}{f} \right) \cdot e^{-j2\pi(u\xi + v\eta)} d\xi d\eta
\]

where \((u, v) = (x_k - x_i, y_k - y_i) / \lambda\) are the spatial frequency determined by the antenna separation normalized to the wavelength \(\lambda\), \((\xi, \eta) = (\sin \theta \cos \phi, \sin \theta \sin \phi)\) are the direction cosines with respect to the \(x\) and \(y\) axes, \(\tilde{F}\) is the fringe-washing function that accounts for spatial decorrelation effects, and \(T'(\xi, \eta)\) is the so-called modified brightness temperature

\[
T'(\xi, \eta) = \frac{T_B(\xi, \eta) - T_r}{\sqrt{1 - \xi^2 - \eta^2} - \frac{F_{nk}(\xi, \eta) \cdot F_{nl}^*(\xi, \eta)}{\sqrt{\Omega_k \cdot \Omega_l}}}
\]

where \(T_B(\xi, \eta)\) is the brightness temperature of the scene, \(T_r\) is the physical temperature of receivers, \(\sqrt{1 - \xi^2 - \eta^2}\) is the obliquity factor, \(F_{nk,l}(\xi, \eta)\) are the normalized antenna voltage patterns of the elements in the array, \((\cdot)^*\) is the complex conjugate operation, and \(\Omega_k, l\) are the antenna solid angles.

In the ideal case, the spatial decorrelation effects are negligible \((\tilde{r} \approx 1)\), all antenna patterns are equal \((F_{nk} = F_{nl} = F_n)\), the relationship between the visibility function and the modified brightness temperature reduces to the Fourier transform relationship. Thus, several image reconstruction methods have
been developed based on the fast Fourier transform and the specific structure of u-v sampling grid [47]–[49]. An extension of (1) to the full-polarimetric case is given in [50] and the effect of the antenna pattern frequency dependence is presented in [51].

Without loss of generality, we will focus on the single polarization case as given by (1). Before calibration, the uncalibrated visibility is denoted by the complex cross-correlation of two pairs of signals of the receiving channels, and the corresponding measured signal \( s_k \) of \( k^{th} \) element can be expressed by

\[
s_k(t) = \gamma_k \cdot x_k(t) + n_k^c(t) \tag{3}
\]

where \( \gamma_k \) is the complex gain factor of the receiving channel, \( x_k(t) \) is the ideally observed signal that would be measured with a perfect receiver, and \( n_k^c(t) \) is the instrumental noise of the receiving channel.

Assuming that \( x_k(t) \) and \( n_k^c(t) \) are uncorrelated and the non-separable complex gain factor is negligible, the complex cross-correlation of the signals measured by a baseline (antenna pairs \( k^{th} \) and \( l^{th} \)) can be expressed by

\[
V_{kl}^{\text{true}} = -\frac{1}{2} |s_k(t) \cdot s_l^*(t)|
\]

\[
= -\frac{1}{2} \gamma_k \gamma_l^* \langle x_k(t) x_l^*(t) \rangle + \frac{1}{2} \gamma_k \gamma_l^* \langle x_k(t) n_l^c(t) \rangle + \frac{1}{2} \gamma_k \gamma_l^* \langle n_k^c(t) x_l^*(t) \rangle + \frac{1}{2} \gamma_k \gamma_l^* \langle n_k^c(t) n_l^c(t) \rangle
\tag{4}
\]

\[
= \gamma_k \cdot \gamma_l^* \cdot V_{kl}^{\text{id}} + n_{kl}^c
\]

where \( \langle \cdot \rangle \) denotes time average within the integration time, \( V_{kl}^{\text{id}} = \frac{1}{2} \langle x_k(t) \cdot x_l^*(t) \rangle \) is the ideal visibility that has the same definition in (1). As the signal and noise are uncorrelated, the second and third term on the right-hand side are equal to zero; and the last term is attributed to the additive zero-mean noise at the complex correlation level, which is denoted as \( n_{kl}^c \).

The calibration of complex gain factors is conducted by phase calibration and amplitude calibration, respectively. For phase calibration, the corresponding noise-free calibration model can be written as

\[
\psi_{kl}^{\text{i}} = \phi_k - \phi_l + \psi_{kl}^{\text{id}} \tag{5}
\]

where \( \psi_{kl}^{\text{i}} = \arg(V_{kl}^{\text{raw}}) \) is the phase of the measured complex correlation, \( \psi_{kl}^{\text{id}} = \arg(V_{kl}^{\text{id}}) \) is the phase of the ideal visibility, and \( \phi_{k,l} = \arg(\gamma_{k,l}) \) is the phase of the complex gain factor, also denoted as the separable phase factor [36].

Similarly, the noise-free calibration model for amplitude calibration can be written as

\[
|V_{kl}^{\text{true}}| = g_k \cdot g_l \cdot |V_{kl}^{\text{id}}| \tag{6}
\]

where \( |V_{kl}^{\text{true}}| \) is the amplitude of the measured complex correlation, \( |V_{kl}^{\text{id}}| \) is the amplitude of the ideal visibility, \( g_{k,l} = |\gamma_{k,l}| \) is the amplitude of the complex gain factor, also denoted as the separable gain factor. Note that the products in (6) can be linearized by taking the natural logarithm

\[
\ln |V_{kl}^{\text{true}}| = \ln(g_k) + \ln(g_l) + \ln |V_{kl}^{\text{id}}| \tag{7}
\]

thus, the natural logarithm of the separable gain factors and the ideal visibility amplitudes become the direct unknowns to solve for.

B. Basics of Equispaced Circular Array

On an equispaced circular array, the spacings of adjacent antenna elements and the central angles formed by every pair of adjacent elements are identical for a given array configuration. There are three fundamental quantities to describe the geometry of an equispaced circular array: 1) the total number of elements \( M \); 2) the adjacent element spacing \( d_s \); and 3) the radius of the circular array \( R \). By the law of cosines, their relationship can be described as (see Fig. 1.)

\[
\cos \left( \frac{2\pi}{M} \right) = \frac{2R^2 - d_s^2}{2R^2} \tag{8}
\]

where \( 2\pi/M = \theta_c \) is the central angle.

Fig. 1. Geometry of equispaced circular array.

Clearly, any two of these quantities can uniquely determine an equispaced circular array. From the perspective of synthetic aperture radiometer’s design, these three quantities have practical meanings that describe the instrument from technical points of view. The radius of a circular array \( R \) establishes the maximum baseline length, which indicates the instrument’s spatial resolution. The adjacent element spacing \( d_s \) determines the maximum radial sampling interval of visibilities in the u-v domain, which can be used to indicate the alias-free field of view (AF-FOV) [13]. The total number of elements \( M \) is an essential indicator of the system complexity, not only for hardware configuration but also for the implementation of calibration and image reconstruction algorithm. In addition, as the total number of elements determines the number of visibility samples, it further determines the radiometric sensitivity\(^1\) of the array designed [53].

C. Visibility Samples

Since the coordinates of visibility samples are defined by the relative distance of every two element pairs, the visibility sampling coverage formed by an equispaced circular array also has a circular shape. Fig. 2 shows the visibility samples and its Hermitian conjugate of a snap-shot measurement with an even/odd number of elements. The parity of the total number of elements leads to different redundancy factors of the visibility samples. For an even number of elements, most of the visibility samples have a redundancy factor of two, except for the visibility samples on the outermost circle. In contrast, for an odd number of elements, the central asymmetry results in no instantaneous redundancy.

\(^1\)The GeoSTAR instrument has a radiometric sensitivity of \( \sim 0.5 \) K with a 15-minute integration time [15]. And the radiometric performance of equispaced circular array has been analyzed, see [52] for details.
In the circular direction, the visibility samples are equally distributed in a series of concentric circles, and the amounts of visibility samples on each concentric circle are identical. In the radial direction, the wavelength-normalized baseline lengths of visibility on concentric circles (i.e., the radii of concentric circles in $u$-$v$ domain) can be described as a sine function

$$L_k = 2R \cdot \sin \left( \frac{k \cdot \pi}{M} \right), \quad k = 1, 2, \ldots, \left\lfloor M/2 \right\rfloor$$  \hspace{1cm} (9)

where $R$ is the radius of the circular array, $M$ is the total number of elements, $\lfloor \cdot \rfloor$ denotes the floor function. In both cases, the visibility samples tend to be more densely packed in the central and edge part of sampling coverage [52].

Although the circular array formed by an odd number of elements has a two-fold higher sampling density in the circular direction than the array with an even number of elements, it also suffers from the side effects caused by the loss of instantaneous redundancy. The visibility sampling coverage will not be complete if any receiving channel’s failure happens, which may further influence the performance of brightness temperature reconstruction.

As the equispaced circular array provides complete coverage of visibility function within the array size by snapshot measurement, it does not require array rotation to cover the missing samples in $u$-$v$ domain during the imaging period (for brightness temperature retrieval). In other words, array rotation is only required during the calibration period.

III. SYSTEM OF CALIBRATION EQUATIONS AND PROPERTIES OF ROTATIONAL SAMPLING

The essence of redundant space calibration relies on using redundant measurements to build a system of calibration equations, then utilizing the self-consistency of redundant measurements to calibrate the instrument. One important way to evaluate redundant space calibration is to examine the relationship between the rank of the system of calibration equations and the number of unknowns. The degrees of freedom (i.e., the difference between the rank and the number of unknowns) determine whether redundant space calibration is feasible for the current array configuration because the calibration is carried out by solving the system of calibration equations, and the system parameters are denoted by the unknowns to be solved. Also, if absolute calibration is required, the degrees of freedom for the system of calibration equations have to be eliminated by other kinds of auxiliary calibration methods. Evaluations of the calibration equations and the properties of rotational sampling for the equispaced circular array are presented below.

A. Snapshot Measurement

All possible antenna pairs (i.e., baselines) in array geometry view for a snapshot measurement are illustrated in Fig. 3, for both even/odd number of elements ($M_1 = 6$ and $M_2 = 7$, for instance). We define the baselines with identical length as the group of baselines formed by the same relative separation of two elements, and they are also denoted by the same-length baseline group in the following analysis. It should be noted that the baselines in the same-length baseline group are not necessarily redundant in a snapshot measurement, because the orientations of these baselines are not fully identical. As will be presented in Section III-B, they become completely redundant by the implementation of rotational sampling.

It is obvious that there is not any redundant measurement for the array with an odd number of elements, and the degrees of freedom in the system of calibration equations are far more than the number of unknowns, so that evaluation for this array configuration is omitted here.

For the array with an even number of elements, the instantaneous redundancy factor is 2 (shown in colors), except for the longest baselines (diagonal baselines). Since redundancy is needed as much as possible to reduce the number of unknowns, the longest baselines are not considered when building the system of calibration equations. Excluding the diagonal baselines, there are $M/2 - 1$ groups of same-length baselines. In addition, each group contains $M$ baselines, so the number of equations is $M(M/2 - 1) = M(M - 2)/2$. The number of ideal visibility terms is $M/2$ for each group of same-length baselines, so the total number of ideal visibility terms is found to be $M/2 \cdot (M - 2) = M(M - 2)/4$. Adding $M$ separable factors, the number of unknowns is found to be $M(M + 2)/4$. 

---

**Fig. 2.** Visibility samples of equispaced circular array for an instantaneous measurement. The overlap of original sample and its Hermitian conjugate denotes the redundancy of visibility sample at the current sampling position. (a) Even elements. (b) Odd elements.

**Fig. 3.** Baselines formed by a snapshot measurement. The groups of same-length baselines are shown in different columns, and the baselines in same color indicate the instantaneous redundancy in this group.
As it can be seen from (5) and (7), the formation of phase calibration equations and amplitude calibration equations is different (+1 and -1 coefficients appear in the phase calibration equation, while only the +1 coefficient exists in the amplitude calibration equation). Building the system of equations for both phase and amplitude calibration respectively, the corresponding relationship between the coefficient matrix rank and the number of unknowns can be summarized as:

1) Snap-shot phase calibration:
   - Rank \( r_p = M^2 / 4 - 1 \);
   - \( r_p \) is less than the number of unknowns.

2) Snap-shot amplitude calibration:
   - Rank \( r_a = M^2 / 4 \);
   - \( r_a \) is less than the number of unknowns.

Although the system of calibration equations is always an over-determined system (for \( M \geq 6 \)), the rank of the system of calibration equations for both cases is far smaller than the number of unknowns, which is infeasible for actual calibration.

**B. Rotational Sampling Measurement**

One of the most important advantages of the equispaced circular array is that the baselines with identical length can lead to fully redundant measurements when array rotation is considered. Here we use the assumptions that the variations of brightness temperature are negligible during a calibration period, and antenna elements are circularly polarized (the polarization will be discussed at the end of this section). The only condition that needs to be satisfied by array rotation is that the positions of antenna elements should overlap for each snapshot measurement.

1) Half revolution of array rotation:

Fig. 4 shows the mentioned redundant measurements accomplished by a half revolution of array rotation, where the array is rotated counter-clockwise. Snapshots for each array rotation are shown in columns, while the baselines in different same-length baseline groups are shown in rows (diagonal baselines are not included).

![Fig. 4. Redundant measurements accomplished by a half revolution of array rotation.](image)

It is obvious that every baseline conducts the measurements of all possible visibilities (= \( M / 2 \), also equals to the snapshots needed) during a half revolution of array rotation (e.g., baseline formed by 1st and 2nd element measures all three different colors of visibilities during the three snapshots during array rotation). Since there are \( M \) baselines in each group of same-length baselines, the redundancy of all measured visibilities is increased from 2 to \( M \). When building the system of calibration equations, each group of same-length baselines can be attributed to the same ideal visibility term, because all baselines belonging to the group have accomplished fully redundant measurements. Therefore, the total number of ideal visibility terms in the system of equations can be reduced to the number of same-length baseline groups, which is \( M / 2 - 1 \).

The number of separable factors remains \( M \), so the number of unknowns reduces to \( 3M / 2 - 1 \), and the number of equations remains \( M(M - 2) / 2 \).

A specific structure of the system of calibration equations built by the half-revolution array rotation for phase calibration is expressed in (10) (constructed by the blue baselines in Fig. 4). As each same-length baseline group is attributed to the same ideal visibility phase by the array rotation, \( \psi_{id1} \) and \( \psi_{id2} \) in (10) are the phases of the ideal visibilities measured by these redundant baselines, and the subindex indicates their same-length baseline groups. The same-length baselines groups can also be identified by the relative separation of the index of every two separable phase factors.

Since the amplitude measurement does not depend on the 180° rotation of the baseline, one can simply substitute the -1 coefficients by +1 to generate the coefficient matrix for amplitude calibration.

The corresponding relationship between coefficient matrix rank and number of unknowns can be summarized as follows:

1) Half-rotation phase calibration:
   - Rank \( r'_p = 3M / 2 - 2 \);
   - \( r'_p \) is only one less than the number of unknowns;

2) Half-rotation amplitude calibration:
   - Rank \( r'_a = 3M / 2 - 2 \);
   - \( r'_a \) is only one less than the number of unknowns.

The degree of freedom for both phase and amplitude calibration reduces to 1, making redundant space calibration feasible.

Note that every baseline leads to fully redundant measurements of \( M / 2 \) visibilities during the half-revolution array
rotation, and only one visibility for each group of same-length baselines is used in building the system of calibration equations (Equation (10) is built by only the blue visibility in Fig. 4). Hence, there are \( M/2 \) systems of calibration equations to be built, and each solution of them represents an estimation of the system parameters. The redundant solutions to each system of calibration equations can be averaged to alleviate the influence of thermal noise, which is critical to improve the calibration performance and stability.

2) Complete revolution of array rotation:

As the aforementioned procedure of building system of equations can also be applied to the measurements with a complete array rotation, the features of array rotation can be further exploited. Measurements of a single baseline during a complete array rotation are shown in Fig. 5, where each subplot indicates an instantaneous measurement during the array rotation. Due to the centro-symmetric structure of equispaced circular array, each baseline measures all visibilities available in one snapshot by a complete revolution of array rotation. In other words, each baseline in the same-length baseline group measures all possible visibilities belonging to its group. Therefore, the averaging of all measurements of each baseline in this group can be attributed to the same averaged ideal visibility term.

![Fig. 5. Measurements of a baseline accomplished by a complete revolution of array rotation.](image)

The averaging of a baseline’s measurements during a complete revolution of array rotation can be described as

\[
\frac{1}{M} \sum_{p=1}^{M} V_{kl}^{\text{raw},p} = \gamma_k \cdot \gamma_l^* \cdot \frac{1}{M} \sum_{p=1}^{M} V_{kl}^{\text{id},p} + \frac{1}{M} \sum_{p=1}^{M} n_{kl}^{C,p} \tag{11}
\]

where the superscript \( p \) denotes the index of snapshot measurement, and it can be simplified into a general form as presented in (4)

\[
\overline{V}_{kl}^{\text{raw}} = \gamma_k \cdot \gamma_l^* \cdot \overline{V}_{kl}^{\text{id}} + \overline{n}_{kl}^{C} \tag{12}
\]

where \( \overline{V}_{kl}^{\text{raw}} = \frac{1}{M} \sum_{p=1}^{M} V_{kl}^{\text{raw},p} \) denotes the averaging of the measured complex correlations of the baseline \( k-l \), and \( \overline{n}_{kl}^{C} \) denotes the averaged ideal visibility term, and

\[
\overline{n}_{kl} = \frac{1}{M} \sum_{p=1}^{M} n_{kl}^{p}
\]

denotes the averaged noise term.

Under the assumption that variations of the observed scene are negligible during the array rotation (which requires a relatively short rotation period), the averaged ideal visibility term \( \overline{V}_{kl}^{\text{id}} \) is identical for all baselines in the same-length baseline group. It allows that the averaged measurements of complex correlations can be used as the constant terms in the right side of system of equations, while the coefficient matrix for phase and amplitude calibration remains the same structure. Therefore, the relationship between the rank of coefficient matrix and the number of unknowns in the half revolution of array rotation still works on the complete revolution of array rotation:

1) For complete-rotation phase calibration:
   - Rank \( r''_p = 3M/2 - 2 \);
   - \( r''_p \) is only one less than the number of unknowns;

2) For complete-rotation amplitude calibration:
   - Rank \( r''_a = 3M/2 - 2 \);
   - \( r''_a \) is only one less than the number of unknowns.

The improvements of the calibration scheme accomplished by a complete revolution of array rotation come from two parts:

1) Half revolution of array rotation:
   - The noise term is averaged for \( M \) times, so that the noise level can be decreased by a factor of \( M \) (for noise variance);
   - All measurements of the complex correlations are used in a single system of equations, and only a single solving process is needed, which significantly reduces the time consumption of the solving process.

As a quick review of the aforementioned analysis, different ways to build the system of calibration equations for both phase and amplitude calibration are summarized as follows:

1. A) Phase calibration
   - i) Build \( M/2 \) systems of calibration equations, then average the \( M/2 \) solutions.
   - B) Amplitude calibration
     - i) Build \( M/2 \) systems of calibration equations, then average the \( M/2 \) solutions;
     - ii) Average the \( M/2 \) measured amplitudes of complex correlations for each baseline, then build one single system of calibration equations;
     - iii) Average the \( M/2 \) natural logarithm of measured amplitudes of complex correlations for each baseline, then build one single system of calibration equations.

2) Complete revolution of array rotation
   - A) Phase calibration
     - i) Build \( M \) systems of calibration equations, then average the \( M \) solutions;
     - ii) Average the \( M \) measured complex correlations for each baseline, then use the phases of averaged complex correlations to build one single system of calibration equations.
   - B) Amplitude calibration

---

2For instance, baseline 1-2 measures the visibilities measured by 1-2, 6-1, 5-6, 4-5, 3-4, and 2-3 in snapshot 1, by the consecutive snapshots during array rotation.
i) Build $M$ systems of calibration equations, then average the $M$ solutions;
ii) Average the $M$ measured complex correlations for each baseline, then build one single system of calibration equations;
iii) Average the $M$ amplitudes of the measured complex correlations for each baseline, then build one system of calibration equations;
iv) Average the $M$ natural logarithm of measured amplitudes of complex correlations for each baseline, then build one system of calibration equations.

The main difference between phase and amplitude calibration is that the measured phases cannot be averaged, no matter in which array rotation scheme. It is due to the measured phase is naturally wrapped in the principle interval of $2\pi$, and averaging of the measured phases does not always ensure the consistency between different baselines. By comparison, amplitude calibration does not suffer from the wrapping problem, and the measured amplitude remains identical when a $180^\circ$ rotation happens on the baseline. So the averaging operation for amplitude calibration can be conducted either on the amplitude level or on the natural logarithm of amplitude level. Overall, the approach of averaging before solving process is a better choice because it significantly reduces the time consumption of calibration. Thus, a complete revolution of array rotation is especially preferable for phase calibration. On the other hand, amplitude calibration is less influenced by the specific averaging methods, but the calibration performance still differs due to its special noise characteristic [54].

The rotational sampling calibration strategy also works on the equispaced circular array with an odd number of elements. However, the fully redundant measurements of each visibility can only be accomplished by a complete revolution of array rotation, since the array with an odd number of elements does not have any instantaneous redundancy in a single snapshot. Also considering the inherent side effects brought by the array with an odd number of elements, the array with an even number of elements is more favorable.

Circular polarization perfectly fits the proposed calibration strategy, since the array rotation will not introduce any difference on the observed brightness temperature of each rotated snapshot\(^3\). The proposed calibration strategy does not require circular-polarized antenna elements compulsively, but it should be pointed out that if linear polarization is employed, the linear-polarized brightness temperature being observed varies during array rotation. However, the calibration strategy can still be implemented if all antenna elements’ polarizations are unified to the same direction by careful installation.

IV. PRINCIPLE OF PHASE RETRIEVAL TECHNIQUE

The rotational sampling strategy permits the phase retrieval from the corresponding system of calibration equations as described in Section III-B. Several techniques have been explored to solve the phase retrieval problem, such as the least-squares method [33] and iterative method [55]. However, the phase wrapping puzzle has been reported to be unavoidable when trying to retrieve the unknown phase from the system of calibration equations [27], [35]. This trouble comes from the measurement of phase, which is achieved by measuring the real and imaginary part of a phasor, then calculating the arctangent function of the ratio between them. The phase measured by this way is naturally wrapped into the primary interval $[−\pi, \pi)$, and the original phase (may not be in the primary interval) is lost and cannot be recovered. The relationship between the original phase and measured phase can be described as

$$\psi_{kl}^{\text{measured}} = \arctan2\left\{\text{Im}(V_{kl}^{\text{raw}}), \text{Re}(V_{kl}^{\text{raw}})\right\}$$

$$= \text{Mod}\left\{\psi_{kl}^{\text{original}}\right\}$$

$$= \psi_{kl}^{\text{original}} + 2k\pi, \quad k = 0, \pm 1, \pm 2 \cdots$$

where the function $\text{Mod}[\cdot]$ returns the wrapped phase in the primary interval $[−\pi, \pi)$. One can only preserve the correctness of the solution when the original phases exactly fall into the primary interval ($k = 0$ for every measured phase), which is unrealistic in practical case.

The phase wrapping puzzle inherently exists in the phase retrieval problem. Fortunately, the unique structure of the system of phase calibration equations established by array rotation provides an ingenious approach to deal with it.

A. Property of the Fixed $\pi$-ambiguity

As described in Section III-B, baselines with identical length can perform fully redundant measurements by array rotation. The ideal visibility terms in the calibration equations can be attributed to the same ones for all baselines with identical length. Assuming that $N = M/2$ is half the number of elements, and $d$ is the index of the ideal phase term (the value of $d$ also equals to the sequential index of the same-length baseline group), the phase calibration equations can be summarized as follows:

$$\begin{cases}
\phi_i - \phi_{i+d} + \psi_{d}^{\text{id}} = \psi_{m1}^{\text{raw}}, & 1 \leq i \leq N-d \\
\phi_{i+d-N} - \phi_{i+N} + \psi_{d}^{\text{id}} = \psi_{m2}^{\text{raw}}, & 1 \leq i \leq N-d 
\end{cases}$$

$$\begin{cases}
\phi_i - \phi_{i+d} + \psi_{d}^{\text{id}} = \psi_{m1}^{\text{raw}}, & N-d < i \leq N \\
\phi_{i+d-N} - \phi_{i+N} + \psi_{d}^{\text{id}} = \psi_{m2}^{\text{raw}}, & N-d < i \leq N
\end{cases}$$

where $\phi_i$ denotes the separable phase factor of $i^{th}$ element, $\psi_{d}^{\text{id}}$ denotes the ideal phase of the visibility in the current group of same-length baselines; and $\psi_{x}^{\text{raw}}$ is used to indicate the measured phase, the subscript of it can be inferred by the antenna pair forming the corresponding equation. The index $d$ is $1 \leq d \leq N-1$, when the longest baselines have been excluded. The separation of (14) and (15) is caused by the circular shift of element indexing. Note that the measured phase is wrapped into the primary interval $[−\pi, \pi)$, while the original phase (right-hand side of the equations) is lost. What we can do is to estimate $\hat{\phi}_i$ and $\psi_{d}^{\text{id}}$ by $\phi_i$ and $\psi_{d}^{\text{id}}$, with the given measured phases.

It can be proved that (see Appendix for details) the solution of the system of phase calibration equations (14) and (15) has

---

\(^3\)The wind-up effect of circular polarization cancels out because all antenna elements rotate along with the array rotation.
a unique property called the fixed \( \pi \)-ambiguity, which means that the estimations of the separable phase factors \( \hat{\phi}_i \) and the ideal phase terms \( \dot{\psi}^\text{id}_d \) are different from their actual values by two possible arithmetic sequences, with the same common difference of either 0 or \( \pi \). Also, there are two unsolvable constant phase biases for the separable phase factors and the ideal visibility phases, due to the one degree of freedom of the system of phase calibration equations. The constant phase bias for the separable phase factors can be simply ignored because the bias cancels out when the phase difference between any two receiving channels is calculated (i.e., the baseline’s phase error). On the other hand, the constant phase bias for the ideal visibility phases has been proved (see Appendix) to be identical to the common difference in the mentioned arithmetic sequences; in other words, either 0 or \( \pi \).

The fixed \( \pi \)-ambiguity provides two possible solutions to the system of phase calibration equations, which can be described as

\[
\begin{align*}
\hat{\phi}^\text{set1}_i &= \hat{\phi}_i, \quad i = 1, 2, \ldots, M \\
\dot{\psi}^\text{set1}_d &= \dot{\psi}_d, \quad d = 1, 2, \ldots, P
\end{align*}
\]

(16a)

\[
\begin{align*}
\hat{\phi}^\text{set2}_i &= \hat{\phi}_i + i \cdot \pi, \quad i = 1, 2, \ldots, M \\
\dot{\psi}^\text{set2}_d &= \dot{\psi}_d + d \cdot \pi, \quad d = 1, 2, \ldots, P
\end{align*}
\]

(16b)

where \( \hat{\phi}_i \) and \( \dot{\psi}^\text{id}_d \) are the raw estimations of separable phase factors and ideal visibility phases, respectively; and \( P \) equals the number of same-length baseline groups used in the system of phase calibration equations. The case with the common difference of 0 is denoted by superscript "set 1", and the case with the common difference of \( \pi \) is denoted by superscript "set 2".

**B. Solving Techniques**

However, the overdetermined system of phase calibration equations still cannot be solved by the ordinary least-squares method or Moore–Penrose inverse [56], because the overdetermined system with wrapped phase measurements is potentially inconsistent. It can be verified by comparing the rank of coefficient matrix and the rank of its augmented matrix, the system of equations is consistent if and only if the two ranks are equal (Rouché–Capelli theorem [57]). The system of equations is consistent when the phase measurements (constant terms) are unwrapped because they are linear combinations of the unknowns to be solved. If the phase measurements are wrapped, the system of equations potentially becomes inconsistent, and one will obtain some contradictory equations after Gaussian elimination. Another explanation for it is that any division involved in the solving procedure will introduce phase ambiguity (not only \( \pi \)-ambiguity), since the wrapped phases are different from their true values by \( \pm 2k\pi \) (\( k \) is a positive integer). As a result, the solutions obtained by the ordinary least-squares method and inversion-related methods are most probably incorrect, even in noise-free cases. They can only be used when the separable phase factors and the ideal visibility phases are small enough (close to zero), to avoid phase wrapping occurring in the phase measurement, which is not realistic in general case. Otherwise, the phase unwrapping technique for either the measured phases or the retrieved phases is required unavoidably.

An alternative methodology for phase retrieval is to fit complex phasors rather than the measured phases [33], which can be achieved by minimizing the objective function defined as

\[
\mathcal{F} = \sum_{k,l} w_{kl} \left\{ \left[ \text{Re}(\Delta_{kl}) \right]^2 + \left[ \text{Im}(\Delta_{kl}) \right]^2 \right\}
\]

(18)

where \( w_{kl} \) denotes the weighting function of the baselines, and the quantity \( \Delta_{kl} \) indicates the misfit between the measured complex correlation’s phasor with a unity amplitude and the corresponding model phasor

\[
\Delta_{kl} = \exp \left( i \cdot \psi_{kl}^\text{raw} \right) - \exp \left[ i \cdot (\phi_k - \phi_l + \psi_{kl}^\text{id}) \right].
\]

(19)

The objective function can be further simplified by the properties of trigonometric functions

\[
\mathcal{F} = \sum_{k,l} w_{kl} \cdot \sin^2 \left[ \frac{\psi_{kl}^\text{raw} - (\phi_k - \phi_l + \psi_{kl}^\text{id})}{2} \right].
\]

(20)

Although the fit of complex phasors successfully removes the \( 2\pi \) ambiguity of the measured phase, it also should be noted that the objective function can be approaching zero from either \( 0^\circ \) direction or \( 180^\circ \) direction in the complex plane. It agrees with the fact that \( \psi_{kl}^\text{raw} - (\phi_k - \phi_l + \psi_{kl}^\text{id}) \) can be either 0 or \( 2\pi \) when the objective function in (20) is being minimized to approach zero. Fortunately, the misfit does not need any extra correction because it has already been degenerated into the fixed \( \pi \)-ambiguity due to the unique structure of the system of phase calibration equations. The residual misfit is expressed.

**Fig. 6.** Reconstructed brightness temperature with the fixed \( \pi \)-ambiguity: (a) correct phase, (b) ambiguous phase.

This kind of ambiguity can be easily eliminated by a single image reconstruction. Fig. 6 shows the different representations of the two possible phase solutions on the reconstructed brightness temperature image, where the correctness of two possible solutions can be determined by visual inspection (the image reconstruction technique for polar sampling grid can be found in [48]). Since the separable phase factor of receiving channel does not change rapidly over time, the unambiguous solution inferred by the image reconstruction can be used as a priori information to eliminate the fixed \( \pi \)-ambiguity in the subsequent phase calibration process.
The minimization of the objective function expressed in (20) is a nonlinear least-squares problem, which can be effectively solved by sophisticated iterative methods, such as Trust-region Reflective Algorithm [58], [59]. The Jacobian matrix can be analytically calculated based on the defined objective function, which reduces the time consumption of each iteration. Apart from that, there are two essential quantities to be defined before the minimization algorithm begins, which are: 1) the weighting function and 2) the initial guess of the solution. The weighting function should be carefully designed based on the behavior of noise term. The basic idea is to define \( w_{kl} = 1/\sigma_{kl} \) when the noise obeys a zero-mean Gaussian distribution (where \( \sigma_{kl} \) is the standard deviation of the corresponding Gaussian noise). The detailed noise analysis is the subject of a companion paper [54]. Only the selection of initial guess is discussed here.

### C. Selection of Initial Guess

The initial guess is of great importance for iterative optimization algorithms, especially under noise conditions. The optimization solvers typically find a local minimum because the gradient-related methods are commonly used to update the solution in each iteration. One can only expect the global minimum is found when the initial guess is provided in the basin of attraction of a global minimum. Although some global optimization techniques have been proven to be effective, such as Simulated Annealing (SA) [60] and Genetic Algorithms (GA) [61], it has to be pointed out that they are time-consuming especially dealing with a large-scale problem. The best way to ensure the success of phase calibration is to provide a good-enough initial guess, which leads to a reasonable solution.

As it has been explained previously, the phase wrapping problem occurs when the system of phase calibration equations is inconsistent. Although it is the case that happened in most of the phase-retrieval problems, we have found that the solution obtained by matrix inversion can still be reasonable under some specific circumstances. The core idea is to make the system of phase calibration equations consistent by some basic matrix operations, even with the originally measured system of phase calibration equations consistent by some specific circumstances. The core idea is to make the solution in each iteration. One can only expect the global minimum is found when the initial guess is provided in the basin of attraction of a global minimum. Although some global optimization techniques have been proven to be effective, such as Simulated Annealing (SA) [60] and Genetic Algorithms (GA) [61], it has to be pointed out that they are time-consuming especially dealing with a large-scale problem. The best way to ensure the success of phase calibration is to provide a good-enough initial guess, which leads to a reasonable solution.

As it has been explained previously, the phase wrapping problem occurs when the system of phase calibration equations is inconsistent. Although it is the case that happened in most of the phase-retrieval problems, we have found that the solution obtained by matrix inversion can still be reasonable under some specific circumstances. The core idea is to make the system of phase calibration equations consistent by some basic matrix operations, even with the originally measured (wrapped) phases as constant terms.

The inconsistency of the system of phase calibration equations results from the wrapped constant terms, which will result in contradictory equations after row reductions. So the first criterion we apply is to reduce the number of equations by removing equations from the system of phase calibration equations as much as possible, in order to avoid potential contradictions. The second criterion is to find an indicator to preserve the degree of freedom of the system of equations, which is naturally the rank of the coefficient matrix.

After equation removal, the information contained in the original system of equations is reduced significantly, and the solution becomes much more sensitive to noise. Based on the inherent property of Fourier Transform of the natural scene, the energy in the frequency domain (spatial frequency in our case) is concentrated in the low-frequency part, so the baselines with shorter baseline length have a higher signal-to-noise ratio. Following the derivations presented in the Appendix, it can be verified that the fixed \( \pi \)-ambiguity still holds when only the first two same-length baseline groups are used to build the system of phase calibration equations \((d = 1 \text{ and } 2)\), and there are two degrees of freedom as well. Thus, the two shortest baselines are selected to form the system of equations before equation removal begins.

Without loss of generality, the phase of the first element is set to zero \((\phi_1 = 0)\) because the constant phase bias in the separable phase factors is irrelevant when the baseline’s phase error is calculated. Consequently, the first unknown, and also the entire first column of coefficient matrix can be deleted, and the system of equations becomes full-rank before equation removal starts.

The equation removal is conducted based on the idea of recursive backtracking, and the detailed steps are summarized as follows:

1. Build the system of phase calibration equations with the first two groups of same-length baselines, initialize \( i = 1 \);
2. Record the current system of equations as subset \( B_i \), initialize \( e_i = 1 \), where \( e_i \) denotes the index of equation to be removed in this loop;
3. Remove equation \( e_i \) from the system of equations \( B_i \);
4. Check the rank of coefficient matrix:
   - If the rank does not change, set \( i = i + 1 \), continue from step 2);
   - If the rank is reduced, preserve equation \( e_i \), set \( e_i = e_i + 1 \) and get back to step 3);
5. If all equations have been checked, but the rank cannot be preserved, return to the subset \( B_{i-1} \), set \( e_{i-1} = e_{i-1} + 1 \), and \( i = i - 1 \), continue from step 3);
6. Stop until the coefficient matrix becomes a square matrix.

Once the coefficient matrix becomes a square matrix, the system of phase calibration equations can be solved by simple matrix inversion. A typical full-rank square coefficient matrix is (originated from the coefficient matrix shown in (10))

\[
A = \begin{bmatrix}
0 & 0 & 0 & -1 & 1 & 1 & 0 \\
0 & 0 & 0 & 0 & -1 & 1 & 0 \\
0 & 0 & -1 & 0 & 1 & 0 & 1 \\
1 & 0 & -1 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & -1 & 0 & 0 & 1 \\
0 & 1 & 0 & -1 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 & -1 & 0 & 1 \\
\end{bmatrix}
\]

(21)

where the vertical line indicates the boundary between two kinds of matrix entries that corresponding to the separable phase factors and the ideal visibility phases, respectively.

On the other hand, the inverse of (21) is shown at the top of the next page, where the horizontal line also indicates the boundary between two kinds of matrix entries that corresponding to the separable phase factors and the ideal visibility phases, respectively.
It can be noticed that the inverse of the coefficient matrix has a unique structure. Apart from integers, only fractions with the denominator of 2 appears in the matrix entries. The solution obtained by the corresponding square matrix inversion can be interpreted as follows:

1) The divided-by-2 operation (the denominator of 2) will only generate \( \pi \)-ambiguity. Recalling that the solution of the system of equations will be calculated by right-multiplying \( A^{-1} \) by the constant terms (wrapped phase measurements): if the wrapped phase is different from the original value with an odd \( k \) in \( 2k\pi \), the \( \pi \)-ambiguity happens; and if \( k \) is an even number, it does not make any mistake;

2) From the column’s perspective, the divided-by-2 operations act on the same constant terms (for every row in (22), if the divided-by-2 operations exist, they appear consistently in columns 1-5 and 7), which implies the solution influenced by the potential ambiguity will have the consistent \( \pi \)-ambiguity (whether ambiguous or not, simultaneously);

3) From the row’s perspective, the divided-by-2 operations appear every two rows (remember the boundary between separable phase factors and ideal visibility phases), which implies that every two solved separable factors and solved ideal phases will be influenced by the potential ambiguity.

Overall, the solution obtained by square matrix inversion agrees with the property of the fixed \( \pi \)-ambiguity inferred by the original system of phase calibration equations. Here we define the initial guess obtained by the square matrix inversion as the first initial guess, which is denoted by

\[
x_{\text{ini}}^{\text{1}} = \{\overline{\phi}_1, \overline{\phi}_2, \ldots, \overline{\phi}_M | \overline{\psi}_1, \overline{\psi}_2\}
\]

(23)

where \( \overline{\phi}_1 = 0 \). Note that only two ideal visibility phases are contained in the first initial guess, since the baselines in the first two groups of same-length baselines are used to estimate the first initial guess.

The residual error in the first initial guess will be significant because very few measurements are utilized. The quality of the first initial guess can be improved by minimizing the objective function in (20), with all baseline measurements in the two corresponding same-length baseline groups, provided the first initial guess as a starting point. The solution is defined as the second initial guess

\[
x_{\text{ini}}^{\text{2}} = \{\overline{\phi}_1, \overline{\phi}_2, \ldots, \overline{\phi}_M | \overline{\psi}_1, \overline{\psi}_2\}
\]

(24)

To ensure the best phase calibration performance, all available baseline measurements should be used in constructing the system of phase calibration equations (but with different weights). So the initial guess of ideal visibility phases needs to be further extended for the baselines in the other same-length baseline groups. The estimation of ideal visibility phases in the other same-length baseline groups can be attained by the phase calibration model in (5) and the redundant measurements of each ideal visibility terms:

\[
\overline{\psi}_d = \arg \left\{ \frac{\sum_{(kl) \in S_d} \exp \left[ i \cdot (\overline{\psi}_{kl} - \overline{\phi}_k + \overline{\phi}_l) \right]}{M} \right\}
\]

(25)

where the average is calculated at complex phasor’s domain to avoid any potential anomaly caused by the arithmetic mean of the phases. The denominator is equal to the total number of elements \( M \) since there are \( M \) baselines in each same-length baseline group and each baseline realizes the measurement of the same visibility.

So far, initial guesses for all possible unknowns involved in the phase calibration equations are reasonably obtained, which is defined as the third initial guess

\[
x_{\text{ini}}^{\text{3}} = \{\overline{\phi}_1, \overline{\phi}_2, \ldots, \overline{\phi}_M | \overline{\psi}_1, \overline{\psi}_2, \ldots, \overline{\psi}_d\}
\]

(26)

Although the residual phase error in the third initial guess is amplified along with the relative distance between every two elements, which agrees with the conclusion shown in [37]. It still works as a good-enough initial guess to converge to a reasonable solution [54].

V. PRINCIPLE OF AMPLITUDE RETRIEVAL TECHNIQUE

Compared to the phase retrieval, amplitude retrieval is much simpler because it does not need to deal with any "amplitude wrapping" problem. The original amplitude calibration model is described by products that cannot be used to build a linear system of amplitude calibration equations. A proper way is to linearize the equations by taking the natural logarithm of both sides of (6), as shown in (7) [37].

Since the degree of freedom of the system of amplitude calibration equations has been reduced to 1 by applying array rotation, it is natural to set \( \hat{\psi}_1 = 1 \) as the reference amplitude (\( \ln(\hat{\psi}_1) = 0 \)). The first unknown, and also the entire first column of coefficient matrix can be deleted. Hence, the overdetermined system of amplitude calibration equations becomes full-rank, it can be solved by the weighted least-square method.

\[
\hat{\mathbf{y}} = (B^\top W_A B)^{-1} B^\top W_A \mathbf{d}
\]

(27)

where \( B \) is the coefficient matrix for amplitude calibration, \( W_A \) is the weighing matrix, \( \mathbf{d} \) is the natural logarithm of the measured amplitudes of complex correlations, and \( (\cdot)^\top \) denotes the matrix transpose. Noted that the weighing matrix
should be carefully designed based on the noise’s behavior, especially when the natural logarithm of the measured amplitude is calculated to conduct unknown’s linearization [54].

As \( g_1 \) is set to 1 to establish a full-rank coefficient matrix, the unknowns solved by weighted least-square method are different from their true values by a multiplicative factor related to the true value of \( g_1 \)

\[
g_k = \hat{g}_k \cdot g_1, \quad k = 2, 3, \ldots, M
\]

(28)

where \( \hat{g}_k \) and \( |V^d_d|^2 \) are the raw estimations of the separable amplitude factors and the ideal visibility amplitudes, respectively, they are consistent with the assumption \( g_1 = 1 \); and \( P \) denotes how many groups of same-length baselines are used in building the system of amplitude calibration equations.

The amplitude calibration conducted with one degree of freedom is a relative calibration, which calibrates the relative consistency of the amplitudes of each measured visibility. There is still a free variable needed to be determined by the other kinds of auxiliary calibration methods, such as the classical noise injection. As a priori brightness temperature of the observed scene can be provided by the well-modeled aperture radiometers on polar-orbiting satellites, it offers a brightness temperature or the actual measurements of the real observed scene can be provided by the well-modeled classical noise injection. As a priori freedom is a relative calibration, which calibrates the relative consistency of the amplitudes of each measured visibility.

It should be pointed out that the visibility sampled during array rotation is an averaged version of the visibility function along its sampling trajectory. It can be recognized as the "blurring effect" of visibility sample when a large integration time (slow array rotation) is applied to the snap-shot measurement. On the other hand, fast array rotation unavoidably induces a structural deformation of the array, and the visibility sampling position will differ from its nominal value accordingly. A dedicated analysis needs to be accomplished in a future study considering the actual implementation of the proposed calibration strategy.

VI. CONCLUSION

In this paper, a novel calibration strategy for both phase and amplitude calibration based on redundant baseline measurements has been proposed. The fully redundant measurements for each visibility accomplished by the unique structure of the equispaced circular array and rotational sampling strategy permit the calibration with minimal aid of any auxiliary method. It further suggests the layout of elements that a rotating circular array should have in order to ease its calibration.

It has been analytically proven that the phase calibration carried out by this strategy has a unique property of the fixed \( \pi \)-ambiguity, and this kind of ambiguity can be easily eliminated by a single image reconstruction. It successfully solves the inevitable problem of phase wrapping encountered in the phase retrieval of redundant space calibration, and no other phase unwrapping technique is needed. The residual degree of freedom cancels out when the baseline phase is calculated, so the phase calibration is well-defined and self-contained. On the other hand, the amplitude calibration acts as a relative calibration which calibrates the relative consistency of the amplitudes of each measured visibility.

This study provides a potential scheme of interferometric synthetic aperture radiometer design for geostationary passive microwave observations, especially as the calibration is difficult to be implemented by the conventional noise injection method. The simulation results and discussion of the proposed calibration strategy are left for a later accompanying paper.

APPENDIX

PROOF OF THE FIXED \( \pi \)-AMBIGUITY

As described in Section IV-A, baselines with identical length lead to fully redundant measurements of all possible visibilities by array rotation. Then, the ideal visibility terms in the calibration equations can be referred to the same ones for all baselines with identical length. It is assumed that there is a set of estimation of separable phase factors \( \hat{\phi}_i \) and ideal visibility phases \( \psi_d^id \), which satisfy (14) and (15), but with arbitrary phase wrapping factors. This assumption is compatible with the use of the measured (wrapped) phase as a constant term in the phase calibration equations. Using the baseline indexing as illustrated in Fig. 4 (blue baselines), the phase calibration equations in (14) and (15) can be rewritten with \( \hat{\phi}_i \) and \( \psi_d^id \)

\[
\begin{align*}
\hat{\phi}_i - \hat{\phi}_{i+d} + \psi_d^id &= \hat{\psi}_d^{\text{raw}} - \psi_d^{\text{raw}}, \quad 1 \leq i \leq N - d - 1 \\
\hat{\phi}_{i+d+N} - \hat{\phi}_{i+N} + \psi_d^id &= \hat{\psi}_d^{\text{raw}}, \quad 1 \leq i \leq N - d
\end{align*}
\]

(A-1a)

(A-1b)

\[
\begin{align*}
\hat{\phi}_i - \hat{\phi}_{i+d} + \psi_d^id &= \hat{\psi}_d^{\text{raw}}, \quad N - d < i \leq N - 1 \\
\hat{\phi}_{i+d-N} - \hat{\phi}_{i+N} + \psi_d^id &= \hat{\psi}_d^{\text{raw}}, \quad N - d < i \leq N
\end{align*}
\]

(A-2a)

(A-2b)

where terms \( \psi_d^{\text{raw}} = \psi_d^id + 2k_x \pi \) denote the phase wrapping caused by the phase measurement and inexact estimations of \( \hat{\phi}_i \) and \( \psi_d^id \), \( k_x \) is an integer; and the subscript of \( \psi_d^{\text{raw}}, \psi_d^{\text{raw}} \) and \( k_x \) can be inferred by the antenna pair forming the corresponding equation. The index \( d \) is 1 \( \leq d \leq N - 1 \), when the longest baselines are excluded.

Due to the \( 2\pi \) periodicity of the phase, the system of equations defined by (14) and (15) has infinite solutions. Defining the difference between the true unknowns \( \phi_i, \psi_d^id \) and the estimation set of them \( \hat{\phi}_i, \psi_d^id \) as \( S_i \) and \( X_d \), respectively

\[
\begin{align*}
S_i &= \phi_i - \hat{\phi}_i, \quad i = 1, 2, \ldots, M \\
X_d &= \psi_d^id - \psi_d^id, \quad d = 1, 2, \ldots, N - 1
\end{align*}
\]

(A-3a)

(A-3b)

where the possible values for \( S_i \) and \( X_d \) are not necessarily limited to the natural period of phase.

The following steps will demonstrate that the solution patterns inferred by (A-1) and (A-2) can be used to remove irregular phase ambiguity in the phase retrieval problem.
A. Solution Pattern Inferred by (A-1a) and (A-2a)

Since the structures of (A-1a) and (A-2a) are identical, they can be rewritten as an unity by using the difference between the true unknowns and the estimation set defined by (A-3)

\[ S_i - S_{i+d} + X_d = 2k_a \pi, \quad \begin{cases} i = 1, 2, \ldots, N \\ d = 1, 2, \ldots, N - 1 \end{cases} \quad \text{(A-4)} \]

where the \(2k_a \pi\) term is the phase wrapping factor as defined after (A-1a) and (A-2a), and the definitions of (14a) and (15a) are used in the derivation of (A-4). For simplicity, the subscript of \(k_a\) is described as \(a = \{i, d\}\) in the following derivations.

Expanding (A-4) by every possible \(d\), we have

\[
\begin{aligned}
&d = 1: \quad S_i - S_{i+1} = -X_1 + 2k_{1,1} \pi \\
&d = 2: \quad S_i - S_{i+2} = -X_2 + 2k_{1,2} \pi \\
&\quad \vdots \\
&d = N - 1: \quad S_i - S_{i+N-1} = -X_{N-1} + 2k_{1,N-1} \pi \\
&\quad \vdots \\
&d = N: \quad S_i - S_{i+N} = -X_N + 2k_{1,N} \pi
\end{aligned}
\]

\[ \text{(A-5-1)} \]

where the \(2k_{i,d} \pi\) terms in each equation are not necessarily identical, as they vary with both \(i\) and \(d\).

Since \(S_i\) and \(X_d\) denote the difference between phases, the \(2k_{i,d} \pi\) terms in (A-5) can be neglected without loss of generality. Subtracting (A-5-1) from (A-5-2), (A-5-2) from (A-5-3), \(\ldots\), (A-5-N-2) from (A-5-N-1), then rewriting (A-5-1) in the first equation, we obtain

\[
\begin{aligned}
S_i - S_{i+1} &= -X_1 \\
S_{i+1} - S_{i+2} &= X_1 - X_2 \\
S_{i+2} - S_{i+3} &= X_2 - X_3 \\
\quad \vdots \\
S_{i+N-2} - S_{i+N-1} &= X_{N-2} - X_{N-1}.
\end{aligned}
\]

\[ \text{(A-6)} \]

where the index \(i\) is \(1 \leq i \leq N\) for each equation in (A-6).

The equations in (A-6) indicate that every consecutive part of sequence \(S_i\) is an arithmetic sequence with a common difference of the combination of \(X_d\) terms (but not the complete sequence at this point). On the other hand, any arithmetic sequence expressed by (A-6) shares at least two identical elements of \(S_i\); thus, it can be deduced that their common differences are equal, which yields

\[
\begin{aligned}
-X_1 &= X_1 - X_2 \\
-X_1 &= X_2 - X_3 \\
\quad \vdots \\
-X_1 &= X_{N-2} - X_{N-1}.
\end{aligned}
\]

\[ \text{(A-7)} \]

From (A-7) it can be inferred that \(X_d\) is an arithmetic sequence with a common difference of \(X_1\)

\[ X_d = X_1 + X_1(d - 1), \quad d = 1, 2, \ldots, N - 1. \quad \text{(A-8)} \]

Combining (A-6) and (A-8), we have

\[ S_i = S_1 + X_1(i - 1), \quad i = 1, 2, \ldots, 2N - 1 \quad \text{(A-9)} \]

where the common difference of \(S_i\) is \(X_1\).

Equation (A-8) and (A-9) indicate that the estimation set satisfying (A-1a) and (A-2a) has two degrees of freedom: a constant phase term \(S_1\) and \(X_1\) for the separable phase factors and the ideal visibility phases, respectively; and a phase slope term recognized by \(X_1\).

B. Solution Pattern Inferred by (A-1b) and (A-2b)

Rewriting (A-1b) and (A-2b) using \(S_i\) and \(X_d\) defined in (A-3)

\[
\begin{aligned}
S_{i+d+N} - S_{i+N} &= -X_d + 2k_b \pi, \quad \begin{cases} i = 1, 2, \ldots, N - d \\ d = 1, 2, \ldots, N - 1 \end{cases} \\
S_{i+d-N} - S_{i+N} &= -X_d + 2k_c \pi, \quad \begin{cases} N - d < i \leq N \\ d = 1, 2, \ldots, N - 1 \end{cases}
\end{aligned}
\]

\[ \text{(A-10)} \]

\[ \text{(A-11)} \]

where the definitions of (14b) and (15b) are used in the expression.

Following the similar process shown in the previous derivation, we can deduce (A-12) and (A-13) from (A-10) and (A-11), respectively

\[
\begin{aligned}
X_d &= X_1 + X_1(d - 1), \quad d = 1, 2, \ldots, N - 1 \\
S_i &= S_{N+1} - X_1(i - 1), \quad N + 1 \leq i \leq 2N
\end{aligned}
\]

\[ \text{(A-12a)} \]

\[ \text{(A-12b)} \]

\[
\begin{aligned}
X_d &= X_1 + X_1(d - 1), \quad d = 1, 2, \ldots, N - 1 \\
S_i &= S_1 - X_1(i - 1), \quad i = 1, 2, \ldots, N - 1
\end{aligned}
\]

\[ \text{(A-13a)} \]

\[ \text{(A-13b)} \]

where the sequence \(X_d\) has an identical form as shown in (A-8), but the common difference of the sequence \(S_i\) becomes \(-X_1\).

The indexes for expressing formulas of the sequences \(S_i\) defined by (A-9), (A-12b) and (A-13b) can be expressed by \(d_1 \in [1, 2N - 1], d_2 \in [N+1, 2N] \) and \(d_3 \in [1, N - 1], \) respectively, where \(d_1\), \(d_2\) and \(d_3\) are sets of positive integers. When \(N \geq 3\), it yields

\[
\begin{aligned}
d_1 \cap d_2 &= [N + 1, 2N - 1] \\
d_1 \cap d_3 &= [1, N - 1]
\end{aligned}
\]

\[ \text{(A-14a)} \]

\[ \text{(A-14b)} \]

where each intersection of sets has at least two sequential elements.

Note that the common difference of the sequence \(S_i\) is \(X_1\) in (A-9), and \(-X_1\) in (A-12b) and (A-13b). As (A-14) shows that at least two identical sequential elements of \(S_i\) exist in the sequences defined by (A-9) and (A-12b), (A-9) and (A-13b); it can be deduced that their common differences are identical, which yields

\[ X_1 = -X_1 + 2\pi \quad \text{or} \quad \pi \]

\[ \text{(A-15)} \]

where the \(+2\pi\) term is added with the consideration of natural period of phase.
According to (A-15), it can be concluded that both sequences $S_i$ and $X_i$ inferred by the system of equations (A-1) and (A-2) are arithmetic sequences with a common difference of 0 or $\pi$. It follows immediately that the estimation sets $\phi_i$ and $\gamma_i^2$, which satisfy the system of equations (A-1) and (A-2), are different from their true values by 0 or $\pi$ plus a constant term. Although the constant term in separable phase factors is not solvable, it is canceled when the phase difference is calculated between every two receiving channels.

It should be pointed out that the system of phase calibration equations with an odd number of total elements also has the property of the fixed $\pi$-ambiguity. The proof can be carried out following a similar process.
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