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Abstract—Being on the verge of exascale performance has shifted the prioritization of performance in applications to the inclusion of power-performance efficiency as a primary objective in the High Performance Computing (HPC) community. Simultaneously, this has surfaced hardware and software efforts that employ techniques such as dynamic voltage and frequency scaling (DVFS) for core and uncore units or dynamic concurrency throttling (DCT) to exploit hardware resources efficiently, by saving energy while maintaining performance. These techniques are complementary, so they can be used together. However, employing them is not a straightforward task, as they have to be adjusted based on the workload, and it is even more complex to combine them properly. Thus, these techniques should be applied transparently by a runtime system, without relying on application developers. In this paper, we extend a task-based runtime system with an infrastructure that categorizes workloads based on their computational profile – memory-bounded, compute-bounded, or balanced. This categorization is done in an on-line manner and with a negligible overhead. With this additional information, we enhance the CPU-manager and scheduler of OmpSs-2, a task-based parallel programming model, to automatically combine DVFS and DCT techniques based on workloads. Moreover, we show that our heuristics transparently improve energy efficiency on average by 15% with no significant performance loss and either equal or surpass the energy efficiency of the best static configuration available.

I. INTRODUCTION

High-Performance Computing (HPC) systems have become an essential tool for applications from various scientific and engineering fields. Simultaneously, task-based parallel programming models have emerged as an alternative to allow these applications to exploit the hardware’s full potential. However, due to the increasing concern for energy consumption in HPC systems, optimizing performance-energy efficiency has become a primary objective. Hence, from only focusing on maximizing performance, the interest in HPC-related studies has shifted to solutions that maintain application performance while improving energy efficiency. Similarly, HPC-software developers have started offering tools or techniques with which users can either maintain or optimize performance in applications while saving energy.

A critical factor that surfaces the need for such techniques is the inherent limits in applications and systems. When exploiting thread-level parallelism (TLP), the standard practice is to expose as much parallelism as possible and use the maximum number of resources available in the system. Although this often works as expected, there are cases in which performance may suffer due to issues such as off-chip bus saturation and concurrent accesses to shared memory [1], [2]. In such scenarios, smarter resource managing techniques can (i) decrease energy consumption by limiting resource usage when off-chip bottlenecks are detected, and (ii) improve performance when limiting resources leads to having less contention over shared units.

To tackle energy-performance efficiency, two of the most widely spread techniques are dynamic concurrency throttling (DCT) and dynamic voltage and frequency scaling (DVFS). While DCT strategies artificially limit the number of active cores running an application, a DVFS system enables exploiting resources by either increasing or decreasing their operating frequency. Unfortunately, efficiently employing DCT or DVFS is not a straightforward task due to the number of variables only known at run-time. Furthermore, parallel applications may present different behaviors related to (i) their scalability, which affects the number of active threads; and (ii) application phases – compute or memory-bounded – which affect the operating frequency and voltage of hardware components. Relying on end-users to employ these techniques can lead to a non-optimal use of resources. Thus, runtime systems should be the ones to integrate such techniques.

In this paper, we propose an infrastructure that categorizes workloads based on their computational profile. This infrastructure decides whether each unit of work being executed is memory-bounded, compute-bounded, or balanced. Such categorization is done on-line, with no required warm-up, and introducing a negligible overhead in executions. Based on this additional information, we extend the resource manager and scheduler of a task-based parallel runtime library with capabilities that combine core and uncore DVFS and DCT techniques. Even though we exemplify our work using the OmpSs-2 programming model [3], its tasking model is similar to the tasking model of other programming models such as OpenMP, thus our proposals can be applied to other parallel programming models. The main contributions of this work are: (i) the extension of a monitoring infrastructure to include an online monitoring, task-characterization, and prediction infrastructure; and (ii) the efficient combination of both DVFS and DCT techniques based on predictions. When executing several well-known benchmarks and applications on two modern HPC
systems, we show that:

- Our infrastructure can categorize workloads with an average accuracy of 90% and negligible overhead in execution time (4% in the worst case).
- Combining DCT and DVFS techniques for uncore resources can lead to decreasing energy consumption by 15% on average. Furthermore, employing these techniques automatically and adaptively can even lead to an improved energy consumption compared to the best static configuration.
- In some scenarios, performance can also benefit from these techniques, by reducing resource contention or saturation.

The remainder of this paper is structured as follows. In Section II, we describe the background of dynamic techniques used to improve energy efficiency. In Section III, we give a thorough description of the implemented techniques and frameworks of this work. Then, in Section IV, we describe the methodology employed during the evaluation phase and discuss the results of our contributions. In Section V, we discuss the related work and highlight our contributions. Finally, Section VI presents the conclusions and future work.

II. BACKGROUND

Categorizing application workloads is often a requirement for techniques based on tweaking hardware configurations. To make scheduling decisions, runtime libraries must first characterize the current workload based on its computational profile. In related literature, this is commonly referred to as phase tracking. In this paper, we study different DCT and core/uncore DVFS techniques. Hence, to exemplify our contributions, we require an infrastructure to extract the needed metrics to create a profile of the tasks being currently executed. This module uses hardware counters such as the number of last level cache (LLC) misses to decide how memory-bounded a task is. Furthermore, it records and normalizes timing metrics in order to profile tasks further. To avoid burdening the user with extra steps and to adapt to each application and system, our infrastructure must perform this characterization at runtime, with no off-line training phases. Task-based parallel programming runtime libraries like Nanos6 [4] offer malleability when using hardware resources. The modules in these libraries offer extensibility through policies, enabling the development of heuristics and policies to take smarter scheduling decisions when managing resources. Once workloads are categorized, techniques such as DCT and DVFS can be employed to save energy and even increase the performance of applications that might suffer from resource contention.

DCT is a technique in which the number of available active cores is modified based on heuristics. In research related to power-performance efficiency, such a technique is usually employed when an excessive amount of memory-bounded tasks is being executed. This is so that any extra processors that would have their memory transfer rates limited can be idled to avoid their energy consumption.

Another technique, based on the same principles, is DVFS, which dynamically scales core frequencies based on the computational profile of workloads. For instance, when memory-bounded tasks are detected, the frequency of the processor executing them is lowered to reduce its energy consumption while still keeping it active. Governors that take scheduling decisions for computing resources and DVFS capabilities became available through common drivers in Linux Kernel Version 2.6 [5]. Moreover, as of version 5.6 [5], several drivers enable tweaking the uncore frequency which is directly related to shared resources such as the memory controller.

These techniques are useful in scenarios such as the one illustrated in Figure 1. As shown, once the off-chip bus occupation cap is reached and more active cores are added, the gain in performance starts to decay. In such scenarios, it is common to see adverse effects on performance after a certain number of active cores, as they may generate contention in shared resources. By limiting the number of active cores upon detecting such bottlenecks, users can benefit from more energy-efficient executions that maintain performance. Furthermore, when detecting memory-bounded phases in applications, energy efficiency can be improved by scaling down core frequencies.

III. DYNAMIC RESOURCE MANAGEMENT TECHNIQUES

The primary objective of this paper is to automatically integrate and combine the usage of DCT and DVFS techniques into task-based parallel programming models. We exemplify this with Nanos6, a runtime library that implements the OmpSs-2 task-based programming model. To achieve our goals, we require the integration to be transparent to users, so the burden of employing these techniques does not lay upon them. In this section, we give a thorough description of our monitoring and prediction infrastructure, and the heuristics employed in these techniques.

A. Prediction Infrastructure

Commonly, works that focus on phase tracking – i.e., categorizing workloads – detect and classify different phases that an application is going through. However, this has room
for improvement since real applications typically combine different phases to exploit these programming models’ potential fully. For instance, some applications may combine I/O-intensive tasks with compute-intensive tasks to fully leverage the underlying system’s potential. For this reason, and since OmpSs-2 is a task-based programming model, the categorization is done at the finest (task) level.

To categorize tasks, we extend our monitoring and prediction infrastructure [6] that collects timing and hardware counter metrics at run-time, and infers these metrics for future tasks. Inferring predictions using basic metric averages may produce adverse effects. For instance, a type of task could behave differently in different application phases depending on variabilities only known at run-time – e.g., the current status of scheduler queues, OS noise, or off-chip bus saturation. To accommodate to these variabilities, we use exponential moving averages [7], [8] to infer metric predictions.

In Figure 2, we show a view of how our infrastructure uses past metrics to infer predictions for future tasks. When a task finishes its execution, its number of LLC misses and elapsed execution time are inserted in a map. This map groups metrics with the respective task type, which is detected and registered in the runtime while the latter is being initialized. Having all of this data accessible at run-time allows inferring metrics for future tasks with the same type.

On the other hand, when a task is created and submitted to the scheduler, the monitoring module receives the task’s type. With its type, the module predicts hardware counter metrics using past information from tasks of the same type, stored in the aforementioned map. All this data is fed into the prediction module, which infers timing and resource usage predictions, and accumulates normalized metrics using an exponential moving average. In the event that a task is the first of its type, all the aforementioned modules take no action so that its execution can begin as early as possible.

For a later categorization, to detect if a task $x$ of type $y$ is memory-bounded, its expected memory bandwidth is predicted using: (i) past information of LLC misses by tasks with the same type ($LLC_y$), (ii) its predicted execution time ($Time_{xy}$), and (iii) the cache line size of the system ($C$), as shown in the following equation:

$$MEM_{BW_{xy}} = \frac{LLC_y \times C}{Time_{xy}} \tag{1}$$

Prefetching may directly impact memory bandwidth and thus metrics such as the number of LLC misses could not directly account for the entirety of the measured memory bandwidth. Nonetheless, we decided to rule out hardware counters regarding prefetching since our infrastructure is able to correctly categorize any type of task executed in our evaluation.

B. Automatic Detection of System Limits

Once the profile of tasks has been established by predicting their memory bandwidth and timing metrics, we require knowing the system’s practical memory bandwidth limit prior to employing dynamic techniques. Knowing this limit allows the runtime to categorize tasks based on their profile. With this categorization, the runtime is able to detect when a task’s memory requirements would surpass the system’s limit. To do this transparently to software developers, we extended the Nanos6 installation phase with this capability. Once the runtime is installed in any given system, a few scalability tests are launched with several memory-bounded benchmarks. These tests are run with the same input while recording memory bandwidth metrics, with an increasing number of cores.

Once the scalability tests are finished, a script automatically detects two thresholds: (i) the number of cores at which any extra added core to the application’s execution would not improve performance, and (ii) the limit reached in memory bandwidth. The tests produce results such as the ones shown in Figure 3. In this scenario, a dotproduct benchmark is run with an increasing number of cores. The figure shows the application’s execution time in blue, secondary y-axis), the memory bandwidth measured by our infrastructure using Equation 1 (orange series), and the application’s theoretical memory bandwidth (purple series, both in the primary y-axis), which is computed taking into account the number of memory accesses, the elapsed execution time of the application, and the cache line size of the system. As shown, after reaching 16 cores (x-axis), the benefits in performance are minimal, and the limit in memory bandwidth – approximately 95000 MB/s – is detected after 20 cores.

With these previously mentioned features, our infrastructure can accurately detect the computational profile of tasks – i.e., compute-bounded, memory-bounded, or balanced – and the moment at which an application is about to reach the limit in memory bandwidth. This provides the runtime system with the necessary information to take smarter resource management decisions.

C. DCT and DVFS Integration

Algorithm 1 shows simplified pseudo-codes of the body of worker threads and the action of polling tasks from the scheduler in Nanos6. At the start of an execution, there are as many active threads as cores in the process’ mask.
These regularly poll the scheduler for tasks and ultimately become idle through condition variables if the scheduler does not provide tasks for them. Once a thread informs the CPU manager that it is a candidate to become idle, the CPU manager – based on its current policy – takes an informed decision to idle both the thread and the core it is attached to.

The creation of new tasks triggers the CPU manager, as it may need to resume idle threads based on the underlying policy. Upon being resumed, threads poll the scheduler for tasks. Algorithm 1 shows a simplified pseudo-code of the interaction between threads and the scheduler. Even though the scheduler of Nanos6 [9] is more complex and detailed, we deem it irrelevant for our proposals, as our heuristics can be integrated within the scheduler while ignoring its intricacies.

To enable DCT techniques, we extended the current scheduler and resource manager of Nanos6 to support making informed decisions before resuming CPUs. One of these extensions consists of, upon a task \( T \) being created, detecting its memory bandwidth intensiveness by comparing its predicted memory bandwidth \( (T_{\text{predicted \, MEM\_BW}}) \) to the practical memory bandwidth limit per core \( (MAX\_MEM\_BW) \), as shown in the following equation:

\[
T_{\text{intensiveness}} = \frac{T_{\text{predicted \, MEM\_BW}}}{MAX\_MEM\_BW}
\]  

To compute the practical memory bandwidth limit per core, we divide the memory bandwidth limit found with the procedures explained in Section III-B by the number of cores of the system. This gives a rough approximation of the limit per core if all of the cores in a system were to execute a memory-bounded task. Since the intensiveness parameter correlates a task’s theoretical memory bandwidth to the limit per core of the system, its value is often between 0 and 1, however it may be larger than 1 as it is not upper bounded. By setting the following thresholds, this parameter informs the runtime whether the task is compute-bounded (if the value is lower than 0.20), memory-bounded (if the value is larger than 0.80), or balanced (if the value is between both thresholds). Both thresholds (compute-bounded and memory-bounded) are established in the runtime installation phase as well, as they may need to be adjusted. Nonetheless, in our work these thresholds remain immutable.

In Algorithm 2, we show the modifications needed in the Scheduler when submitting or polling for tasks. Instead of adding the task to a single queue, we separate them depending on their intensiveness. At all times, the scheduler knows the practical memory bandwidth limit \( (MAX\_MEM\_BW) \) and the current accumulated memory bandwidth \( (CURR\_MEM\_BW) \). This last parameter is updated when tasks are obtained by threads (increased by their predicted memory bandwidth) and when tasks finish their execution (decreased by their predicted memory bandwidth). When polling for tasks, the scheduler checks the current saturation status of the off-chip bus. If the current accumulated memory bandwidth has reached its predefined limit, only compute-bounded tasks and balanced tasks are returned. If there are only memory-bounded tasks, the scheduler will return none, reducing the number of active cores. In other words, we force the scheduler to enable DCT by forcing the polling thread to idle itself. We believe our categorization improves state of the art DCT techniques by not

Algorithm 1 Threads, scheduler, and resource manager

```python
1: function WORKER_THREAD_BODY(...) 2: while !_shutdown do 3: task ← Scheduler::get_task() 4: if task ≠ ∅ then 5: task.execute() 6: else CPUManager::execute_policy(IDLE) 7: end if 8: end while 9: end function 10: function SCHEDULER::GET_TASK(...) 11: if _queue ≠ ∅ then 12: task ← _queue.get_task() 13: else 14: task ← ∅ 15: end if 16: return task 17: end function
```

Algorithm 2 DCT extension for the scheduler

```python
1: function SCHEDULER::GET_TASK(...) 2: if provider ≠ ∅ then 3: if CURR_MEM_BW ∼= MAX_MEM_BW then 4: task ← _queuecompute.get_task() 5: if task ≠ ∅ then 6: task ← _queubalanced.get_task() 7: end if 8: else 9: task ← _queuememory.get_task() 10: if task ≠ ∅ then 11: task ← _queubalanced.get_task() 12: if task ≠ ∅ then 13: task ← _queuecompute.get_task() 14: end if 15: end if 16: end while 17: else 18: (...) // Unmodified part of the code 19: end if 20: 21: return task 22: end function
```
only using hardware counter metrics such as LLC misses, but also adding the practical memory bandwidth limit per core to the scope of the heuristic. This allows compute-bounded tasks to be returned by the scheduler even if the application is in a memory-bounded phase.

Further extensions were needed to employ DVFS techniques as well. Taking advantage of the previous classification of tasks and their predicted memory bandwidth intensiveness, we accumulate the intensiveness of the current tasks in an atomic variable: intensiveness. As shown in Algorithm 3, we extend the monitoring infrastructure with a service that is executed every 100µs. In this service, we continuously check the accumulated intensiveness and compare it to a lower bound (thresholdlower) and an upper bound value (thresholdupper). As aforementioned, both of these thresholds are obtained from the runtime installation phase, as they are highly related to the underlying system’s features. If the accumulated intensiveness (which is directly related to the limit of memory bandwidth per core) stays near the lower threshold, we are at a compute-bounded phase, thus we reset core frequencies to the default value and set the uncore frequency to its default value. Otherwise, if the accumulated intensiveness is between both thresholds, we have a balanced workload, so we set every frequency to its default value. Finally, if the accumulated intensiveness surpasses the upper threshold, we are executing a memory-bounded workload, so we increase the uncore frequency to its default value and we decrease core frequencies. Nonetheless, to avoid adverse effects, upon finding a single memory-bounded task, the uncore frequency is reset to its default value.

Algorithm 3  DVFS Prediction Service

1: function MONITORING::UPDATE_PREDICTIONS(...)  
2: while !_shutdown do  
3:   if intensiveness < thresholdlower then  
4:     mode ← COMPUTE  
5:   else  
6:     if thresholdlower ≤ intensiveness ≤ thresholdupper then  
7:       mode ← BALANCED  
8:     else  
9:       mode ← MEMORY  
10:   end if  
11: end if  
12: end while
13: CPUManager::set_core_freq(mode)  
14: CPUManager::set_uncore_freq(mode)  
15: end function

We believe our heuristics improve those in state of the art as: (i) we integrate recently added techniques such as uncore DVFS with other heuristics, (ii) the heuristics do not limit any type of workload, instead, they detect memory-bounded tasks and let other compute-bounded tasks pass through unaffected, (iii) the infrastructure requires no off-line application categorization nor introduces significant overhead in executions, and (iv) we transparently and efficiently combine both heuristics.

IV. Evaluation

In this section, we present the evaluation of our DCT and DVFS heuristics with several benchmarks and on two different multi-core systems. Evaluating DCT techniques does not require any special permission or mode, as the runtimes we evaluated provide malleability in the number of active resources. Nonetheless, to assess the benefits of DVFS heuristics – more specifically, uncore DVFS – we required a recent Linux kernel version (5.6) e.g., to enable drivers that allow employing such techniques. Thus, DVFS results are only showcased for one of the two systems.

A. Experimental Setup

The experiments were performed on two different multi-core systems, as shown in Table I. In the same table, we also show the operating system, the kernel version – i.e., Kernel DVFS shows the version used to evaluate core and uncore DVFS techniques, and Kernel DCT shows the version used to evaluate DCT techniques – and the compilers used in each system. We present all results as the arithmetic mean of five runs for all metrics. Furthermore, we present raw performance and energy consumption metrics to quantify the benefits in energy efficiency while keeping tabs on the overhead introduced in application performance. To retrieve energy consumption metrics, due to the lack of physical energy meters in the used platforms, we used the Intel Running Average Power Limit library [10]. All our experiments had a standard error of less than 2%, with the exception of the HPCC benchmark when using our combined heuristic, which had a standard error of 5%.

The set of experiments we used includes well-known benchmarks such as Cholesky, Dotproduct, MultiSAXPY, STREAM, NBody, NQueens, and the Gauss-Seidel solver for the Heat

<table>
<thead>
<tr>
<th>Codename</th>
<th>MN4</th>
<th>SSF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Processor</td>
<td>Intel Xeon Platinum 8160</td>
<td>Intel Xeon E5-2690 v4</td>
</tr>
<tr>
<td>Architecture</td>
<td>1.00GHz to 2.10GHz</td>
<td>Broadwell</td>
</tr>
<tr>
<td>Uncore Freq.</td>
<td>1.20GHz to 3.50GHz</td>
<td>1.20GHz to 2.70GHz</td>
</tr>
<tr>
<td># of Sockets</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Threads / Core</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td># of Cores Memory</td>
<td>28 (14 x 2)</td>
<td>128 GB</td>
</tr>
<tr>
<td>OS</td>
<td>SUSE 12.2</td>
<td>SUSE 12.2</td>
</tr>
<tr>
<td>Kernel DCT</td>
<td>4.4.12</td>
<td>4.13.10</td>
</tr>
<tr>
<td>Kernel DVFS</td>
<td>19.1.0.166</td>
<td>19.1.0.166</td>
</tr>
<tr>
<td>Intel Compiler</td>
<td>9.2.0</td>
<td>9.2.0</td>
</tr>
<tr>
<td>GNU Compiler</td>
<td>9.2.0</td>
<td>9.2.0</td>
</tr>
</tbody>
</table>
The benchmarks of this list can be categorized as (i) purely memory-bounded, such as Heat, Dotproduct, MultiSAXPY, and STREAM, (ii) purely compute-bounded, such as NBody and NQueens, and (iii) balanced, such as Cholesky, miniAMR, HPCCG, and LULESH. Furthermore, all of these benchmarks have been parallelized using tasks, as their task-based versions [15], [16], [17] offer competitive or better performance than the fork-join OpenMP counterpart.

Finally, the evaluation is partitioned into two phases. In the first phase, we measure the overhead and accuracy of the extended modeling and prediction infrastructure of Nanos6. The second phase targets the comparison of all techniques and runtimes – i.e., the vendor implementation of OpenMP in each system (Intel OpenMP - IOMP), the OmpSs-2 baseline version (OSS), and the OmpSs-2 version modified to extend the prediction infrastructure and to include our techniques – showing their respective performance and energy metrics (DCT/DVFS).

### B. Overhead and Prediction Accuracy

In Table II, we show for each benchmark and system the overhead of our monitoring infrastructure implemented in Nanos6. Table II also showcases the accuracy of timing and hardware counter predictions, where the values indicate, in average, how close predictions are to the measured metrics. These results are computed using the arithmetic mean of the accuracy of predictions of all task instances. As shown, all the accuracies are close to 90% on average, except for the LULESH, HPCCG, and NBody scenarios. We attribute this to the variability in task granularities and execution times.

For the NBody scenario, as the execution of iterations advance, data may not be found in cache, depending on the application’s phase. This produces peaks in L3 cache miss predictions, which explains the lower accuracy values for this application. These inaccuracies could be problematic, as we base the computation of the memory bandwidth prediction on them. Nonetheless, we deemed the low accuracy in this scenario irrelevant, as NBody is not a memory-bounded application. Furthermore, our infrastructure was able to correctly categorize every type of task from all the applications used in our evaluation.

### C. Evaluation of DCT Techniques

In this section, we present and discuss the performance and energy results of our DCT heuristics, and we compare them to the best static configurations per benchmark found. When analyzing each benchmark, we noticed that for most memory-bounded benchmarks the best static configuration when using DCT is to idle at most three to four processors in each system. We base this on the fact that, when looking at the performance to energy ratio plots like the ones shown in Figures 1 and 3, the peak ratio is obtained when idling that number of processors. This is specifically observed in benchmarks such as MultiSAXPY and Dotproduct (DOTP).

If the thresholds in heuristics are not adjusted per system – either manually or in an automatic way like ours – idling more processors would have adverse effects on performance, and not idling enough would prevent unlocking more potential in energy consumption improvements.

Figure 4 shows the comparison of performance for the two systems and for all runtimes and DCT heuristics. To offer a fair comparison between versions, we executed each benchmark with all the possible combinations of number of active cores in OmpSs-2. With these experiments, we found the best static configuration that minimizes energy consumption while having no adverse effects on performance. We use the results of these configurations as the baselines of our evaluation (represented by horizontal black lines in each plot), normalizing the results of each runtime to these values.

As shown, the performance of OmpSs-2 using DCT (OSS-DCT) is, for most benchmarks, similar to the performance of the best static configuration. It is important to note that HPCCG and LULESH results for the IOMP variants are included for completeness, but should be viewed with skepticism, as these results are provided by experimental versions of compilers, as these applications had features not included in the Intel 2020.0 compiler OpenMP runtime. In the case of LULESH, there is a slight slowdown in performance of up to 6% for both systems, and for DOTP and SAXPY (memory-bounded benchmarks), there are slowdowns of 16% and 8% in MN4, respectively. We attribute these slowdowns to the aggressiveness of DCT in memory-bounded applications.
the other hand, for miniAMR (SSF) we notice a performance improvement of 19%. This last improvement is caused by the dynamism of our heuristic which, instead of being bounded to a static number of active cores, may decide to use a different number of cores for each application phase. This specifically helps in the miniAMR scenario, which presents memory-bounded phases in which having all active cores executing memory-bounded tasks ends up hurting performance.

In Figure 5, we show the energy results when employing DCT techniques. These show raw energy consumption data normalized to the energy consumption of the best static configuration. Thus, unlike the performance results, the lower the value, the better the result. In both systems, and for most benchmarks with memory-bounded kernels – DOTP, HEAT, HPCCG, AMR, SAXPY, STREAM – we see energy consumption reductions when compared to the baseline OmpSs-2 scenario. The remainder benchmarks have either the same or a slightly lower energy consumption.

### D. Evaluation of DVFS Techniques

To evaluate our DVFS techniques, we required the `intel-uncore-frequency` module, recently added in Linux kernel version 5.6. Thus, we could only analyze our heuristics in the SSF system, as we had privileges to install a more recent version. In Figure 6 we show the performance results of these techniques, replicating the layout of Figure 4. For these results, we compare the vendor OpenMP implementation (IOMP), the baseline OmpSs-2 execution (OSS), a version of OmpSs-2 using core and uncounore DVFS techniques (DVFS (uncore + core)), and a version of OmpSs-2 using the uncounore DVFS technique in combination with the DCT technique (DVFS (uncore) + DCT). Thus, for memory-bounded phases we use DCT, while for compute-bounded phases we use DVFS. We normalize all the results to the best static configuration, having tested all the possible number of cores (as in the DCT figures) and every available frequency operating point as well.

The last heuristic of our experiments (DVFS (uncore) + DCT) leaves core DVFS out of the scope. Comparing DVFS
techniques – to adjust core frequencies – to DCT techniques, we obtained better results when using DCT. When analyzing the behavior of DVFS for cores, there were application phases in which some compute-bounded kernels had to be executed in memory-bounded phases. In these cases, the performance of the application was negatively affected. With that in mind, our final heuristic uses DCT techniques to limit core activity and DVFS techniques to scale down the frequency of off-chip resources.

The overall results for all benchmarks show that performance is similar across all versions. When employing DVFS for both core and uncore units, we see that for HPCCG, MultiSAXPY, Heat, and Cholesky, the performance worsens. Since some of these benchmarks have memory-bounded and compute-bounded phases that intertwine between them, when decreasing the frequency of cores at a memory-bounded phase the performance suffers while executing compute-bounded kernels. For this reason, we include the last series in these plots, where we use DCT for core units and DVFS for uncore units, combining the best of both heuristics in our final heuristic. In miniAMR we notice an increase of performance due to the previously explained reasons for the DCT heuristic. On the other hand, for the combination of DCT and DVFS (uncore) heuristics, we notice how the slowdowns for both Cholesky and MultiSAXPY disappear, as the negative effects of DVFS core are avoided, and for Heat and miniAMR we see improvements in performance. These are the mirrored improvements from the DCT heuristic combined with the benefits from using DVFS uncore.

Once assured that our final heuristic leaves performance unhindered, we include Figure 7, which shows the energy results of our DVFS heuristics. To ease readability we also include Figure 8, which summarizes the energy consumption reductions (percentage) of the DVFS (uncore) + DCT heuristic (Dynamic Heuristic) and best static configuration (Best Static Config) when we compare them to a default Nanos6 execution using its default CPU manager policy. The default policy idles cores as soon as there are no tasks left to execute, and resumes CPUs when new tasks are added to the scheduler queues. This figure showcases a comparison that identified how our combined heuristic performs in comparison to the best static configuration. When obtaining the best static configurations by tweaking frequencies, we noticed that using DVFS uncore can benefit: (i) purely compute-bounded benchmarks by decreasing the frequency, but also (ii) memory-bounded phases in benchmarks by maximizing the frequency. In this last scenario, energy consumption is reduced by maintaining a static frequency in highly memory-bounded phases. As shown in the figure, for all benchmarks the energy consumption of the combination of heuristics is always lower than the energy consumption of the OmpSs-2 baseline. As seen in Figure 8, for compute-bounded benchmarks, we notice a considerable reduction of energy consumption due to
uncore DVFS, more specifically 22% and 17% for NBody and NQueens, respectively. In other benchmarks where compute and memory-bounded phases are balanced (such as Cholesky, Lulesh and HPCCG), DVFS uncore also enables a reduction of the energy consumption, making it identical to the best static configuration by reducing it by 11% and 10% for Cholesky and Lulesh, or bringing it closer for HPCCG, with a reduction of 3%. Lastly, for memory-bounded benchmarks we notice a considerable reduction of energy consumption when compared to the baseline OmpSs-2 version. Specifically the energy consumption reductions are 21% for Dotproduct, 8% for Heat, 30% for miniAMR, 10% for MultiSAXPY, and 11% for STREAM. When comparing both columns, we notice how, in some scenarios (CHOL, DOTP, HEAT, and AMR), the energy reduction of our heuristic surpasses that of the best static configuration. Furthermore, for some other scenarios (LULESH, NBODY, NQUEENS, and STREAM) the energy reduction is close to the best static configuration. Only the HPCCG and SAXPY benchmarks present energy reductions that, although improving the baseline, cannot meet the results obtained by the best static configuration. In both HPCCG and LULESH, we notice how the effect of cross-NUMA accesses hinders our heuristics. Nonetheless, even in those scenarios our final heuristic reduces the energy consumption while leaving performance almost unhindered (10% in the worst case, LULESH).

Even though some these reductions may only account for 10% globally, it is important to notice that in almost every scenario, the energy consumption obtained using these heuristic meets the one reported by the best static configuration. This shows that in average, our heuristics are able to match the energy consumption of the best static configuration, and as previously shown, even improve it in some scenarios. To further illustrate the benefits of our heuristics and analyze where the improvements stem from, in the next section, we include some execution traces showcasing the most important features when comparing our heuristics to the OmpSs-2 baseline scenario in the miniAMR application.

E. In-depth Execution Analysis

To thoroughly analyze where our heuristics’ potential comes from, we extracted execution traces of the miniAMR executions in the SSF system, using the baseline OmpSs-2
version and our extended version using the DCT heuristic in combination with uncore DVFS. In these traces, we see at all times which tasks each core is executing, as each execution line corresponds to one of the 28 cores. Dark blue areas (Runtime) represent threads going into the scheduler to poll for tasks, areas that are left blank are areas where cores barely consume energy as they are idle, and the rest of the colors correspond to specific task types from the application, labeled in the legend. The only color missing in the baseline trace is green, which corresponds to the prediction policy service.

In Figure 9 we show a zoomed-in view of part of the execution. In the upper view (baseline), we notice how as soon as threads poll for tasks, they obtain one and begin executing it. However, in the bottom view, we see that when DCT is enabled the scheduler forces cores to become idle and instead execute the prediction policy.

In Figure 10, we showcase a histogram of a portion of the trace, which displays the number of active cores at each time step over the whole execution timeline for both versions, OmpSs-2 (top) and OmpSs-2 using DCT and DVFS (bottom). As shown, for the OmpSs-2 baseline scenario the number of active cores is almost always the maximum available, except when reaching checksum tasks (three times in the trace). On the other hand, in the OmpSs-2+DCT+DVFS scenario the number of active cores keeps adapting to the decisions of our DCT heuristic and the application’s current workload at each time step. This enables the performance enhancement and the energy reduction shown in previous figures.

V. RELATED WORK

Categorizing workloads and automatically detecting off-chip saturation limits are topics that have been widely explored in previous work. This has enabled the creation of benchmarks designed explicitly to detect such limits. Concurrently, research that focuses on power-performance efficiency has used these previous topics to showcase benefits in energy with trade-offs in performance.

On the one hand, works such as [18], [19], [20], [21] specialize in detecting workload properties and tracking recognizable patterns, also known as phase analysis. Sherwood et al. [18] propose a model that captures basic-block information of programs and classifies them into different categories w.r.t. a set of past information that is used to predict future behaviors in each program phase. Song et al. [19] also focus on profiling by studying the impact of computation and communication among threads to predict performance and power metrics later. Jayakumar et al. [20] present a prediction framework that matches execution signatures for performance predictions of HPC applications using a single small-scale application execution. Finally, Witkowski et al. [21] use multivariate linear regression to build a model that estimates the power consumption of HPC environments. These works establish the ground for accurate prediction models that enable workload categorization.

On the other hand, dynamic techniques that use phase analysis to improve performance, energy efficiency, or both, are proposed in [22], [23], [24], [25], [26], [27], [28], [29], [30]. Some of these, such as [22], [23], [24], [25], rely on an off-line training phase to later categorize applications for their techniques and algorithms.

Li et al. [22] propose an energy-saving library for hybrid MPI / OpenMP applications. Chetsa et al. [23] present a principal component analysis phase to characterize applications according to their workload behavior. Later, at run-time, per-core frequencies are adapted to save energy. Similarly, Curtis-Maury et al. [24] describe a resource manager that relies on off-line training to optimize the performance and power utilization of HPC systems. Patki et al. [25] propose a framework that also relies on an off-line phase to predict the application behavior to adapt its execution at run-time.

All of these previous works use either DVFS or DCT to improve energy efficiency while prioritizing performance. Nonetheless, they are based on off-line training phases. On the other hand, there have also been numerous efforts [26], [27], [28], [29], [30] that combine the detection of patterns in an on-line manner with DVFS and DCT.

Conductor [26] is a runtime system that dynamically selects the ideal number of threads and per-core frequency to improve performance under a power constraint. However, users must modify source codes to insert specific functions in order to help the runtime. Isci et al. [27] present an on-line phase prediction technique to optimize energy efficiency through DVFS. However, their proposals do not showcase the impact on performance.

LIMO [28] is a dynamic system that monitors applications at run-time and adapts their execution accordingly. However, it requires hardware modifications. Similarly, Porterfield et al. [29] propose an adaptive run-time system that automatically adjusts the number of threads based on on-line measurements of system resource usage. However, they focus on OpenMP-based fork-join applications. Nornir [30] is an algorithm that studies different configurations per application to derive the most performant variants and the variants with less energy consumption. Their targets differ from our objectives, as our approach is to find the most energy-efficient variant that introduces no overhead in performance. Curtis-Maury et al. [31] expand on previous work by proposing an on-line prediction system that combines both DCT and DVFS at the core level for OpenMP applications, in order to optimize energy consumption.

Distinctively, there have also been other works that tackle the same objectives from a different standpoint. For instance, the authors of [32] create specifically-designed cores that target energy-efficiency rather than performance. They achieve their objectives by using reconfigurability from the hardware point of view, rather than the conventional software approach. M. Etinski et al. [33] propose a job scheduling policy to maximize performance under a given power budget. Their work shows benefits in performance and energy. However, to achieve accurate predictions, users must define the impact of frequency scaling per job.

There have also been studies [34], [35] that take advantage
of uncore frequency scaling. S. Vaibhav et al. [34] propose power and performance models to use core/uncore frequency scaling aiming to reduce energy consumption. However, it relies on an offline phase to build the models and does not employ DCT techniques. Similarly, N. Ghokar et al. [35] present UPS Cavenger, a runtime technique that dynamically detects application phases and selects the ideal uncore frequency. However, it does not employ DVFS for core frequencies nor DCT. Hence, to the best of our knowledge, our work is the first that proposes an on-line prediction infrastructure with negligible overhead that enables DCT techniques combined with core and uncore DVFS techniques.

VI. CONCLUSIONS & FUTURE WORK

Transparencyly employing DCT and DVFS techniques can be a hurdle without the proper information available at run-time. Furthermore, the recent addition of DVFS-enabling drivers in off-chip resources and co-processors increases the difficulty as all these techniques should be combined. Current studies either focus on a single technique or try different techniques in a single type of resource. Moreover, some even require off-line training phases. This paper proposes an on-line modeling and prediction infrastructure that categorizes workloads at run-time with negligible overhead in application performance. We use this information to dynamically modulate the kind of workload allowed onto a CPU and the number of active CPUs (e.g., combine DVFS and DCT techniques at the uncore and core level). Our analysis shows that combining these techniques can provide up to 15% better energy efficiency on average, meet the energy efficiency of the best static configuration available, and sometimes improve performance in applications. Furthermore, we observed that using DCT for memory-bounded phases provides more benefits than using per-core DVFS. Finally, our findings can be summarized as an effective heuristic, which combines: (i) a DCT heuristic for memory-bounded phases, and (ii) an uncore DVFS heuristic for compute-bounded phases.

One of the contributions of this work is the seamless usage of DCT and DVFS techniques for core and uncore units. However, heterogeneous systems could benefit from runtime systems that employ these techniques at the accelerator level. Thus, we leave employing these techniques in accelerators as future work. Furthermore, we plan to extend our techniques by scheduling tasks from different processes based on their future work. Additionally, we plan to extend our techniques to accelerators as well.
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