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Abstract

Personality is made up of broad traits that are relatively stable over time
and allow to differentiate one person from another. The most widely accepted
theory to model personality is the Big-Five model that defines the traits as
a spectrum, allowing to rank and measure differences between individual’s
personality.

Humans infer personality by observing different verbal and non-verbal cues.
We are able to infer the personality of others through the observation of differ-
ent modalities, capturing patterns from speech, body gestures, facial expres-
sions, among others.

This Master’s thesis proposes a multimodal model that extracts audiovisual
features using state-of-the-art methods to infer the personality of a target per-
son in a dyadic scenario. The model is trained on the UDIVA dataset [1], a
multimodal dataset of non-scripted face-to-face dyadic interactions based on
free and structured tasks that elicit different behavior and cognitive workload
in the participants. All sessions are conducted in a controlled environment
and the personality of the participants is obtained through self-reported as-
sessments.

We investigate the effect of the audio and video modalities for the recogni-
tion of the personality separately but also jointly, analyzing the general per-
formance, by session, participant and by task. Furthermore, we also evaluate
the effect of adding a larger range of visual and acoustic cues before producing
the prediction regarding the performance of the model.

The results from an incremental study show that the performance of the
model is improved when combining long-range visual and acoustic features.
Showing significant improvements in most metrics compared to the perform-
ance of the previous state-of-the-art model [1]. The results are very promising
considering that our model has been trained with a smaller part of the data
set, fewer modalities and in a multi-task manner (a single model for all tasks).

Personality Regression from Multimodal Dyadic Data iii





Acknowledgements

First of all, I would like to express my gratitude to my supervisor, Sergio
Escalera, and my co-supervisors, Albert Clapés and Sorina Smeureanu, for
their guidance throughout this project. Their supervision, advice and insights
have been key to the success of this thesis.

I would also like to thank the Computer Vision Center and the Human
Pose Recovery and Behavior Analysis (HuPBA) research group for granting
me access to the UDIVA dataset and their computational resources to run all
the experiments.

I would also like to thank all my classmates for sharing their knowledge
and for always being willing to help out. Without them, I am sure that the
experience of this master would not have been the same.

Finally, I would like to thank my family and friends for being my main
and unconditional support, especially during the last year that has been very
demanding due to the Covid-19 situation.

Personality Regression from Multimodal Dyadic Data v





Contents

Contents vii

List of Figures ix

List of Tables xi

1 Introduction 1
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Proposal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

2 Background 5
2.1 Convolutional Neural Network (CNN) . . . . . . . . . . . . . . 5

2.1.1 Convolutional layer . . . . . . . . . . . . . . . . . . . . 6
2.1.2 Pooling layer . . . . . . . . . . . . . . . . . . . . . . . 6
2.1.3 Fully-connected layer . . . . . . . . . . . . . . . . . . . 7

2.2 Transfer learning and fine-tuning . . . . . . . . . . . . . . . . 7
2.3 Recurrent Neural Networks (RNNs) . . . . . . . . . . . . . . . 8

2.3.1 Long short-term memory (LSTM) . . . . . . . . . . . . 9
2.4 Transformer . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.4.1 Architecture . . . . . . . . . . . . . . . . . . . . . . . . 10
2.4.2 Positional Encoding . . . . . . . . . . . . . . . . . . . . 11
2.4.3 Attention . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.5 Mel spectrogram . . . . . . . . . . . . . . . . . . . . . . . . . 13

3 Related Work 15
3.1 Visual modality . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.2 Audio modality . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.3 Multimodality . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

3.3.1 UDIVA model . . . . . . . . . . . . . . . . . . . . . . . 18

Personality Regression from Multimodal Dyadic Data vii



CONTENTS

3.4 Summary of the literature review . . . . . . . . . . . . . . . . 19

4 Data 21
4.1 UDIVA dataset . . . . . . . . . . . . . . . . . . . . . . . . . . 21

4.1.1 Dataset statistics . . . . . . . . . . . . . . . . . . . . . 22
4.1.2 Dyadic session structure . . . . . . . . . . . . . . . . . 22

4.2 Dataset preprocessing . . . . . . . . . . . . . . . . . . . . . . . 24
4.3 Dataset split . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

5 Models 27
5.1 Multimodal model . . . . . . . . . . . . . . . . . . . . . . . . 27

5.1.1 Visual feature extraction model . . . . . . . . . . . . . 27
5.1.2 Audio feature extraction model . . . . . . . . . . . . . 28
5.1.3 Sequence model (Encoder) . . . . . . . . . . . . . . . . 30
5.1.4 Multimodal model overview . . . . . . . . . . . . . . . 32

6 Experiments and Results 35
6.1 Experimental setup . . . . . . . . . . . . . . . . . . . . . . . . 35

6.1.1 Dataset split . . . . . . . . . . . . . . . . . . . . . . . . 35
6.1.2 Training strategy . . . . . . . . . . . . . . . . . . . . . 36
6.1.3 Environment and parallelization strategy . . . . . . . . 38
6.1.4 Evaluation strategy . . . . . . . . . . . . . . . . . . . . 38

6.2 Preliminary experiment . . . . . . . . . . . . . . . . . . . . . . 39
6.3 Visual experiment . . . . . . . . . . . . . . . . . . . . . . . . . 41
6.4 Audio experiment . . . . . . . . . . . . . . . . . . . . . . . . . 42
6.5 Multimodal experiment . . . . . . . . . . . . . . . . . . . . . . 43
6.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

6.6.1 Metrics analysis . . . . . . . . . . . . . . . . . . . . . . 45
6.6.2 Task error analysis . . . . . . . . . . . . . . . . . . . . 46
6.6.3 Correlation analysis . . . . . . . . . . . . . . . . . . . . 48

7 Conclusions 51

8 Future work 53

Bibliography 55

viii Personality Regression from Multimodal Dyadic Data



List of Figures

2.1 Convolutional Neural Network architecture . . . . . . . . . . . 6
2.2 Recurrent neural network . . . . . . . . . . . . . . . . . . . . 8
2.3 LSTM Network . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.4 Transformer architecture . . . . . . . . . . . . . . . . . . . . . 11
2.5 Multi-Head Attention . . . . . . . . . . . . . . . . . . . . . . . 13
2.6 Raw audio signal and its corresponding Mel Spectrogram . . . 14

3.1 UDIVA proposed model . . . . . . . . . . . . . . . . . . . . . 19

4.1 Sample image of each task . . . . . . . . . . . . . . . . . . . . 23
4.2 Recording environment. . . . . . . . . . . . . . . . . . . . . . 23
4.3 Preprocessing overview . . . . . . . . . . . . . . . . . . . . . . 24
4.4 Distribution of the self-reported personality traits over the train,

validation and test splits . . . . . . . . . . . . . . . . . . . . . 26

5.1 R(2+1)D Architecture . . . . . . . . . . . . . . . . . . . . . . 28
5.2 Audio feature extraction process . . . . . . . . . . . . . . . . . 29
5.3 Residual block . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
5.4 Many to one LSTM structure . . . . . . . . . . . . . . . . . . 31
5.5 Our transformer encoder block . . . . . . . . . . . . . . . . . . 32
5.6 Multimodal model overview . . . . . . . . . . . . . . . . . . . 34

6.1 Features used for the preliminary experiment . . . . . . . . . . 40
6.2 Number of training instances w.r.t to L value . . . . . . . . . 42
6.3 Per-trait correlations between the ground truth labels and the

predictions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

Personality Regression from Multimodal Dyadic Data ix





List of Tables

4.1 Dataset split statistics . . . . . . . . . . . . . . . . . . . . . . 26

6.1 Results of the preliminary experiment . . . . . . . . . . . . . . 41
6.2 Visual modality experiment . . . . . . . . . . . . . . . . . . . 42
6.3 Audio models performance comparison . . . . . . . . . . . . . 43
6.4 Performance analysis of multimodal configurations . . . . . . . 44
6.5 Modalities performance analysis . . . . . . . . . . . . . . . . . 45
6.6 Metrics analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 46
6.7 Task error analysis . . . . . . . . . . . . . . . . . . . . . . . . 48
6.8 Correlation analysis with ground truth . . . . . . . . . . . . . 49
6.9 Correlation analysis with first impression . . . . . . . . . . . . 49

Personality Regression from Multimodal Dyadic Data xi





Chapter 1

Introduction

1.1 Motivation
Human personality has long been one of the most studied topics by psy-

chologists. Various theories have been proposed over the years, being the trait
theory [2] the most widely adopted theory for describing an individual’s per-
sonality. The trait theory focuses on the idea that personality is made up of
broad traits that are relatively stable over time and allow to differentiate
one person from another.

During the last decades, different trait theories [3, 4, 5] appeared but most
of them failed to describe in a clear and concise way the traits to define and
assess the personality of humans. However, the theory that began to be ad-
opted was the five-factor theory, started by D.W. Fiske in 1949 and evolved
over the last years to what is now known as the Big-Five model.

The Big Five model, often referred to by its acronym OCEAN, is one of the
most widely accepted and recognized models to describe the personality traits
of a person. The principal characteristic of this model is that it defines the
traits as a spectrum rather than binary categories, thus allowing to rank
and measure differences between individual’s personality. As its own name
indicates the Big Five model defines five different personality traits which are:

• Openness. Strongly related to imagination, creativity and curiosity[6].
People who are high in this trait tend to be more adventurous and are
open to trying new things whereas people who are low in this trait are
more traditional and they may struggle with creative activities.

• Conscientiousness. Strongly related to being disciplined, have good
impulse control and goal-oriented [6]. People who are high in this trait
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CHAPTER 1. INTRODUCTION

tend to be organized and plan ahead all activities. On the other hand,
people low in this trait dislike making plans, procrastinate on important
tasks, or even fail to complete them.

• Extraversion. Strongly related to assertiveness, sociability and high
amount of emotional expressiveness [6]. People who are high in this trait
like to start conversations and are very friendly. On the contrary, people
low in this trait prefer solitude and they struggle to start conversations.

• Agreeableness. Strongly related to concepts like kindness, trust, altru-
ism, and affection [6]. People who are high in this trait enjoy helping oth-
ers, they are empathic with others’ problems (high prosocial behaviors).
On the contrary, people low in this trait tend to be more competitive,
manipulative and they have a lack of sympathy.

• Neuroticism. Strongly related to emotional instability and sadness [6].
People who are high in this trait tend to experience stress, anxiety, and
mood swings. On the other hand, people low in this trait tend to show
a more resilient attitude towards stress and mood changes.

In recent years, interest in an emerging field such as automatic personality
recognition has grown considerably. In this field, machine learning models try
to recognize the recurring patterns of individuals in order to predict personal-
ity, which usually is characterized by the Big-Five traits based on self-reported
assessments.

Advances in computer vision and pattern recognition models have opened
the door to build deep learning models that can successfully recognize verbal
and non-verbal cues and infer the personality trait scores from videos [7, 8].

1.2 Proposal
This Master’s thesis presents our multimodal model that extracts audi-

ovisual features using state-of-the-art methods to infer the personality of a
target person in a dyadic scenario. The model is trained on the UDIVA data-
set [1], a multimodal dataset of face-to-face dyadic interactions recorded in
different contexts, each of them related to a different collaborative/competit-
ive task.

The aim of this thesis is to investigate the effect of audio and visual mod-
alities in personality recognition as well as the effect of adding a larger range
of visual and acoustic cues before producing the prediction.

2 Personality Regression from Multimodal Dyadic Data
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Hereunder we list the hypothesis that we intend to verify in this thesis:

• The multimodal model can benefit from using a larger range of visual
and acoustic cues before producing the prediction.

• The combination of audio and visual modalities can lead to a stronger
personality regressor.

1.3 Overview
In this first chapter, we introduced what is the problem and an overview

of our work.
In Chapter 2, we cover the theoretical background required to properly

understand our work.
In Chapter 3, we present the related work, doing an extensive analysis of

the current state-of-the-art methods in personality recognition.
In Chapter 4, we introduce the dataset used to train our models, the pre-

processing steps that have been carried out and we explain the dataset split
strategy used to divide the dataset into the train, validation, and test sets.

In Chapter 5, we describe an overview of our multimodal model and then
we start describing each modality model. Lastly, we describe our multimodal
model with fine-grained details.

In Chapter 6, we present the experimental setup and the training and eval-
uation strategy. After that, we describe the experiments we have conducted
to later do an extensive analysis of their results with a proper discussion.

In Chapter 7, we arrive at conclusions and explain the most relevant points
that we extracted from this thesis.

Finally, in Chapter 8, we propose the most relevant future steps to improve
our model.
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Chapter 2

Background

This chapter covers all the theoretical background concepts that were used
to do this project. The concepts are explained starting from more general
concepts like Convolutional Neural Networks to more advanced and concrete
concepts.

2.1 Convolutional Neural Network (CNN)

A Convolutional Neural Network [9] is a type of Artificial Neural Network
(ANN) that is widely used for dealing with data that has a grid-like topology.
Although it was developed for two-dimensional data (images), CNNs have
been adapted to other types of data such as time-series, which can be seen as
a 1D-grid or even videos which can be thought of a 3D-grid having the 2-D
dimension for the image plus the extra dimension for the temporal domain.

CNNs work extremely well for grid-like topology data compared to classical
ANN due to two important characteristics: sparse-connectivity and para-
meter sharing. Instead of connecting all neurons to every single input value
as ANNs do, in CNNs the connection is done through smaller local patches of
the data also known as local receptive fields that share the same weights.
As a consequence of these two key features, the number of parameters in the
network is reduced drastically and once a CNN is trained, it is able to recognize
patterns even if they do not appear in the same location.

Typically, a CNN is made of a sequence of three type of layers: Convolu-
tional layer, Pooling Layer and Fully-Connected layer.

Personality Regression from Multimodal Dyadic Data 5
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Figure 2.1: Convolutional Neural Network architecture

2.1.1 Convolutional layer
The convolutional layer is the core layer of a CNN. It contains a series of

filters known as kernels which convolved with the input data produce what
is known as a feature map. The sparse connectivity of CNNs is achieved by
using kernels smaller than the input. The size of these filters is the parameter
that will define the spatial extent of the receptive field. For example, if our
input image I is a two-dimensional (m×n) image and we use a two-dimensional
(i× j) kernel K, the convolution would be computed as:

S(i, j) = (I ∗K)(i, j) =
∑
m

∑
n

I(m,n)K(i−m, j − n) (2.1)

Usually, CNNs stack multiple convolutional layers in order to extract sev-
eral feature maps. The first layers of the CNN usually detect low-level features
such as edges, color, etc. On the other hand, deeper layers detect high-level fea-
tures which are more task-dependent such as faces, objects, particular shapes,
etc.[10]

2.1.2 Pooling layer
Pooling layers are usually added in-between convolutional layers and they

produce a reduced version of the output of the convolutional layer. Just like
in convolutional layers, the subsampling is done by sliding a filter over the
spatial regions of the input, where the size of those regions is defined by the
filter size dimension or pooling size. The most used functions to produce the
subsampled version are max-pooling and average-pooling. The first one
takes the highest value within the region, whereas average-pooling returns the
average within the receptive field.

The main benefits of using pooling layers are the reduction of the com-
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putational load, memory usage, and model complexity (thereby reducing the
risk of overfitting). Moreover, to some extent, max-pooling layers also make
the model local-invariant to translation of the input. The explanation is quite
simple, if there are small changes in the receptive field the output of the max-
pooling would still be the same.

2.1.3 Fully-connected layer
Fully connected layers are placed at the end of CNNs and are typically

used to generate the final output or prediction. A fully connected layer is a
layer where the neurons have full connections to all previous layer’s activations
[11].

2.2 Transfer learning and fine-tuning
Transfer learning is a very common technique to transfer the knowledge

that has been acquired from one domain or task and reuse it for a similar
domain or task. This technique is widely used on deep learning models where
the amount of data is a key factor to get a good performance. Usually, when
working on a particular task, the amount of data that you have is quite limited
and not enough to train models of high complexity. However, with transfer
learning, we can take advantage of a model that was previously trained on a
large dataset (e.g ImageNet for images) and reuse these learned feature maps
for our task without the need to training the whole architecture from scratch.
The two most popular transfer learning strategies for deep learning models
are:

• Use the pre-trained model as a feature extractor: Deep learning
models are layered architectures of different levels that learn different
features at each level. For supervised models, at the end of the architec-
ture, there is placed a FC layer to get the corresponding output. That
final layer is specific to the task on which the model was trained. So,
when using the pre-trained model as a feature extractor, the FC layer is
removed, and features corresponding to the previous layer are extracted.
This strategy does not require to re-train the pre-trained model as all
the layers are frozen (weights fixed).

• Fine-tune the pre-trained model: this strategy consists of unfreezing
some of the last layers of the pre-trained model and train them with the
new samples. The main advantage of this strategy is that it allows us to
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fine-tune the higher-order features, making them more suitable for the
new purpose.

With transfer learning, we can take advantage of using pre-trained state-of-
the-art models like ResNet, VGG and adapt them to our domain or task, not
only improving the performance but also reducing the training time. These
are the main reasons why our proposed models will use these transfer learning
strategies.

2.3 Recurrent Neural Networks (RNNs)
Recurrent neural networks [12], or RNNs, are a class of neural networks

that are designed for processing sequential data, being able to process se-
quences of variable length. The main difference from other neural network
architectures is their memory capability, as they use information from prior
inputs, also known as prior context, to influence the current input and out-
put. A visual representation of this process can be seen in Figure 2.2, at each
time-step the node receives as input not only the current data but also the
information from the previous state, also known as the hidden state (h).

Figure 2.2: Recurrent neural network

Another unique characteristic of RNNs is that they share the paramet-
ers’ weights (w) across time. Nonetheless, the sharing of weights inherently
makes vanilla RNNs tend to have two problems during training: exploding
gradient and vanishing gradient [13]. The magnitude of the gradients in-
creases/decreases exponentially when propagating through longer sequences.
These problems make RNNs have quite limited memory, thus making it diffi-
cult to learn long-time dependencies.

8 Personality Regression from Multimodal Dyadic Data
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2.3.1 Long short-term memory (LSTM)
LSTM [14] is a modified version of the vanilla RNN architecture [12] that

was proposed by Sepp Hochreiter and Juergen Schmidhuber to solve the van-
ishing gradient problem. The LSTM architecture addresses the problem of
learning long-term dependencies by defining a unit composed of a cell and
three control gates (input, output, and forget), used to control the flow of
information. The LSTM architecture can be observed in Figure 2.3, while its
constituent components are described below.

Figure 2.3: LSTM Network

The cell state (Ct) acts as a long-term memory as the updates are carefully
controlled by the gates. The forget gate controls which information should
be kept from previous outputs, the sigmoid function used will output values
ranging from 0 (gate closed - forget) to 1 (gate open - keep) for each number
in the cell state Ct−1.

The input gate receives the previous hidden state ht−1 and the current input
xt and goes through a sigmoid layer to decide which values will be updated.
After that, a tanh layer creates a vector of new candidate values Ct which
is later multiplied by the it. The result from this operation is added to the
previous cell state Ct−1, updating it with the current input information thus
producing the current cell state Ct. Finally, the output gate is responsible for
deciding what to output considering which parts of the cell state should be
passed, so at the end, the final output is going to be a filtered version of the
cell state Ct as it is multiplied by the output of the sigmoid gate.

Personality Regression from Multimodal Dyadic Data 9
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2.4 Transformer

The Transformer model proposed by Vaswani et al. [15] is one of the major
advances in the last decade in the Natural Language Processing (NLP) field.
It is a novel model that gets rid of the recurrent architecture and it is based
solely on multi-head self-attention mechanisms. Even though this model was
created originally for the NLP field, its novel attention mechanism has been
adapted successfully to other domains such as image classification [16] or video
understanding [17] among many others.

2.4.1 Architecture

The architecture follows the classical encoder-decoder structure but instead
of using RNN for each block, it uses stacks of multi-head self-attention and
point-wise fully connected layers in both the encoder and decoder. Each of
them is made of a stack of Nx identical layers, as can be seen in Figure 2.4.

• Encoder: each of the encoder layers has two sub-layers or components.
The first one is a multi-head attention mechanism (see section 2.4.3) and
the second is a feed forward neural network. Around these components,
a residual connection is used followed by a layer normalization. The en-
coder is fed with the embeddings of the original input sequence to which
positional information was added. More details about the positional
encodings are given in Section 2.4.2.

• Decoder: the decoder follows the same structure of the encoder but it
has an extra sub-layer and some variations. The extra sub-layer performs
multi-head attention that attends over the output of the encoder stack.
The modifications are that in the decoder, the outputs embedding are
shifted right one position and instead of using a multi-head attention
mechanism it adds a masking component. This is done to restrict access
to future tokens so that the predictions for a particular position will only
be based on previous tokens. Around the sub-layers, residual connections
plus layer normalization are implemented, the same as in the encoder.

10 Personality Regression from Multimodal Dyadic Data
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Figure 2.4: Transformer architecture

2.4.2 Positional Encoding

The Transformer model does not use any convolution or recurrence, so it
lacks any sequential or positional information. In order to have some inform-
ation about the relative position of each token in the sequence, a “positional
encoding” is added to both the input and output embeddings.

Embeddings are representations of words or tokens in a d-dimensional space
where tokens that have similar meaning will be closer in the space. To incorpor-
ate information about the relative position of the tokens within the sequence
they use positional encodings. These encodings have the same dimension as
the embeddings, and they are summed to the input and output embeddings.
The resulting embeddings will combine both properties so that words will be
closer based not only on the meaning similarity but also on their sequence
position.

Personality Regression from Multimodal Dyadic Data 11
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The positional encodings can either be fixed or learnable, absolute or rel-
ative. In the original paper, they present absolute fixed positional encodings
that are generated using sine and cosine functions of different frequencies:

PE(pos,2i) = sin
(
pos/100002i/dmodel

)
PE(pos,2i+1) = cos

(
pos/100002i/dmodel

) (2.2)

2.4.3 Attention
The major innovation brought by the the Trasformer model is the multi-

head self-attention mechanism. The attention function receives as input three
vectors: Q(Query), K(Key) and V(Value). The output of the attention is
computed using a weighted sum of the values, where the weights are based
on the queries and keys vectors. This particular attention is named ”Scaled
Dot-Product Attention” as it computes the dot product of the query with all
the keys and divides each one by the square root of the dimension. Lastly, a
Softmax is applied to obtain the weights on the values, which are the attention
scores. The equation to compute the attention weights is:

Attention(Q,K, V ) = softmaxk(QK
T

√
dk

)V (2.3)

The Multi-head attention consists of splitting the attention into h heads
by linearly projecting the embeddings into h different sets of Queries, Keys
and Values. Once the splits and projections are done, the Scaled Dot-Product
attention of the split h heads is computed in parallel. The results are con-
catenated and projected to obtain the final values. The main advantage of
splitting the heads is that each head is able to attend to different positions
of different representation sub-spaces, thus improving its ability to capture
different semantics than if only using one head.

12 Personality Regression from Multimodal Dyadic Data
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Figure 2.5: (left) Scaled Dot-Product Attention. (right) Multi-Head Attention
consists of several attention layers running in parallel

2.5 Mel spectrogram
Audio machine learning models were mainly based on applying digital sig-

nal processing techniques to extract audio features. The appropriate choice
of what features to extract to solve a particular problem required domain ex-
pertise in the audio field. Now, thanks to the continuous improvement that
deep learning models have had in the field of audio, it is no longer necessary to
apply these digital signal processing techniques to extract hand-crafted audio
features. In fact, one of the main advantages of using Deep Learning models
for audio is that we can previously convert the raw audio into an image-like
structured data and then apply modern CNN architectures to extract audio
features.

The conversion from raw audio to image is done through the generation of
spectrograms. Spectrograms are generated by splitting the sound signal into
smaller time splits (windows) and applying Fourier Transform to each window
to later combine all results into a single image. Basically, a spectrogram is
a visual representation represented as a heat-map that captures the audio
information by decomposing the signal into the frequencies of the audio signal.

The most used representation is the Mel Spectrogram as it adds some
variations that make the resulting spectrogram more accurate to how humans
hear sounds. Humans’ hearing does not work on a linear scale, we have an
increased sensitivity to detect changes at lower frequencies whereas we struggle
to detect differences of the same magnitude at higher frequencies. The Mel
scale tackles this problem by defining a unit where equal distances in pitch
sounded equally distant to the listener.
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The Mel Spectrogram replaces the Frequency scale with the Mel Scale
and optionally uses the Decibel scale instead of amplitude to produce the
colors. A sample conversion from a raw audio signal to its corresponding Mel
Spectrogram can be seen in Figure 2.6b

(a) Raw audio signal (b) Corresponding Mel Spectrogram

Figure 2.6: Raw audio signal and its corresponding Mel Spectrogram

The Mel Spectrogram is the audio representation that our audio models
will use in order to extract the corresponding audio features.
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Chapter 3

Related Work

This chapter reviews related work on personality recognition, dividing the
literature review according to the modality used.

3.1 Visual modality
As in any task where characteristics from an image or a sequence of im-

ages have to be extracted, Convolutional Neural Networks (CNN) is the pre-
ferred choice due to its state-of-the-art performance. When using still images,
without using the temporal information, most of the works focus on facial
features, as it has been proved that the face provides most of the descriptive
information for the recognition of personality traits [18, 19].

Ventura et al.[20] studied why CNN architectures achieved great perform-
ance in the complex problem of personality recognition. Activation maps were
used to understand what are the parts that CNN focuses on, demonstrating
that activation is always centered around the face, and focus on parts like eyes,
eye-brows, and mouth among others to predict the personality traits.

Yan et al.[21] studied the relationship between facial appearance and trust-
worthiness impression. Up to sixteen features are extracted from five face re-
gions: eyebrow, eye, nose, mouth, and face shape. A combination of methods
is used to extract those features, such as Histogram of Gradients (HoG) for
describing the eyebrow shape or Euclidean Distance (ED) to extract the width
of eyes. The relationship between the face features and personality impression
is found using Support Vector Machine (SVM).

Gürpinar et al.[22] combined deep facial and ambient features to infer per-
sonality traits. Before extracting facial features, IntraFace [23] is used to
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extract face landmarks. These are later used to define a bounding box based
on which the image will be cropped to contain only facial information. The
corresponding region is fed to a pre-trained CNN model named VGG-Face [24]
that is already specialized for extracting facial features. Ambient features are
extracted using a VGG-19 [25] network pre-trained for an object recognition
task and then fused with the extracted deep facial features. The fused features
are fed into a kernel Extreme Learning Machine (ELM) regressor [26].

It is worth mentioning that the vast majority of studies that use visual
data take little advantage of the temporal domain, if present. Most works do
not exploit spatiotemporal feature extraction models like 3D CNNs such as
R(2+1)D [27], I3D [28], or other models that are the state-of-the-art for tasks
that use the same input data (e.g action recognition).

3.2 Audio modality
Prosodic features have been widely used to analyze human speech. Polzehl

et al.[29] show that extracting prosodic features like intensity, pitch, spectrals,
Mel-Frequency Cepstral Coefficients (MFCC) among others, and feeding them
into a SVM regressor can accurately predict personality trait scores. Moreover,
they show that some features are more important to certain traits than others.
For predicting Openness and Conscientiousness traits, the features extracted
from MFCC were the ones that get higher scores. On the other hand, for
Extraversion and Agreeableness traits, pitch features were the most important
whereas for predicting Neuroticism trait scores, the best performing features
were those obtained from loudness and intensity analysis.

Park et al.[30] proposed novel audio features that not only consider speech
features but also sound and lexical characteristics. Features like averaged re-
action time, averaged pitch frequency and averaged sound power were used
to differentiate between extroverted and introverted people. In their findings,
they show that there are significant differences between the average reaction
and total reaction time between introverted and extroverted people while an-
swering the same set of questions. Their findings corroborate previous studies
that observed that introverted people tend to produce longer silences when
facing complex verbal tasks [31, 32] whereas extrovert people have faster pro-
cessing brains [33], even though this also makes them more susceptible to make
errors [34].

Most personality recognition models based solely on audio used to per-
form the recognition in two separate steps: first, extract the features and
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then train a regressor model. However, with the increase in performance of
CNN architectures, end-to-end approaches have been gaining popularity as the
audio features can be extracted by CNN itself by using as input the image-
like Mel Spectrogram representation (see Section 2.5). Carbonneau et al.[35]
demonstrate the advantages of feature learning models, achieving state-of-the-
art results on SSPNet Speaker Personality Corpus [36] using a single model
purely based on CNN and using Mel-Spectogram as input. The appearance
of new CNN architectures trained on Mel Spectrogram representations like
Vggish [37] has increased the use of these CNN-based models to extract audio
features. Aslan et al.[38] directly use the pre-trained Vggish model to extract
high-level audio features achieving state-of-the-art results1 on the ChaLearn
First Impressions V2 challenge dataset [39].

3.3 Multimodality
Most of the multimodal models for personality recognition combine audio

and visual features, although there are a few that also include text [40, 38]
Zhang et al.[8] proposed the Deep Bimodal Regression (DBR) framework

for apparent personality analysis. The framework treats the videos and splits
them into two modalities: the visual modality (frames) and the audio modality
(speech). For the audio modality, the log filter bank features are extracted
and fed into a linear regressor model to produce the OCEAN trait values. For
the visual modality, a modified version of CNN named Descriptor Aggregator
Network (DAN) [41, 42] is used. The main modification is the max-pooling and
average pooling that is done on the last convolution layer to produce a single
1024-dimensional vector (512 from avg-pooling, 512 from max-pooling). On
top of that, a fully connected layer is added to produce the OCEAN scores.
Audio and visual modalities are lately fused by averaging their predictions.
This framework achieved the highest score on the ChaLearn Looking at People
challenge (2016) [43].

Subramaniam et al.[7] propose two bi-modal end-to-end architectures that
use temporally ordered audio and stochastic visual features from frames. Each
video is split into N non-overlapping partitions. From each partition, the audio
is extracted as the auditive information and a frame is randomly selected as
the visual information. For the audio modality, 11 hand-crafted features are
extracted like Zero Crossing Rate, MFCCs, energy among others. For the
visual modality, a CNN is used to extract the visual features. Unlike the

1The overall model also includes visual information
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previous method, the modalities are not lately fused, the audio and visual
features are concatenated and then passed through an LSTM, allowing the
model to learn temporal patterns. The outputs of the LSTM are fed into a
fully connected layer that produces the corresponding OCEAN values.

3.3.1 UDIVA model
The closest work to the current thesis is the one of Palmero et al.[1], as the

experiments we conducted are on the dataset they introduced. Furthermore,
we also perform an extended analysis of their model.

The dataset used to train their model, named UDIVA, is a non-acted data-
set where interlocutors grouped in pairs perform competitive and collaborative
tasks (see Section 4.1 for more details)

The main difference of this model, concerning those discussed previously, is
the use of contextual information to infer the personality of the target person.
It uses visual and metadata information from the other interlocutor (extended
context data) to predict the personality of the target interlocutor. The mod-
alities used are visual (face, local context and extended context chunks), audio
and metadata. The visual features are extracted by a 3D-like CNN network
named R(2+1)D [27] pre-trained on IG-65M dataset [44]. Audio features are
extracted using the Vggish network [37] pretrained on a preliminary version of
Youtube-8M [45]. The modalities, like in [7] are early fused and the temporal
features are learned by using a Transformer network (Tx) [15] composed of two
Tx units one of them using local context keys and values and the other using
extended context keys and values. The query for both units is the same and
comes from the face and metadata features (face query features) after passing
through a fully connected layer. The outputs of the two units in the last Tx
layer are concatenated and fed to a FC layer to regress the per-chunk OCEAN
scores. The overall architecture is presented in Figure 3.1.

We want to emphasize some details about the training strategy of this
model. The first one is that it is not an end-to-end model since the visual
and audio features models are frozen. The second one is that the model is
trained on each task separately. The last and most important is that
the model does not model long-term temporal dependencies, it only
models local dependencies at chunk level through the R(2+1)D architecture.
These are some of the differential key points between our proposed models and
theirs.
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Figure 3.1: UDIVA proposed model

3.4 Summary of the literature review
In this Chapter, we have reviewed some of the literature on personality

recognition. This is an increasingly popular research area, but due to the
limitation of existing datasets, the number of research papers on this field is
scarce.

Regarding the extraction of visual features, we have observed that most
of the methods directly focus on the face region as it has been proved to be
where more relevant information can be found. The preferred architectures for
extracting facial features from images, unsurprisingly, are CNNs. Most works
take advantage of CNN architectures that are already specialized for this task,
such as Vgg-Face.

In the audio modality, we have seen that prosodic features perform ex-
tremely well for this task and the majority of the models are trained using
a two-stage approach: (1) feature extraction, (2) regressor model. However,
thanks to the evolution in the deep learning field and especially in Computer
Vision, feature learning models have been widely adopted to perform audio
feature extraction by using Mel Spectrogram representation. This allows the
training of end-to-end architectures using the audio modality for personality
regression tasks.

When fusing modalities we observed two different approaches, the first
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one and the most common is to extract the features from each modality and
then fuse them by averaging their predictions (late fusion). The second and
most advanced approach is by fusing the modalities at an early stage and use
a temporal feature extraction model like LSTM or Transformer to learn the
temporal patterns and provide a more ”intelligent” way of fusing modalities.

Finally, we presented the UDIVA’s multimodal model. It is the first model
explicitly implemented for the dataset that we are using. We will take ad-
vantage of this to fairly compare and analyze the performance of both models
(theirs and ours) on the same dataset, the comparison is done in Chapter 6.
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Data

Data is a key element in any machine learning project and even more when
working with deep learning models that are ”data-hungry”. However, it is
preferable to have a decent amount of data, but representative for the task,
than a large amount of data, what is known as quality over quantity.

In this section we start by introducing the multimodal dyadic dataset,
we continue explaining how the data has been pre-processed to ensure that
is suitable for the models and we finish by describing the dataset splitting
strategy and showing the corresponding splits of the dataset into the train,
validation and test sets.

4.1 UDIVA dataset
The UDIVA dataset (Understanding Dyadic Interactions from Video and

Audio Signals) [1] is a non-acted multimodal dataset that consists of face-
to-face dyadic interactions. The dataset is made up of a total of 188 dyadic
sessions where 147 participants1 grouped in pairs had to carry out a series of
free and structured tasks within a controlled environment. The dataset also
includes self-reported and peer-reported personality assessments.

The self-reported personality was assessed using different standardized
questionnaires depending on the age of the participant. In the case of par-
ticipants below 9 years old, the Children Behavior Questionnaire (CBQ) [46]
was filled by their parents. Participants in the range between 9 and 15 years old

1Participants gave consent to be recorded and to share their collected data for research
purposes, in compliance with GDPR https://ec.europa.eu/info/law/law-topic/
data-protection_en
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completed the Early Adolescent Temperament Questionnaire (EATQ-R) [47]
whereas participants aged 16 or above completed the Big-Five Inventory [48]
as well as the Honesty-Humility axis of the HEXACO personality inventory
[49].

At the end of each session, all participants over 8 years of age had to
complete the same personality questionnaires but this time evaluating the
participant with whom they had been interacting during that session.

4.1.1 Dataset statistics
In this section, we briefly introduce some statistics regarding the distribu-

tion of participants in terms of gender, age, nationality and spoken language2.
Regarding the sex of the participants, equity between genders is very high
(55.1% men, 44.9% women). The age of the participants ranges from 4 to 84
years, the mean age being 31.29 years old. Participants come from 22 differ-
ent countries, with Spain being the country with the highest representation
(68%). The most used language during interactions is Spanish (71.8%) fol-
lowed by Catalan (19.7%). To create the pairs, participants were matched
according to their availability and language, and ensuring a close-to-uniform
distribution using up to 60 variables such as age, gender, relationship between
interlocutors, among others [1].

4.1.2 Dyadic session structure
A dyadic session consists of 5 different tasks that were specifically selected

by psychologists to capture the variety of individual and dyadic behaviors and
the cognitive workload that these tasks cause to the participants.

• Talk: participants were instructed to speak on any topic for approx-
imately 5 minutes. This task allows analysis of common conversation
constructs, such as turn-taking, synchrony, empathy and quality of in-
teraction, among others [1].

• Animals game: each participant had to ask the other participant 10
yes/no questions to try to find out which animal was on his forehead.
This game reveals cognitive processes (e.g. thinking) [1].

• Lego building: participants had to build, following the instructions
booklet, a certain construction using Lego pieces. This task encourages

2For a more detailed analysis please refer to the Section 3.2 on the UDIVA paper[1]
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collaboration, cooperation, joint attention, and leader-follower behavi-
ors, among others [1].

• Ghost blitz card game: participants had to select, from a set of 5
figures, the one whose color and shape was not shown on a selected card.
They played 1 card per turn, competing among themselves to be the first
to select the correct figure. This task encourages competitive behavior
and allows analysis of cognitive processing speed, among others [1].

• Gaze events: participants followed instructions given by a proctor, to
look at each other’s faces, at a static/moving object, or anywhere else
while moving their head and eyes. This task serves as ground truth for
gaze gestures and facial modeling with varied head poses [1].

Figure 4.1: Sample image of each task. From left to right: Talk, Lego, Animals,
Ghost, Gaze

All sessions were recorded in a controlled environment where participants
had to sit around a table forming a 90-degree angle between them, close enough
to be able to carry out the previously mentioned tasks. The recording envir-
onment (see Figure 4.2) consisted on six mounted with a tripod named GB:
General Rear camera, GF: General Frontal camera, HA1,2: individual High
Angle cameras and FC1,2: individual Frontal cameras, two cameras (one per
participant) placed around the neck, two lapel microphones(one per parti-
cipant) and an omnidirectional microphone placed in the middle of the table.

Figure 4.2: Recording environment.
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4.2 Dataset preprocessing
When dealing with multimodal data, preprocessing the data is an extremely

important step for making the data suitable for training deep learning models.
This preprocessing part was not part of this thesis and was done by the authors
of the UDIVA dataset paper [1].

The input data that is used for this master thesis comes from the individual
camera video (FC1 and FC2) which were recorded at 25 fps and with a defin-
ition of 1280 x 720 pixels and the synchronized audio from the corresponding
lapel microphone. As can be seen in Figure 4.3, each video is split into chunks
of around 3 seconds and the corresponding frames and audio are extracted.
Images are re-scaled to a definition of 224 x 224 pixels.

Figure 4.3: Preprocessing overview. Videos are split into non-overlapping
chunks of 3 seconds. Visual information (frames) and audio are extracted
separately from each chunk.

UDIVA model [1] was inspired by the Video Action Transformer [50] that
uses 64 frames per chunk (3 seconds). As the UDIVA used the R(2+1)D
backbone to extract the spatiotemporal features, which only uses 32 images,
a stride of 2 was applied to generate the chunks. Therefore, making sure that
each chunk encodes the same time-window as in Video Action Transformer
model [50]. This preprocessing is equivalent to down-sample the original video
from 25 fps to 12.5 fps.

4.3 Dataset split
To obtain good performance with any model, the quality of the data is

extremely important. A proper balance between the sets is essential if we
want to get a model that is able to generalize. In this section, we describe the
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strategy followed to divide the dataset into the corresponding train, validation
and test sets. We must emphasize that the dataset split has not been part of
this thesis and was done by the authors of the UDIVA paper [1]. The split
strategy tried to minimize the costs using a greedy optimization strategy to
have a similar distribution in terms of participant and session characteristics
between the sets. As stated in Section 5 of the supplementary material of the
UDIVA paper [51], the method tried to minimize the costs to:

1. Ensure that distributions among splits were not different employing a
Kolmogorov-Smirnov significance test

2. Ensure that Pearson’s correlation of gender, age and personality values
among splits did not differ by a large margin

3. Attempt to have a uniform distribution in validation and test with re-
spect to age and gender to correct selection bias

4. Attempt to have a close-to-uniform distribution of group combinations

5. Try to maximize the number of sessions without losing participants while
considering also the train/validation/test ratio

It is important to mention that the optimization algorithm ensures that
there are no participants repeated between sets.

From the splits mentioned, we have only used the subset of data from
participants over 15 years old and we discard all Gaze task instances
(same as in [1]). The decision to remove instances from the Gaze task was
made because there were very few personality indicators in it due to the task
design[1]. On the other hand, the decision to use only the subset of parti-
cipants older than 15 years is for having a personality trait score with the
same representation: the Big-Five traits. Finally, the last data cleaning step
is the removal of chunks in which the participant does not appear.

The distribution of the self-reported personality traits over the sets, after
removing Gaze entries and all the sessions from participants under 15 years
old, is presented in Figure 4.4.

In terms of the number of instances, the training set represents the 80% of
the total. Typically, the split percentage for validation and test is the same
but in this case, the validation set is almost double in terms of the number
of instances compared to the test set. Nonetheless, the latter has a better
personality trait balance, so it will be more representative for evaluating the
performance of our models. A complete overview of the statistics of the dataset
splits can be seen in Table 4.1
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Figure 4.4: Distribution of the self-reported personality traits (OCEAN) over
the train, validation and test splits. X axis represents the values of each
personality trait. Y axis represents the number of participants.

Split #Participants #Sessions #Instances
Train 99 116 94960

Validation 20 18 15350
Test 15 11 7870

Table 4.1: Dataset split statistics



Chapter 5

Models

5.1 Multimodal model
In this section, we present the structure of our multimodal model that

receives as input a chunk of a video with its corresponding sound and outputs
the personality prediction. The description of the model is first presented
divided into each of the sub-models that make up the final model: the visual
model, the audio model, and the sequence model. Finally, we present the
multimodal model and explain how the modalities are fused.

5.1.1 Visual feature extraction model
To extract the visual features we have opted for using one of the state of

the art methods for action recognition and video understanding: the R(2+1)D
model [27].

The R(2+1)D model compared to other well-known 3D architectures like
I3D [28] or C3D [52] proposes a novel type of convolution the (2+1)D that
approximates the 3D convolution by factorizing the computation into a spa-
tial 2D convolution (frames) followed by a temporal 1D convolution (time).
This approximation has shown significant performance improvements over the
previously mentioned models in a wide range of datasets such as Kinetics [53]
or Sports-1M [54].

We have used the R(2+1)D with 34 layers pre-trained on the IG-65M [44]
(65 million Instagram videos) dataset and fine-tuned on the Kinetics dataset
[53]. The model architecture is represented in Figure 5.1, it is composed of 5
(2+1)D convolution blocks, a space-time (3D) average pooling layer, and on
top of that a fully connected layer. We adapt this architecture by removing the
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classification layer (fc) and freezing the first 4 (2+1)D convolution blocks and
fine-tune with our data only the last (2+1)D convolution block. Nonetheless,
the last block contains more than half of the total parameters of the model
(39.1 M out of 63.5M).

Figure 5.1: R(2+1)D Architecture

The input of the model is the 32 frames of the corresponding video chunk
which corresponds to approximately around 3 seconds of the original video.
The frames have a resolution of 224×224 pixels, we normalize the pixel values
in the range [0, 1]. The produced features after feeding the input into the
R(2+1)D backbone is a single 512-dimensional vector that from now on we
will refer to as the visual features vector.

5.1.2 Audio feature extraction model
Nowadays, most of the state-of-the-art audio classification models use CNN

architectures to extract the audio features. To do so, the audio signal must be
first converted into an image-like representation, in our case the Mel Spectro-
gram. As mentioned in Section 2.5, the Mel Spectrogram is a heat-map where
the color is represented by the decibels of the sound, the Y-axis represents
the sound frequency and the X-axis represents the time or duration of the
sound(in seconds).

In order to extract audio features we propose two different models: the
Vggish [37] model and the ResNet-18 [55]. Both models receive as input the
corresponding Mel-Spectrogram of the audio chunk (3 seconds) and return a
128-dimensional vector in the case of the Vggish model and a 512-dimensional
vector in the case of ResNet-18. The audio feature extraction is presented in
Figure 5.2, the input is the raw 3-second audio signal which is converted into
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a suitable representation, the Mel Spectrogram, which is fed into the CNN
model that will produce the audio features’ vector.

Figure 5.2: Audio feature extraction process

To obtain the Mel spectrogram, we have used the same steps as in the
Vggish method. The audio signal is re-sampled from 44100 Hz to 16000 Hz,
then the spectrogram is computed using 64 Mel bins that cover only the range
of 125-7500 Hz, which is an approximation of the human speech sound range.

5.1.2.1 Vggish

The Vggish model is a modified version of the well-known VGG [25] model,
in particular, Confgiuration A with 11 weight layers. The minor modifications
are: changing the input size to 96×64, removing the last group of convolution
blocks (going from 5 to 4), and finally the replacement of the last 1000-wide
fully connected layer to a 128-wide fully connected layer that acts as a compact
representation layer(embedding).

This model has been chosen because it is specifically designed for extracting
audio features and is pre-trained on a large Youtube dataset, a preview version
of Youtube-8M [45]. We use this model as a feature extractor, converting
our audio input into a semantically meaningful 128-dimensional audio feature
vector.

5.1.2.2 ResNet-18

The second audio model is the ResNet-18 model which belongs to the
family of ResNet [55] architectures. ResNet-like architectures have a strong
advantage over Vgg-like architectures: the residual block. There most classical
representation of how a residual block looks can be seen in Figure 5.3, even
though there are several variations. Similar to LSTM cell, where the gates
control the data flow from previous steps, Residual Networks reduce the van-
ishing gradient problem by adding residual blocks. These blocks introduce skip
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connections which enable the creation of deeper models, not only with fewer
parameters but also with better performance than other CNN architectures
like VGG.

Figure 5.3: Residual block

The ResNet-18 is a network with 18 layers: the first 7x7 convolutional layer,
4 modules of 4 convolutional layers (each module has two residual blocks) and
the final fully connected layer. We use the ResNet-18 model pre-trained on
ImageNet but removing the last fully connected layer. It is important to high-
light that ResNet-18 necessarily requires fine-tuning due to the difference
between the domain in which it has been pre-trained and our domain. How-
ever, as this model is much smaller we will use the pre-trained weights as a
warm-up for training the whole network with our audio data.

We have used two different transfer learning strategies for each model. The
Vggish model allows us to directly extract the features of our audio without the
need for fine-tuning, using it as a feature extractor. On the other hand, for
the ResNet-18 we apply a fine-tuning strategy due to the difference between
the domain in which it has been pre-trained and our domain, but this approach
allows us to create an end-to-end model. A detailed analysis between the
performance of these two strategies is done in Section 6.4

5.1.3 Sequence model (Encoder)
The sequence model or encoder is implemented to produce a long-term

context vector of consecutive video chunks. The input of the sequence is the
concatenation of the corresponding audio feature vector and the visual feature
vector of a single video chunk after passing each of them through a linear layer
of 128 units with ReLU as a non-linear activation function. The sequence
input can be represented as sin ∈ R256 where sin = (v ∈ R128 ⊕ a ∈ R128)
being v the visual feature vector and a the audio feature vector.

When talking about the sequence model, we will often use the terminology
time step but we must point out that this is not equivalent to the seconds of
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the video but to the number of sequence inputs. Therefore at time step t = 0
we will be processing the first chunk (3 seconds) of a list of consecutive video
chunks.

The goal of the encoder is to process a sequence of inputs, video chunks,
and encode all the information into a fixed-length vector (context) which in
our case it is a 128-dimensional vector. We implement two different sequence
architectures that have been widely used to solve this kind of problem: LSTM
and Transformer.

As mentioned in Section 2.3.1, LSTM is a type of recurrent neural net-
work that is specially designed to solve the vanishing gradient problem. This
is extremely important as we want to study how the model performs while
modifying the sequence length, and this kind of problem may occur if using
vanilla RNN. This first encoder model is an LSTM with depth one (no stack-
ing) and 256 hidden units. The context vector is retrieved using the last hidden
state, what is known as a many to one LSTM configuration (see Figure 5.4).

Figure 5.4: Many to one LSTM structure

On the other hand, the second model uses as sequence model the classical
Transformer Encoder block. If we recall the theory about Transformer (see
Section 2.4), this model does not handle the data in a sequential way like
LSTM, so we must explicitly add some information about the order. The
positional encoding is a vector of the same dimensionality of the input that is
added to include positional information. There exist multiple ways to encode
the position information [56] but we use the original Transformer’s paper [15]
positional encoding formulation, which uses using sine and cosine functions of
different frequencies (see Equation 2.2) to encode the order of the sequence.

The Transformer encoder is composed of Nx = 2 encoder layers (see Figure
5.5) with 4 attention heads each and using 256 units for every feed-forward
network within the architecture. The context vector of the sequence is obtained
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Figure 5.5: Transformer Encoder block with an additional Avg. Pooling layer
to produce the context vector

using an Average Pooling layer over the transformer outputs, which results in
a single 256-dimensional vector.

5.1.4 Multimodal model overview
The multimodal model is composed of 3 basic modules: a module that is

in charge of extracting the visual characteristics of the video chunk, another
that is in charge of extracting the audio characteristics of the video chunk
and finally a module that is in charge of sequentially treating the extracted
characteristics by the modules mentioned above to create a summary or a
context vector of the multiple video chunks information using a greater time
range. Where the time range is defined by the number of time steps.

The modular design of our multimodal model allows us to carry out differ-
ent experiments ignoring some parts and testing a multitude of configurations.
To go into a little more detail, this section shows an example of what the Mul-
timodal model could be, taking into account that both the sequential and the
audio modules have two possible variants. In the case of audio, we have the
possibility of using either the features extracted from the Vggish model or the
ones extracted from the ResNet-18 model. Similarly, in the case of the sequen-
tial module, we have two variations, the first is based on the use of a recurrent
neural network such as the LSTM, while the other model is mainly based on
the Self-Attention mechanism of the Transformer network.
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In Figure 5.6, we present how the multimodal looks, using the Vggish as
the audio feature extraction model.

The input of the visual feature extraction model is the 32 consecutive
frames(video chunk ≈ 3 seconds) of the target participant, whose personal-
ity we want to predict. Let define the local context chunk frames as XF L ∈
[0, 255]32×224×224×3. Before feeding XF L into the R(2+1)D backbone, the pixel
values are normalized in the range of [0, 1]. The R(2+1)D model provides us a
visual feature vector v ∈ R512. To have the same importance between modal-
ities (in terms of feature dimension) the visual feature vector v goes through a
fully-connected (FC) layer of size 128 and a ReLU activation function layer to
introduce non-linearity to the network. Let’s denote the reduced visual feature
vector as v′ ∈ R128

On the other hand, the Vggish model provides an audio feature vector
a ∈ R128 encoding the audio information of the video chunk. Following the re-
commendations on the Vggish implementation page1, we send the embedding
through a fully-connected (FC) layer of size 128 and a ReLU activation func-
tion layer (introducing non-linearity). The resulting vector, a′ ∈ R128 is fused
with the reduced visual feature vector v′ through a concatenation operation
forming the audiovisual feature vector f ∈ R256 where f = (v′ ∈ R128 ⊕ a′ ∈
R128)

The sequential encoder model processes L audiovisual feature vectors, be-
ing L the sequence length or, in other words, the number of time-steps. We
can define the input of the sequential encoder as s = [f0, f1, · · · , fL−1, fL].
The sequence length L is a fixed parameter, so all the sequences will have the
same length. The output of the encoder block is what is known as the context
vector c ∈ R256. The context vector goes through a FC layer of size 128, thus
compacting it, and a ReLU activation layer to finally go through the last FC
layer of size 5 that produces the OCEAN trait’s prediction (ŷ ∈ R5) of the
target participant.

1Vggish implementation details and usage recommendations can be found in: https:
//github.com/tensorflow/models/tree/master/research/audioset/vggish
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Figure 5.6: Multimodal model overview, using Vggish as the audio feature
extraction model



Chapter 6

Experiments and Results

In this chapter, we begin by presenting the experimental setup that de-
scribes the training and evaluation strategies that we follow to assess the per-
formance of our models. Then, we describe the various experiments we have
carried out and analyze the results obtained by the different models defined
in Chapter 5.

6.1 Experimental setup
This section describes the experimental setup used to evaluate the per-

formance of our models. As mentioned in Section 4.3, the data used to train
and evaluate our models comes from the sessions of participants over 15 years
all and all tasks except Gaze. In order to recognize the personality, we use
the frontal camera view FC1,2 chunks (frames and audio). The ground truth
personality labels are obtained using the self-reported BFI-2 questionnaire [48]
and converting the answers into the corresponding OCEAN trait score values.
Models are trained in end-to-end fashion and for all tasks, except Gaze.

6.1.1 Dataset split
Due to the size of the models, limited computational resources and time

constraints, we opted to split the training set to carry out a greater number of
experiments and to be able to make a better analysis of the different models.
We used a stratified splitting based on session that consisted of selecting the
first N chunks of each session where N is computed as:

N = Nchunk · P
Nsession

(6.1)
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Where:

N : is the number of chunks to select per session

Nchunk: is the total number of chunks in the set

P : is the subsampling percentage value [0,1]

Nsession: is the total number of sessions in the set

The Nchunk depends on the number of timesteps selected (L). As mentioned
in Section 4.3, after preprocessing a video, there may be a temporary discon-
tinuity with regards to chunks because the participant does not appear in one
or some of them. To maintain temporal continuity, when creating the dataset
for each split, we make sure that all t chunks are temporally continuous.

This strategy ensures that all sessions will be included in the training set
and all will have the same number of continuous chunks. Selecting the first
part of videos is the default strategy in domains like action recognition. In the
personality field, the results obtained by Teijeiro-Mosquera et al.[57] suggested
that personality was better predicted when using features of the beginning of
the video.

The split percentage value for the training set is set to P = 0.31 whereas
for the validation set the split percentage value is set to P = 0.5.

6.1.2 Training strategy
Training deep learning models is a complex task due to the huge amount

of hyperparameters that must be set. A grid search of all the hyperparameters
is not feasible as it would take an excessive amount of time and it is not the
aim of this thesis. Instead, we define the hyperparameters to a certain value
and use the same for all the models.

The training strategy followed consists of monitoring the loss on the val-
idation set and stop the training when the validation loss stops decreasing
after a certain amount of epochs or when the maximum number of epochs is
reached2, this strategy is known as early stopping. The loss is evaluated as
the Mean Squared Error between the predicted personality trait score and
the ground truth labels (see Equation 6.2).

1This percentage value is used when the visual modality is included as the R(2+1)D
model is very time-consuming

2The maximum number of epochs varies depending on the model
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Due to the long training time, after each epoch, a checkpoint of the model
with its corresponding weights and the optimizer state is saved. This strategy
has been extremely important because on many occasions the models have
been trained in two stages. Being able to resume training from where you left
off has been a key factor in optimizing time and reuse some trained models to
test other configurations.

6.1.2.1 Optimizer and learning rate

The optimizer is the method used to minimize the error function by up-
dating the model’s parameters. We use an optimizer that belongs to the
family of mini-batch gradient descent algorithms. Mini-batch gradient des-
cent algorithms perform an update of the model’s parameters every n training
examples (mini-batch) instead of using all training samples. Among the many
methods that belong to this family we select Adam [58] as our optimizer using
the default decay rate coefficients β1 = 0.9, β2 = 0.9 and ε = 1e-8. Adam has
been widely adopted as the ”default” optimizer due to its favorable perform-
ance compared to other optimizers and its robustness to the selection of the
hyperparameters [10].

The learning rate is another key hyperparameter to select and it is one
of the most difficult hyperparameters to set due to its strong relation to the
model performance. A whole analysis to select the best learning rate could be
done but this is out of the scope of this project. The learning rate is set to
the default value of Adam’s optimizer, 1e-3, for all models. A learning rate
scheduler is applied to adjust the learning rate by a factor of 0.1 based on
the validation metric after n = 2 epochs. If the model does not reduce the
validation loss after 2 epochs the learning rate will be reduced multiplying it
by a factor of 0.1.

6.1.2.2 Batch size selection

Batch size is one of the most important hyper-parameters when training a
deep learning model. It defines the number of samples used to train a single
forward and backward pass. There have been multiple studies analyzing how
this parameter affects the generalization of the model. Small batches tend
to produce noisy gradients, but this behavior has been shown to serve as a
regularizing effect [59] while larger batches provide a more accurate estimate
of the gradient. However, this holds up to a certain point as studies like [60]
have demonstrated that using larger batches may produce a degradation in the
generalization ability of the model. As the batch size increases, the amount of
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memory required increases with it. This is our limiting factor due to limited
computing resources. The batch size selected for all the models3 is set to 16
which corresponds to the highest value that fits our GPU’s memory and it is
also a very common value when training large models [10].

6.1.3 Environment and parallelization strategy
The environment used to train our models consists of 4 GeForce GTX 1080

Ti 11GB. Given the model and data size, the training has been distributed
among all the GPU’s devices. The strategy selected is known as distributed
data parallelism. It consists of distributing the batches among the devices.
This requires that each GPU has to replicate the whole model. Each GPU
computes the forward pass using its portion of the input and during the back-
ward pass the gradients from each node are averaged and the parameters are
updated and synchronized among the devices. In our case, this means that
each GPU will be processing only 4 instances.

6.1.4 Evaluation strategy
Models are evaluated using the Mean Squared Error between the predicted

personality trait score and the ground truth labels (see Equation 6.2). Due to
computational resources and time-constraint limitations, the evaluation of the
models is done using 50% of the test set. The results are also compared with
a baseline value computed as the mean of the per-trait ground truth labels of
the training set.

1
5N

5∑
j=1

N∑
i=1

(yi,j − ŷ i,j) (6.2)

Where:
N : is the number of instances

yi,j: is the self-reported personality trait (groud truth label)

ŷi,j: is the predicted personality trait
Apart from the loss metric used to train and evaluate the model, other

metrics have been computed to extract better insights of our model perform-
ance. The following metrics will only be analyzed for the best-performing
model configuration.

3Except for the preliminary model in which the batch size number was defined using grid
search strategy
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• Participant error: the participant error is computed as the mean
square error of the median of the participant’s chunk predictions.

• Session error: the session error is computed as the mean square error
of the median of the participant’s chunk prediction for a particular task
session.

• Task error: the task error is computed as the mean square error of the
median of the participant’s chunk prediction for a particular task (e.g
Talk).

• Pearson Correlation Coefficient: the Pearson Correlation Coefficient
(ρ) is used to discover how strongly related are two sets of data. This
coefficient is used to discover how our predictions are related to the self-
reported personality labels (ground truth) and the peer-reported person-
ality labels (first impression). The Pearson Correlation Coefficient (ρ) is
computed using the Equation 6.3, that returns a value in range [−1, 1].
The sign of the coefficient ρ indicates the direction of the association
between x and y. The closer ρ is to 1 or -1, the stronger the correla-
tion is between the two sets, whereas a value closer to 0 denotes poor
correlation (no tendency between sets).

ρx,y = cov(x, y)
σxσy

(6.3)

Where:

cov: is the covariance
σx: is the standard deviation of x
σy: is the standard deviation of y

6.2 Preliminary experiment
This experiment consisted of using the pre-computed features of the FC

layer (red box in Figure 6.1) before the output layer of the UDIVA’s model
[1] and add on top of that a sequential encoder block. The objective of this
experiment is to observe if by increasing the time window the model could be
improved by learning temporal patterns.

Two different encoder blocks were analyzed: a recurrent method and a self-
attention-based method. The recurrent method selected is LSTM, using only
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one layer with 128 hidden units. The self-attention-based method selected is
the Transformer network with 2 Encoder layers, 4 attention heads and 128
units. For the LSTM method, the context vector is obtained using the last
hidden state whereas for the Transformer model it is obtained by placing
a Global Average Pooling layer. In both encoder models the output, a 128-
dimensional vector is fed into a linear layer to output the OCEAN trait scores.

The window size or the number of time steps is obtained using a grid
search strategy to find the best value. The range of search defined is between
2 and 12. As this model does not require a high computational cost, the
best hyperparameters(batch size and learning rate) have been retrieved using
a grid-search strategy.

Figure 6.1: Features used for the preliminary experiment (red box)

To assess the performance we compare the evaluation metric (MSE loss)
obtained in the validation and test set with the baseline model and the original
UDIVA model. The best configuration results are obtained using LSTM as
the encoder block, a window size of 12, a learning rate of 1e-3 and a batch size
of 2048. The results obtained are shown in Table 6.1.

Although the new model improves the UDIVA’s validation MSE, the model
is not able to generalize the knowledge to the test error, achieving a worse
performance compared to the original model.
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Model Validation MSE Test MSE
Baseline 1.092 0.991

UDIVA’s model 0.985 0.908
UDIVA’s features + Sequential 0.928 0.952

Table 6.1: Results of the preliminary experiment

6.3 Visual experiment
In this experiment, we evaluate the performance of the model using only

the visual modality and study how the performance varies with the number of
timesteps selected.

The number of timesteps evaluated are 3, 6, 9, 12 and using only the
visual feature extraction model without the encoder block. This is equivalent
to approximately using 9, 18, 27, and 36 seconds for each timestep value and
only 3 seconds when using only the visual modal without the encoder. It is
important to mention that no timestep value greater than 12 has been analyzed
since this is the limit to be able to use all the sessions of the training set. If
we had used a larger number we would have lost training data. Furthermore,
we must emphasize that the greater the number of timesteps, the greater the
training time.

The architecture used for the sequential encoder in this experiment is the
LSTM model. In Figure 6.2 the number of training samples is presented
according to the number of timesteps selected (L). Obviously, the number
of training instances decreases as the window size increase because for each
input a greater number of instances are selected. But it is also important to
emphasize that as the timestep value increases, the possibility of discarded
samples due to temporary discontinuities between chunks also increases.

The results obtained using 50% of the test set are presented in Table 6.2.
The worst result is obtained when a single chunk is used as input and the
loss decreases as the time window increases, with the value of L = 12 being
the one that achieves the best performance. This clearly indicates that the
model improves by using a larger window as it is able to capture longer-term
dependencies.
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Figure 6.2: Number of training instances w.r.t to L value

Timesteps Test MSE
None 0.934

3 0.903
6 0.886
9 0.860
12 0.829

Table 6.2: Experiment evaluating the visual modality performance using the
MSE loss on the 50% of test set

6.4 Audio experiment
In this experiment, we evaluate the performance of the two proposed mod-

els for extracting the audio features: ResNet-18 and Vggish. As we explain
in Section 5.1.2, the main difference between these models is that ResNet-18
is trained end-to-end using a fine-tuning strategy whereas the Vggish model
is used as a feature extractor only as it is already trained on a huge audio
dataset.

For this experiment, we only use the audio modality without adding the
encoder block on top. The audio features extracted are fed into a FC layer
before the last output layer that produces the OCEAN trait scores. The
performance of these two models is evaluated using the MSE loss on 50% of
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the test set.
The results of this experiment are presented in Table 6.3. The results

clearly indicate that Vggish features outperform the ones extracted by the
ResNet-18 (0.908 vs 0.942). Normally, we expect that an end-to-end model
may outperform a frozen one. However, in this occasion, Vggish model (frozen)
outperformed ResNet (end-to-end). A reason for this behavior might be the
number of training samples in which the model has been trained. Vggish has
been trained on a huge dataset (over 2 million training samples) whereas the
ResNet-18 has only been trained using our training set which contains around
95k training samples. The difference is abysmal and in deep learning models,
it is known that the amount of data can be a determining factor to obtain
good performance.

Model Test MSE
Vggish 0.908

Resnet18 0.942

Table 6.3: Audio models comparison using the MSE loss on the 50% of test
set

After evaluating these two models, it is clear that the best audio feature
extraction model is Vggish. Not only has greater performance but also requires
much less training time as the model does not upload the weights.

6.5 Multimodal experiment
In this experiment, we evaluate the performance of all the models imple-

mented by combining them to obtain the best multimodal configuration. The
variations that are evaluated are the use of the Vggish and ResNet-18 model
for the extraction of audio characteristics, as well as LSTM and Transformer
for the sequential encoder block.

All configurations are evaluated with the same hyperparameters. The num-
ber of time steps selected is L = 12, since it is the value that achieved the
highest performance in the previous experiment. Instead of retraining again
from scratch the ResNet-18, for this experiment we take advantage of the
checkpoints stored from the previous experiment to load the best ResNet-18
weights. This serves as a warm-up for the model, as it will still be trained
in an end-to-end fashion without freezing any layer of the architecture (no
fine-tuning).
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Model Test MSE
Audio(ResNet-18) + Visual + Encoder(Transformer) 0.856
Audio(ResNet-18) + Visual + Encoder(LSTM) 0.834
Audio(Vggish) + Visual + Encoder(Transformer) 0.838
Audio(Vggish) + Visual + Encoder(LSTM) 0.784

Table 6.4: Multimodal configurations comparison using the MSE loss on 50%
of the test set

Observing the results presented in Table 6.4 we can corroborate that, even
introducing visual modality and the sequential block, Vggish still outperforms
ResNet-18 performance. On the other hand, the best-performing architecture
for learning temporal patterns is LSTM. The difference between the perform-
ance of LSTM and Transformer is quite high, especially when using the Vggish
model (0.784 vs 0.838).

This result may be surprising as Transformers have shown higher perform-
ance than LSTMs in fields such as NLP or action recognition. However, we
must emphasize that the number of timesteps is quite low L = 12, so LSTM
still can model these range-level dependencies. In addition, another key factor
is the number of training samples as transformer-based architectures require
a large amount of data to be trained. However, due to limited resources and
time-constraints, the number of training samples is only 8336. Finally, the
amount of configurable parameters that the Transformer network has is much
larger than LSTM (i.e. positional encoding, number of heads, etc). For all
these reasons Transformer architecture could not reach LSTM performance,
but we strongly believe the performance gap between these two architectures
could be reduced by a proper parameter selection and using a larger training
set.

The best multimodal configuration is the one that uses the Vggish
model to extract the audio characteristics and the LSTM to model
the temporal patterns, using a window size of L = 12.

6.6 Discussion
In this section, we discuss the results obtained using the best configuration

for each modality and evaluate how the performance has evolved after each
modality has been introduced.

We follow an incremental approach starting from the visual model only
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and finishing with the multimodal model. As can be seen from Table 6.4,
both the inclusion of the audio modality and the increase of the time window
(sequential model) significantly improve the performance of the model. When
only visual data is used and the model only captures the information within
a 3 second time window, the model performs worse than if predicting the
mean value (baseline). However, when we increase the time window from 3
seconds to 36 seconds the improvement is very noticeable, reducing the MSE
from 0.926 to 0.829. This obviously indicates that the model benefits from
capturing a larger range of visual cues. Lastly, the addition of sound modality
generates a significant improvement by reducing the loss from 0.829 to 0.784.
The improvement corroborates what we have seen in Section 3.2, audio features
can accurately predict personality [29]. Especially if we remember the nature of
the tasks, tasks such as Talk, Animals, or Ghost have verbal communication as
their main component. In this type of task, the influence of the audio modality
should be high due to the importance of capturing the verbal cues to infer the
personality traits.

Model Test MSE
Baseline 0.889

Visual features only 0.926
Visual features + Sequential 0.829

AudioVisual features + Sequential 0.784

Table 6.5: Modalities comparison using the MSE loss on the 50% of test set

In summary, the combination of visual and audio modalities allows us to
capture the verbal and non-verbal cues that are essential to predict personality.
Furthermore, by capturing a broader range of information, we can detect longer
interaction patterns that could define the participant’s personality.

6.6.1 Metrics analysis
In this section, we compare the performance obtained by our best model

with UDIVA’s model (theirs) and the Baseline model for all metrics described
in Section 6.1.4. To fairly compare the models’ performance the whole test set
is used to evaluate the models.

The results obtained demonstrate that our model can improve the perform-
ance of a much complex model like UDIVA’s [1] in terms of chunk error, session
error, and task error while obtaining almost the same error on the participant
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metric4. The results obtained are quite impressive if we recall that our model
is trained using only the 30% of the training set and that the model is trained
for all tasks, not per task like UDIVA’s model does. This shows the influence
of capturing longer patterns has on the performance of the model. Moreover,
another key factor of the success of the model might be the end-to-end learning
as the visual features can be fine-tuned during learning, thus increasing the
adaptability of the visual feature extraction model.

Chunk error Session Error Task error Participant Error
Baseline 0.991 0.979 0.889 0.889
Theirs 0.908 0.920 0.833 0.812
Our 0.853 0.909 0.808 0.812

Table 6.6: Metrics analysis

6.6.2 Task error analysis
In this section we analyze the performance per task since each of the four

tasks can show more remarkably some traits or specific behavior of the parti-
cipant that can help infer its personality.

In Table 6.7 the test MSE loss of our best model, UDIVA’s model (theirs),
and the baseline (B) is shown per task. If we look at the overall performance,
our model is able to outperform both in all tasks except for the Lego task.
The poor performance in Lego task might be caused by the noisy sound of the
Lego pieces while being moved. Another explanation could be that for this
particular task, where movements and decision-making are fast, using a longer
time window does not adequately capture fast-paced actions and decisions.

Analyzing the Animals task performance, we observe that our model achieves
extremely good performance in the openness and agreeableness trait. The er-
ror obtained for the agreeableness trait is almost negligible (0.094). Recalling
the theory, people that have a low value in this trait tend to be more compet-
itive. One of the main objectives behind the design of this task was to foster
competitiveness to see who guesses first the animal that is on his forehead.
Our model seems to capture perfectly this trait, identifying how competitive
the participants are. Openness trait is related to characteristics like imagina-
tion or creativity but we do not have a clear reason why in this particular task
our model performs much better than the other models. Neuroticism has also

4The UDIVA’s participant error is slightly better (0.8122) versus our model error (0.8125)
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been significantly improved indicating that our model can capture behaviours
like anxiety, stress. These patterns might be captured from the intonation of
the participant, the pace of speech, or by detecting some gestures that might
indicate nervousness or on the contrary the absence of movements indicating
that the participant is more stable.

Analyzing the Ghost task performance, we do not observe any significant
gains in any of the traits, and the overall score obtained is pretty similar to
those obtained by the Baseline or UDIVA’s model. The Ghost task was also
designed to foster competitiveness but in this case, our model just slightly
improves the agreeableness trait. One reason why our model does not signi-
ficantly improve the performance on this task may be because the movements
are at a very high pace and by using a large window size we fail to capture
some fast-paced actions. Moreover, audio was not relevant either, as in this
task there was no verbal communication.

Analyzing the Lego task performance, we can observe that our model per-
forms even worse than the baseline. Possible reasons behind this poor perform-
ance are the fast-paced patterns might not be captured and the most likely
reason is that for this particular task the audio modality might be unhelpful
as probably the audio features are capturing the Lego pieces’ sounds, which
obviously do not have any relation with the personality of the participant and
just add noise to the problem.

Lastly, for the Talk we can observe that our model achieves the best overall
performance. The improvement in the extraversion trait error is quite notice-
able. If we recall the theory, extraversion is characterized by talkativeness and
sociability among many others. It is pretty reasonable that our model is able
to capture this trait for this particular task as by using the audio features and
visual features it might capture how extroverted the participant is by analyz-
ing who prefers to start the conversations, who talks during more time, etc.
Another feature that our model might be capturing is the response time, as it
is known that extroverted people tend to respond faster [33] while introverted
people carefully think things before speaking [31, 32]. Using a larger time
window might also be beneficial for capturing these characteristics.

To conclude, if we look at the average error per trait among all the tasks the
trait that our model captures the worst is extraversion. This is quite surprising
as there are shreds of evidence in the literature that show that extraversion
is typically the easiest trait to infer[61]. However, some studies have observed
that the extraversion trait accuracy is affected by the window size when in-
ferring the real personality recognition[62]. The window size selected for our
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Animals Ghost
O C E A N Avg O C E A N Avg

B 0.725 0.877 0.991 0.673 1.179 0.889 0.725 0.877 0.991 0.673 1.179 0.889
Theirs 0.747 0.756 0.891 0.579 1.021 0.799 0.742 0.894 0.845 0.667 1.139 0.857
Our 0.208 1.263 1.193 0.094 0.727 0.697 0.759 0.804 0.927 0.627 1.09 0.841

Lego Talk
O C E A N Avg O C E A N Avg

B 0.725 0.877 0.991 0.673 1.179 0.889 0.725 0.877 0.991 0.673 1.179 0.889
Theirs 0.745 0.839 0.953 0.66 1.099 0.859 0.774 0.791 0.87 0.669 0.986 0.818
Our 0.887 0.834 0.992 0.738 1.139 0.918 0.809 0.68 0.695 0.681 1.015 0.776

Table 6.7: Task error analysis

model might not be the best for predicting this trait so further analysis could
be done to select an appropriate time window. Finally, another differential
point is that extraversion has strongly been associated with a facial expression
like a smile. This could be a reason why UDIVA’s model, which uses face
visual features, obtains the best extraversion score in all tasks.

6.6.3 Correlation analysis
In this section, we analyze and discuss the per-trait correlation between

the predictions and the ground truth labels. We compare the results obtained
by our model with UDIVA’s predictions and the peer-reported personality
labels (FI, first impression). This allows us to assess whether AI can achieve
human-level perception for personality recognition.

The correlation between sets is obtained using Pearson Correlation Coef-
ficient (see Equation 6.3). Values close to ±1 indicate that exists a strong
correlation between the sets whereas values close to 0 indicate poor correl-
ation. In the psychological field, when the coefficient is greater than 0.3 or
less than -0.3, it is considered that there is a high correlation, especially when
internal states such as personality are measured [63, 64].

As can be seen from Table 6.8, the highest coefficients are those obtained
with the peer-reported values, except for the agreeableness trait in which our
model obtains a higher correlation (0.45). Agreeableness seems to be the trait
that our model captures best, not only in terms of MSE error but also if
we consider the correlation compared to human performance. As mentioned
previously, the extraversion trait is usually the easiest trait to infer and the
results obtained by the peer-reported labels corroborate this claim, achieving
the highest correlation value (0.74).

Looking at the coefficients obtained by our model, we can say that,exception
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for the Openness trait (-0.27), all values indicate a strong correlation with the
ground truth labels. Lastly, if we compare the results obtained by the AI
models(our and theirs), our model achieves higher correlation coefficients in
all traits.

O C E A N
FI vs GT 0.44 0.59 0.74 0.37 0.61
Our AI vs GT -0.27 0.5 0.41 0.45 0.53
Their AI vs GT -0.08 0.4 0.39 0.22 0.44

Table 6.8: Correlation analysis with ground truth

Before ending the correlation analysis we evaluate how correlated are the
AI predictions with the peer-reported labels. Even though the models are
trained using the ground truth labels, in the literature, we have seen that
apparent personality recognition is easier to capture. In Table 6.9, we show the
per-trait correlation coefficients between the AI predictions(ours and theirs)
and the peer-reported labels. The results clearly indicate that our model’s
predictions are more correlated with the FI labels compared to the UDIVA’s
predictions. However, the negative sign in the Openness coefficient indicates
that our predictions are strongly related but the variables move in the opposite
direction, which is not the expected behavior as both should move in the same
direction (positive sign). On the other hand, if we compare the coefficients
with those obtained in Table 6.8 we can see that for all traits our predictions
are more correlated with the ground truth labels, except for the openness
and extraversion trait. Nonetheless, in the case of the openness correlation
coefficient, even having a stronger correlation, due to the opposite direction it
is better the result obtained in Table 6.8 even if it is less correlated.

O C E A N
Our AI vs FI -0.71 0.38 0.47 0.41 0.51
Theirs AI vs FI 0.17 0.33 0.34 0.02 0.15

Table 6.9: Correlation analysis with first impression

Correlation is another metric to assess the performance of our models, but
in order to get a better idea of what our model predicts in Figure 6.3 we show
the per-trait correlations between our predictions and the ground truth labels,
as well as the per-trait distribution of both sets.

Looking at Figure 6.3 we can conclude that our model suffers from the
regression toward the mean problem. This can be easily appreciated by
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comparing the distribution of our predictions with the ground truth labels. In
all traits, our predictions are densely concentrated around the mean ground
truth trait value. If we observe the values of the X-axis, which are the AI trait
scores, we can see that all predictions reside in a really small range [-0.5, 0.5]
as opposed to the real scores which have a much wider range [-2.5, 2]. This
behavior shows that our model could benefit by using some kind of constraint
or regularization in the definition of the training loss so that it tries to use a
greater range of values and move away from the mean, as was done in [65].

(a) Openness (b) Conscientiousness (c) Extraversion

(d) Agreeableness (e) Neuroticism

Figure 6.3: Per-trait correlations between the ground truth labels(Y-axis) and
the AI predictions (X-axis)
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Chapter 7

Conclusions

In this Master’s thesis, we have presented a multimodal model that extracts
audiovisual features using state-of-the-art methods to infer the personality of
a target person in a dyadic scenario. Our model is trained on the UDIVA
dataset, a multimodal dataset of face-to-face dyadic interactions recorded in
different contexts, each of them related to a different collaborative/competitive
task.

We have gradually studied how the inclusion of each modality affects the
performance of the model. Starting only by using the visual features in a short
time interval(3 seconds), then increasing the interval up to 36 seconds, and
finally adding the audio modality. We have found consistent improvements in
each of the modifications, obtaining the best model when combining the audio
and video modality using a time window of 36 seconds(L = 12). The results
obtained have corroborated our two main hypotheses:

• Performing the predictions using a larger range of visual and acoustic
cues makes the model capable of capturing behaviors of longer duration
and therefore obtain a performance improvement.

• The combination of audio and visual modality makes a stronger per-
sonality regressor as it is able to capture verbal (i.e. intonation, speed,
volume) and non-verbal (i.e. gestures, facial expressions, body move-
ment) behaviors that are strongly related to the personality.

The best model has been able to improve the performance of UDIVA’s
model in most of the metrics while being trained with only 30 percent of
the training set, in a multi-task manner and using fewer modalities, which
indicates that there is still room for improvement. We must emphasize the
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importance of using a broader range of visual and acoustic cues, as it has
undoubtedly been the contribution that has brought the greatest performance
improvement.

Nonetheless, even though the model performance has been pretty good,
we have found that most of the predictions are highly concentrated around
the ground truth mean trait value, which indicates that our model suffers
from what is known as regression to the mean problem. Different proposals to
mitigate this problem are presented as future work in Chapter 8.

Regarding the implementation of the model, we would like to emphasize
the importance of the transfer learning strategy for this project. Using models
that have been previously trained with a dataset in a domain similar to ours
has allowed us to obtain great results taking into account the limited compu-
tational resources and the size of the training set that we had for models of
such complexity.

To conclude, I believe this thesis shows many of the skills learned during
the Master in Artificial Intelligence. Concepts like data preprocessing, imple-
mentation of deep learning models, or data visualization have been essential
to carry out this project successfully.
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Chapter 8

Future work

The results of this thesis together with the corresponding analysis have
opened new lines of work to improve the performance of our model. As future
work, we suggest the following lines of work:

• Regarding the modalities used, we suggest adding the transcriptions
which are currently being annotated as well as the metadata from both
participants and the context data from the other participant. An inter-
esting and more computationally efficient approach could be to use as
context only the personality traits of the other participant, since studies
show that our behavior can be influenced by the actions of the person
with whom we are interacting.

• The redesign of the loss function to tackle the regression to the mean
problem. One approach that could be worth trying is use to the Bell
loss[65]. Furthermore, literature studies suggest that there are small
and moderate correlations between traits [66]. The weighting of the
correlation between traits could also be introduced in combination with
the Mean Squared error to reduce the regression to the mean problem.

• Increase the features extracted from each modality. For the visual mod-
ality, we suggest extracting facial features as they have proved to provide
relevant information for inferring personality. For the audio modality, we
suggest combining the audio feature learning model with hand-crafted
audio features that are widely used in the literature like Zero Crossing
Rate, Energy, MFCC among others.

• Train with 100 percent of training data, it has not been done due to
time restrictions and because with a proper sampling of data the results
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obtained were already good but for architectures like transformers that
are data-hungry this could improve the performance and even outperform
LSTM. Another strategy that could be studied is to use self-supervised
learning to pre-train the transformer layers.

• Weighting the traits per modality and task. Some studies have shown
that some modalities are better at predicting some traits than others
[40]. During the fusion mechanism, we could give more importance to
one modality or another depending on the task or the trait.

Automatic personality recognition is an area that is still in its early stages
and there are endless lines of work to improve the performance of these models.
For this reason, we would like to encourage anyone to continue investigating
this challenging area with so many possibilities for improvement.
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