Abstract

As a result of advances in technology and highly demanding users expectations, more and more applications require intensive computing resources and, most importantly, high consumption of data distributed throughout the environment. For this reason, there has been an increasing number of research efforts to cooperatively use geographically distributed resources, working in parallel and sharing resources and data. In fact, an application can be structured into a set of tasks organized through interdependent relationships, some of which can be effectively executed in parallel, notably speeding up the execution time. In this work a model is proposed aimed at offloading tasks execution in heterogeneous environments, considering different nodes computing capacity connected through distinct network bandwidths, and located at different distances. In the envisioned model, the focus is on the overhead produced when accessing remote data sources as well as the data transfer cost generated between tasks at run-time. The novelty of this approach is that the mechanism proposed for tasks allocation is data-flow aware, considering the geographical location of both, computing nodes and data sources, ending up in an optimal solution to a highly complex problem. Two optimization strategies are proposed, the Optimal Matching Model and the Staged Optimization Model, as two different approaches to obtain a solution to the task scheduling problem. In the optimal model approach a global solution for all application’s tasks is considered, finding an optimal solution. Differently, the staged model approach is designed to obtain a local optimal solution by stages. In both cases, a mixed integer linear programming model has been designed intended to minimizing the application execution time. In the studies carried out to evaluate this proposal, the staged model provides the optimal solution in 76% of the simulated scenarios, while it also dramatically reduces the solving time with respect to optimal. Both models have pros and cons and, in fact, can be used together to complement each other. The optimal model finds the global optimal solution at high running time cost, which makes this model unpractical on some scenarios. The staged model instead, is faster enough to be used on those scenarios; however, the given solution might not be optimal in some cases.
1. Introduction

Smart environments provide intelligent services aimed at facilitating users’ everyday tasks while both economizing costs and enhancing sustainability. The main core technology in smart environments is based on the Internet of Things (IoT), which comprise a vast sensors network generating detailed information about any relevant aspect of the environment, all connected through low power wireless networks to a cloud data center where a rich set of smart services is processed in areas such as smart transportation, smart health, smart energy, or smart industry, just to name a few. These types of applications are becoming more complex and resource-hungry, demanding high performance computing and, sometimes, immediate answer. For this reason, these applications are usually executed at the cloud, which guarantees almost unlimited computation and storage capabilities, ubiquity, elasticity, and benefits from a cost efficiency model. However, as data becomes more prominent and bulky in modern smart applications, moving all the data to the cloud before computation poses severe inconveniences to this model, such as high communication latency, unnecessary network overload, high risks for failure as well as exposes data privacy \[1\].

Aimed at mitigating these limitations, fog computing \[2\] and edge computing \[3\] have been proposed as technological solutions to exploit the advantages of locality. By approaching computing devices to the data sources several advantages arise, such as enabling low latency, reducing data traffic at core networks, promoting green computing as well as guaranteeing higher privacy. Apparently, the computing capacity at the edge is much lower than that at the cloud; however, in \[4\] the authors estimated in 2018 the potential computing capacity in a major European city and showed to be 10 to 20 times the largest Amazon Web Service (AWS) data center. Similarly, in 2015, IBM Research forecasted that by 2017 the collective computing and storage capacity of smartphones would surpass all worldwide servers \[5\]. Although these figures illustrate the enormous potentiality at the edge, this technology has not been conceived to substitute the cloud, rather to complement each other and exploit the combined advantages of both technologies.

The scenario envisioned in this work is flooded with devices, from the edge up to the cloud, some of which are available to embrace offloaded computing and ready to execute applications on demand. In such a scenario, smart applications could be either executed close to the data sources, thus absorbing data transfer latency, or executed at cloud, providing enhanced computing power but with a communication penalty. Furthermore, when smart applications become more complex with geographically distributed multi-resource constraints, the solutions span becomes particularly challenging. For instance, some basic applications will be simply executed locally; alternatively, for many computing intensive applications the straightforward solution will be moving the computation to the cloud. But, in cases where the application data is highly distributed, or generated at real-time in remote locations, or obtained through streaming
from distributed sources, and where several computing nodes are geographi-
cally distributed and available, solutions which efficiently exploit data locality
can dramatically improve the execution performance.

The applications considered in this research work are large-scale scientific
computing applications using distributed data sources, often comprising sev-
eral interdependent workflows which can be decomposed into dependence con-
strained tasks [6]. Mapping such set of interdependent tasks into computing
resources in heterogeneous systems is an interesting problem of current research.
In the scope of cloud computing, existing container scheduling products cannot
manage efficiently concurrent multi-resource requests when systems are hetero-
genous [7]. Furthermore, this problem becomes far more challenging in an
open context dealing with a large number of heterogeneous devices distributed
through the edge, considering the physical devices’ location and distance be-
tween them and the distributed geography of data sources and their connectivity
to the system.

In this paper a data-flow driven optimal tasks to resources mapping tech-
nology for global heterogeneous management systems is presented. Specifically,
given an application instance execution request which consists of a set of related
tasks, given a set of physically distributed heterogeneous devices and their re-
spective performance features, and given a set of geographically distributed data
sources, this technology decides, statically, the best tasks to resources mapping
to optimally execute that application in terms of execution time. In the pro-
posed performance estimation model, for any tasks parallelization strategy, the
different costs of executing the tasks on different nodes are estimated, including
the task offloading penalty. In addition, the cost (latency and transfer times) of
accessing the distributed data sets is also considered, both static data sources
and dynamic data flow between running tasks, as well as any eventual data
replication and network congestion. The novelty of this approach is that, to the
best of the authors’ knowledge, this is the first work to consider not only the
heterogeneity and distribution of the computing nodes, but also the geographi-
cally scattering of data sources as well as the effects of the run-time data-flow
for the selected parallelization strategy. In order to find a solution for this more
realistic, but also more complex, scenario, two different optimization strategies
have been considered based on mixed integer linear programming: the Optimal
Matching Model (OMM) which finds a global solution for all tasks in the appli-
cation, and the Staged Optimization Model (SOM) which finds local solutions
by stages. The OMM model finds an optimal solution for the global problem,
but when the number of tasks or the number of nodes is high, the time to find a
solution becomes impractical. The SOM model is fast enough to be used in real
scenarios; however, in some cases, the solution may not be optimal. Although in
some cases the OMM model requires too much time for completion, it has been
used in this paper to validate the quality of the solutions provided by the SOM
model. By comparing the solutions provided by both models, the SOM model
provides optimal solutions in most cases, and near-optimal solutions with a gap
difference below 10% compared to the OMM. In both cases, the time saved by
using the optimization strategy is from 36% to more than 80%. 
The work presented in this paper is part of the Progressive Mapping System (PMS), a framework for global resources management designed to monitor millions of heterogeneous devices spread throughout some sort of broad smart environment to provide efficient applications execution for optimal performance [8]. Specifically, the technology presented in this paper focuses on the tasks to resources matching and has been designed to minimize the application execution time. Note that other metrics could be considered for minimization as well, such as energy consumption, quality of service, network load, or any other relevant metric. Finally, note that resources’ mobility, volatility, or task migration, have not been considered in this research work. A static snapshot for the set of available resources is assumed, as well as an application instance with a static and known set of tasks. Considering dynamicity in the system opens a new dimension in the scheduling problem, which will be considered as future work and hence, out of the scope of this paper.

The remainder of this paper is organized as follows. In Section 2 the related work is discussed. Section III describes the problem to solve illustrated with an example scenario. In Section IV the problem requirements and specification are discussed, as well as the performance estimation cost model. Section V presents the two models for optimal tasks to resources matching, OMM and SOM. Section VI shows the numerical results that validate the mathematical models and, finally, Section VII presents the concluding remarks.

2. Related Work

Global resources management has long been an important research topic for the academic community and industry. Indeed, a large number of research contributions may be found in the literature aimed at cooperatively using a large set of geographically distributed resources set, organized and conceived as a single powerful computer, such as metacomputing [9], world wide virtual computer [10], global computing [11], volunteer computing [12] or, more recently, grid computing [13]. These technological proposals have been predecessors of the current cloud computing paradigm [14], which provides flexible dynamic infrastructures, quality of service guaranteed computing environments, and configurable software services, through the management and orchestration of huge amounts of computing facilities. With the recent advances in cloud computing and the increasing capabilities of mobile devices, compute-intensive processes can now run at the edge, on a set of mobile devices with highly limited computational capabilities, emerging the concept of mobile-cloud computing [15]. This is achieved by using the communication facilities of mobile devices to establish high-speed connections to larger computational resources located at cloud. In the same direction, cloudlets and mobile-edge cloud computing have been proposed as promising solutions intended to extend the utility of mobile-cloud computing to provide more powerful compute and storage resources accessible at the edge of the network [16]; and the EdgeCloud, which is a distributed management system for resource continuity in edge to cloud computing environments [17].
The authors of this paper also have previous experience in the design and implementation of global resources management systems with the goal of exploiting the available computing capabilities of edge systems. For instance, the Fog-to-Cloud (F2C) framework is a distributed system proposing a coordinated management of the whole set of resources within the cloud continuum spectrum, i.e., from the edge up to the cloud, building up a multilayered hierarchical coordinated structure [18]. Or, the Progressive Mapping System (PMS), a framework for massive resources management which performs task to resources mapping and allocation through progressive slicing techniques [8]. In the context of the PMS, a load distribution model for single-task fully parallel applications was also proposed [19]. And more recently, the authors proposed an efficient clustering strategy to optimally handle the whole set of systems at the edge through clustering policies, turning into much powerful edge instances [20].

In all these environments, a key critical control task to be optimized is an efficient distribution of the whole set of computational loads into the available devices. This problem becomes still more complex when devices are heterogeneous, as considered in this paper, what is absolutely normal in the envisioned systems, where cloud, edge and IoT devices are globally deployed. As systems scale up, applications in the smart era are ever more sophisticated and complex, leveraging all capabilities driven by technological advances, requiring intensive computational and communication resources, high energy consumption and, most importantly, consuming data spread throughout the whole smart environment. Applications can be usually organized into a set of precedence-constrained tasks, which can be modelled by directed acyclic graphs (DAG) [21], in which nodes represent the tasks to be executed and edges represent data communication between them. Placing independent tasks on different devices and running them in parallel can speed up computing and, therefore, improve the user experience. However, this can raise additional delay due to communication and synchronization overhead between physically distributed devices. Consequently, placing coordinated tasks on well connected devices may reduce this delay. Finally, a last consideration refers to the fact that tasks in smart scenarios use to require data generated (or perhaps, stored) in sensors (or their hosting device), which are geographically distributed. Similarly, placing tasks close to the data sources dramatically reduces communications costs and notably increases performance. For all these reasons, effective resource management and task scheduling mechanisms are required to improve the application performance in such smart environments. This is actually the main objective of the task scheduling problem, namely the design of strategies to allocate tasks in devices which minimize computation time as well as their offloading costs, and this is indeed the main research focus in this paper.

Multiple research works have dealt with the task scheduling problem in the scope of cloud-fog environments in recent years. Most studies have proposed heuristic solutions due to the problem complexity. Indeed, Wang and Li [22] established a smart production line simulation and proposed a task scheduling strategy based on a hybrid heuristic algorithm to minimize delay and energy consumption. Hoang and Dang [23] proposed a fog-based region architecture
for provisioning nearby computation resources and designed an efficient heuristic algorithm to allocate tasks among regions and remote clouds. Xu et al. [24] proposed a scheduling algorithm based on particle swarm optimization, an intelligence evolutionary computing technology for seeking the trade-off between makespan and cost in a cloud-fog environment. Abdel-Basset et al. [25] proposed an energy-aware model to tackle the task scheduling problem in a fog computing environment. They proposed a marine predators algorithm as a heuristic to improve the quality of service required by users. In a different work, Abdel-Basset et al. [26] designed a metaheuristic algorithm for tackling task scheduling of Industrial IoT applications in fog computing. In that work, they used a Harris hawks optimization algorithm based on a local search strategy to improve the quality of service provided to the users. However, the proposed model is limited to schedule independent tasks. Hussein and Mousa [27] presented an efficient task offloading strategy to minimize task response times in a fog computing environment, driving two evolutionary meta-heuristic algorithms, leveraging ant colony optimization and particle swarm optimization.

Nevertheless, although the search for heuristic solutions is the most common way of tackling the task scheduling problem, different mathematical methods have also been proposed to find optimal solutions to this problem. Liu et al. [28] proposed an algorithm based on dynamic programming to optimally solve the dependent task placement and scheduling problem when the edge server configuration is fixed and known. Zeng et al. [29] proposed a mixed-integer nonlinear programming problem to minimize task completion time in fog computing systems. Barros et al. [30] proposed a solution to the context-aware mobile application task scheduling problem for fog computing. To define the priority of requests, multiple linear regression analysis was used and the optimal scheduling of tasks was solved using the multi-objective non-linear programming optimization technique. Additionally, Tran et al. [31] proposed an approach to task placement on fog computing for IoT application provisioning. The authors designed an optimization problem and implemented a program in cplex to solve the problem. However, in that work, the dependency between tasks was not considered because the tasks composing an application ran in parallel. From a mathematical perspective, some parallelism could be established with the task scheduling problem in multiprocessors systems. In this area, several studies that propose optimal scheduling can also be found. For instance, in [32], Venugopalan and Sinnen proposed a mixed-integer linear programming solution to the task scheduling problem, assuming that the communication links are identical. They used problem-specific knowledge to eliminate bilinear forms arising from communication delays, which reduced the complexity of the problem. In [33], Valouxis et al. proposed an integer programming model to minimize execution times for computer applications in a multiprocessor environment. They suggested distributing DAG nodes into levels and tackling the optimization by stages for DAGs of big size; however, they did not implement their proposal.

Compared to the related works, the novel contributions of this work are the following. A task placement mechanism for heterogeneous environments is proposed, which considers nodes with different computing capability, connected
through different network bandwidths, located at different distances and, the most interesting, considering the physical location of the all data sources as well as the data flow between tasks. Furthermore, a procedure has been designed to organize tasks hierarchically by levels based on the application’s DAG, so that each level contains tasks that can be executed in parallel. Based on this hierarchical tasks distribution, two different optimization strategies have been designed to obtain a solution to the task scheduling problem and, in both cases, a mixed-integer programming model has been designed for minimizing the DAG optimization execution time, globally solving the problem.

3. Problem Description

In this research work, a complex technological scenario is envisioned with many heterogeneous computing devices, some of which storing data (historical repositories) and some of which attaching sensing devices (constantly generating streaming data), all connected through diverse communication technologies. In such scenario, one node in the system receives a request for application execution and the system must decide where it should be executed according to some performance metrics, for instance, execution time. In Fig. 1 an example of a smart city scenario is illustrated. In the figure, several computing nodes are shown, some of which host data repositories and/or sensing devices. If one application (smart service in this case) must be executed, it can be run either locally or offloaded to any of the available devices, possibly those which host the application’s required data, or some other device close to them.

The application can be structured as a set of tasks organized through dependency relations. Each task could eventually require some data sets which are stored in or collected from one, or several, nodes in the system (static data), and could also generate, at run-time, additional data flows (dynamic data) which, in turn, could be used by the following tasks. Both, the computation cost and data sizes, are assumed to be known at launching time. Similarly, the topology
and connectivity of the system available nodes is assumed to be known, including nodes’ type and performance features, the connectivity technology, and the geographical location of nodes to be able to estimate the network delay. It is also known what data sources has initially each node in the system.

In this context, the problem statement is as follows. Given an application launching and given a system resources description and topology, find the best set of nodes to execute the application which minimizes the execution time, and determine where each application’s task is executed. This problem has to be solved considering the computational cost, according to the tasks’ load and nodes capacities, as well as the data flow communication overhead, according to the location of both the data sets (static data) and the nodes that execute the tasks and, consequently, produce and consume the run-time data (dynamic data).

Note that this problem poses several solutions. The trivial solution is to execute the application in the launching node (local execution). In this case, the performance depends on the node’s performance and the volume and location of the required data sources. An alternative solution would be to execute the application at cloud. This solution potentially provides maximal performance (assuming you have almost unlimited computing capabilities at cloud), but data will likely be far away. The optimality of this solution depends, again, on the volume and location of the required data sources. Differently, another solution would be to execute the application in a node either owning the data or a large portion of them. In this case, the overhead of data movement will be drastically reduced and the performance will depend on the node’s performance and availability. Finally, a span of alternative intermediate solutions should be appraised as well, considering any candidate node which trades-off computing power with locality features.

Lastly, it is worth mentioning that the envisioned scenario becomes much more complex when considering applications structured as a set of interdependent tasks, some eventually executed in parallel. In this case, all tasks can be executed either in a single node or distributed among several nodes to exploit the advantages of parallel execution. Note that the location of data sources has to be considered, as well as the dynamic data flow between tasks, which in turn depends on the geographical location of nodes selected for each task execution. Now, the span of candidate solutions grows exponentially.

The metric used for optimization in this current implementation is execution time, considering mainly both computation and communication times in a highly heterogeneous and distributed environment. Several performance features have been considered in the model, such as start-up time, network latency, bandwidth and capacity, nodes’ distance (in number of hops), and so forth, which will be discussed in detail in the next section. However, alternative performance metrics could eventually be used, such as network traffic reduction (independently of the execution time), energy consumption, quality of service, resources rental time (in a pay-per-use environment), some sort of capital or operational expenses (CAPEX or OPEX) accounting system, or any other measurable or quantifiable metric.
4. Problem Requirements and Specification

In this section, the application and resources assumptions and requirements are described in detail, as well as the current cost model based on the application’s execution time estimation.

4.1. Resources Requirements and Specification

Even though this work has been designed as part of a system for massive resources management, where the number of nodes considered can be potentially huge, in the PMS there is a filtering process based on the application features, such as the instance locality and run-time specification. This means that, in practice, the number of nodes considered in this optimal task to nodes matching will be of the order of several tens. Further details about the devices management and graph reduction modules, together with the discussion of some related open research challenges, can be found in [8]. It is also out of the scope of this work how the nodes discovery and availability is monitored. In fact, in this work a static set of nodes is assumed to be known and available to execute any task, and that this availability is constant through all the application execution. Addressing robustness, volatility and mobility in distributed systems is a challenging topic and, undoubtedly, should be considered in future stages of this research.

The system resources are described through the System Resources Graph (SRG), where nodes represent computing devices and edges represent nodes connectivity. Each device’s computing power is tagged as a weight in the corresponding node and represents a percentage of relative performance with respect to one reference node. For instance, a node weighted with 100 yields a performance similar to the reference node and a node weighted with 80 yields an approximate performance of 80% of the reference node. Note that hardware details, such as processor or memory and caches features, have been omitted from the model, defining a weighting mechanism which is clearly a simplification of the reality; however, it allows having a simple yet effective model, trading-off accuracy with feasibility.

With respect to the connectivity, the SRG tries to reflect any communication relationship between nodes in the system, including network bandwidth and latency. As all nodes have access to Internet (otherwise they could not collaborate in a distributed application execution), all nodes are in fact connected to each other, posing high complexity in the system description (quadratic with respect to the number of nodes). In order to simplify this issue, a bandwidth feature is assigned to each node so that bandwidth between a pair of nodes is estimated as the minimal bandwidth of both nodes. For instance, if a node is connected to Internet through 4G with an average bandwidth of 10Mbps and another node is connected through a 3Mbps WiFi network, then a 3Mbps bandwidth between both nodes is estimated. Such simplification avoids having to measure (and specify) each bandwidth between any pair of nodes. Furthermore, assigning the bandwidth to the node allows estimating easily the channel saturation in case
one node has to receive data from more than one node at a time, which is also considered in this model.

Latency is a performance metric proportional to the distance between nodes and highly depends on the nodes’ physical location. However, it is not only dependent on the physical location but also on how they are connected and the physical routing between them. Accurately estimating latency is highly challenging and it is not the purpose of this model. For this reason, the latency between nodes is simplified by considering a delay proportional to the number of hops. Similarly, to avoid specifying each pair of individual nodes distances, nodes are grouped according to proximity (approaching a real scenario where nodes are physically grouped through their network provider access point). Then, the edges connecting groups of nodes are just weighted with some distance between groups measured in number of hops. The distance between nodes inside a group is considered to be one single hop.

Finally, the SRG also contains information about data sources (either files or sensors), which are assigned to nodes. Each node can own some data sources, and one data source can be replicated in one or more nodes (or, similarly, the same type of data can be collected from different sensors attached to different nodes).

For instance, Fig. 2 illustrates one possible SRG. The figure represents three groups of nodes with five, three, and four nodes, respectively. For simplicity, the nodes’ tagging is only shown for nodes N7 and N12. The N7 node’s computing power is weighted with 100, meaning a performance similar to the reference node, and its bandwidth has been labelled to 6Mbps. Also, N7 owns data sources F1, F2 and F3. Similarly, the N12 node’s computing power is weighted with 70, meaning an approximate performance of 70% of the reference node (this could be a laptop), and bandwidth of 4Mbps. It owns data sources F1, F4 and F5. The SRG also contains information about the distance between groups of nodes, being 5 hops between group 1 and group 2, 3 hops between group 1 and group 3, and 2 hops between group 2 and group 3. Remember that the distance between nodes within the same group is assumed to be one hop.

Figure 2: Illustrating example of a system resources graph.
All weights and related parameters in the SRG are currently being obtained empirically through profiling of all devices candidate to be part of the system. With these measures, a catalog of device types and weights is created, as well as the network interconnection technology. In future research, a classification of devices through supervised machine learning processes is planned, thus facilitating the process of resources categorization.

4.2. Application Requirements and Specification

The applications considered in the proposed optimization model consist of one or more tasks, requiring data hosted in several system nodes. This is a typical scenario in smart cities, for instance, where smart services use data generated from several sensors spread in different city locations. The number of tasks in the application is fixed and known, and eventually, some of these tasks can be executed in parallel (static task-level parallelism). In this case, a data dependency graph specifies dependency relationships between tasks. This type of applications is different from dynamic task-level parallelism, where a variable number of tasks are created at run-time according to the program environment.

Each task requires a specific (and generally known) data set (input data). Input data are, either stored (files) in one or more than one system nodes (replicas) or generated on-the-fly through some sensor devices (streaming data) likewise hosted in one or several system nodes. Tasks eventually produce new data sets (output data) which in turn can be consumed by other tasks (as input data). Note that in such highly distributed scenario, data-flow driven tasks distribution is a complex problem which should consider: i) the individual performance and connectivity of each node in the system; ii) the owners of all data sources required by the application, and; iii) the tasks’ placement for those tasks that produce and consume the new data sets.

To be able to estimate the effects of distributing tasks over different nodes, tasks and data sets must be appropriately weighted. For this reason, one application execution instance is specified through a tasks’ DAG, where nodes represent tasks and edges indicate dependencies between tasks. Nodes in the DAG are weighted with the execution time, measured in an average computer (recall that nodes in the system resources graph are weighted as a proportion of their performance concerning the average computer). Besides, nodes also have information about the input and output data sets. The input data is a list of data sets (stored files, sensing data, produced data), and the output data is the list of produced data in the corresponding node. Edges in the DAG, as explained earlier, represent the task dependencies of the application, where dependencies are key to define distinct execution orders which must be preserved, as well as to express some eventual parallel features which can eventually be exploited.

Finally, note that an application instance will be launched from one specific node in the system. This fact adds one constraint to the problem: executing the application, or some of its tasks, in a remote node should consider the cost of remotely moving the tasks or, at least, launching a remote method invocation. Even though this cost will presumably be quite low, it must be considered to favor local executions.
For instance, Fig. 3 illustrates one possible DAG instance. In this example, the application is decomposed into six tasks, which are organized through the dependencies graph. As part of the tasks’ description, the task execution time allows estimating the weight of the task. Additionally, each task contains information about the data sets required (input data) and data generated dynamically (output data). For instance, 

\[ T_2 \] uses the data sources \( F_1 \) and \( F_2 \) and the dynamically generated data \( D_1 \) (generated by \( T_1 \)), and generates \( D_2 \) as output data. This information allows selecting which nodes own, or are close to, the required data sources. Furthermore, the system should consider which nodes execute each task, connecting (approaching) those nodes that dynamically produce data to nodes that consume them. For instance, the node that executes \( T_2 \) should be close to the node that executes \( T_4 \), or the node that executes \( T_3 \) close to the node that executes \( T_5 \). Finally, the DAG also reflects which tasks can be executed in parallel, for instance, tasks 2 and 3, or tasks 4 and 5.

Similar than in the previous subsection, this information is currently obtained empirically through profiling. However, some recent works from our group are paving the way to estimate the application’s performance through supervised machine learning, in this case, in the scope of a fog-to-cloud framework [34].

4.3. Cost Model

Given an application’s DAG, the set of resources from the SRG minimizing its execution time for that specific application must be selected. In order to measure the execution time for the different resources configurations, the cost model has to consider computation and communication times.

The computation time is estimated considering the tasks to resources allocation. Remember that tasks are weighted with a computation time measured in a reference computer, and computing devices are weighted with their relative
performance with respect to the reference computer. Therefore, the computation time for an individual task in a given computing device is estimated by scaling the task’s computation time with the computing device’s relative performance. And the total computation time is estimated by traversing the DAG and considering the following cases: tasks with dependencies are executed sequentially, independent tasks executed in a single computing node are executed sequentially, and independent tasks executed in different computing nodes are executed in parallel, overlapping their estimated computation times. Finally, considering that the application is launched in a specific node, a small delay is added if the application is executed in a different node to reflect the latency for remote execution. Although this delay is irrelevant in most applications (30 ms, obtained as an average ping time), it allows the launching node to be favoured in case of equal conditions.

The communication time is estimated assuming both, the time to access the data sources (file systems or streaming data) and the data flow generated and consumed dynamically by the running tasks. The time to access a data source is estimated as follows. Given a node which owns a data source, and a node which needs the data source, the time to access the data source is estimated as the latency plus the communication time. The latency is computed as the distance between the two nodes (specified in the SRG as number of hops) multiplied by 30 ms (obtained as an average one-hop ping time), and the communication time is computed as the data volume (specified as part of the application instance description), divided by the bandwidth between the two nodes (assumed as the minimal bandwidth of both connecting nodes). Note that a data source could be in more than one node (replication) so, in this case, the selected source node will be the one which provides higher efficiency. The time to move data between running nodes is estimated similarly. Assuming the two nodes that execute related tasks which generate and consume a certain volume of data, the time to move the dynamic data flow is estimated as the latency (proportional to the nodes’ distance), plus the communication time (proportional to the dynamic data volume and bandwidth between both nodes). Furthermore, accessing any local data set is assumed to be cost-less. Finally, in this cost model, an eventual network saturation has been considered when a node has to receive data from several other nodes. In this case, when the receiving node has a bandwidth higher than that of the sending nodes, then it can receive from several nodes in parallel as long as the aggregated bandwidth is lower or equal than that of the receiving node. Any remaining data will be received in successive data transfers.

Note that this cost model does not try to deliver an accurate performance prediction. This is just a reasonable approximation for an extremely complex problem, which considers sequential and parallel computation, data sources access communication time and latencies including the presence of replicas, dynamic data flow communication between running tasks, as well as an eventual network saturation. The goal of the performance optimization module is to provide an optimal tasks to nodes matching in a fast time. For this reason, the trade-off between some loss in accuracy (through some execution model simplification) and the feasibility of the solver has been considered.
5. Optimal Tasks to Resources Matching

As mentioned earlier, an application is decomposed into a set of tasks with dependency relationships, modelled through the tasks’ DAG. A DAG is a directed graph \( G = (V, E) \) where vertices represent tasks \( V = T \) and the set of directed edges \( E \) is defined by ordered pairs \((T_i, T_j) \in E\), with \( T_i, T_j \in V \), such that \( T_j \) depends on \( T_i \), i.e., the directed edges represent dependency relationships between tasks. Each vertex \( T_j \) of the DAG is assigned a label, indicating the workload \( (M_j) \) to be carried out, as well as information about the input data set (data files \( F \)) and output (output data sets \( D \)) of the task in question.

A static set of heterogeneous devices is assumed to be available to execute any task, represented through the SRG. The SRG is a resource graph \( G' = (V', E') \), where vertices represent computing devices \( V' = N \) and edges \{\( N_i, N_j \}\} represent connectivity between devices. Each vertex \( N_i \) of the SRG has assigned a label, indicating the computing capacity \( (a_{ij}) \) of the device as a percentage of the relative performance with respect to a reference node, as well as the relation of data sources (data files \( F \)) that are hosted on the device, and a label indicating the bandwidth assigned to the node \( N_i \) \( (B_{N_i}) \). An each edge \{\( N_i, N_j \)\} of the SRG is labelled with the distance between the devices (in number of hops) and the bandwidth \( (B_{N_i N_j}) \) between nodes.

Static task scheduling is a complex problem to consider, which has been demonstrated to be NP-hard \[35\]. Similar than in other related works, as described in Section 2, mixed-integer linear programming technology is used to solve the optimization problem. Two different strategies have been designed to model this problem. The first strategy is OMM, which targets the task scheduling as a global model. In this case the solution obtained is optimal, but the complexity could become unfeasible for large problems. The second strategy is SOM, which uses a greedy algorithm based on a combinatorial process to find a local optimal solution by stages. In this case, solutions obtained are an upper bound for the OMM solution, but the solving time becomes fast enough to be used in real scenarios. Both strategies require the distribution of the tasks DAG by levels so that only tasks without dependencies are located at each level. This undoubtedly facilitates tasks to run in parallel, thus reducing the application execution time. In the next subsection, how the DAG is distributed among stages is described, which is necessary for both strategies, OMM and SOM. Afterwards, the OMM and SOM problem formulation are deeply described.

5.1. DAG Stages Distribution

In this section, given the DAG \( G \) of an application, the procedure to establish a distribution of tasks by levels is described. To this end, the set of tasks \( T \) is partitioned into task independent sets, that is, \( T = \bigcup_{s=0}^{S} T_s \) such that \( T_s \) contains tasks that can be executed in parallel at stage \( s \).

These sets of tasks \( T_0, T_1, \ldots, T_S \subset V \) are defined in such a way that:

(a) \( T_i \cap T_j = \emptyset \) for \( i \neq j \),
(b) no task in \( T_0 \) is a depending task,
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(c) each task in $T_s$ depends on some task in $T_{s-1}$ for $s \geq 1$,

(d) there is no task that depends on any task in $T_S$.

Given a vertex $T$ of the DAG, let us consider the following sets of vertices.

$$\Gamma^+(T) = \{T' \in V / (T, T') \in E\} \text{ and } \Gamma^-(T) = \{T' \in V / (T', T) \in E\}$$

The partition $\bigcup_{s=0}^{S} T_s$ is obtained from the DAG $G$ using the following algorithm:

1. The set $T_0$ contains those tasks $T$ such that $\Gamma^-(T) = \emptyset$.
2. Assign $s \leftarrow 0$.
3. Assign the working set $T_w \leftarrow T_s$.
4. Assign $s \leftarrow s + 1$.
5. Set $A = \bigcup_{T \in T_w} \Gamma^+(T)$.
6. Set $B_r = T_r \cap A$ and assign $T_r \leftarrow (T_r \setminus B_r)$ for each $r = 1, \ldots, s - 1$.
7. Assign $T_s \leftarrow A$.
8. If there is some vertex $T$ in $T_s$ having $\Gamma^+(T) \neq \emptyset$, then go to step 3.
9. Otherwise stop and output the sets $T_0, \ldots, T_S$.

Note that step 6) is not executed when $s = 1$. In addition, the set $A$ in step 5) is defined from $T_w$ following a modified BFS process. The generation of the DAG structure has been proven to be an NP-complete problem in the worst case (see [6]).

5.2. The Optimal Matching Model

Aimed at solving the Optimal Matching Model (OMM) problem, the following sets and parameters are defined:

- $T$: Set of tasks.
- $N$: Set of nodes.
- $Q$: Set of data and files; i.e., $\mathbb{D} \cup \mathbb{F}$.
- $S$: Set of stages. Each task $T_i$ is executed in one and only one stage.
- $P$: Set of partitions of each stage, defining data movement order within a given stage.
- $\gamma^s_{T_i}$: Binary with value 1 if task $T_i$ is executed at stage $s$; 0 otherwise.
- $\rho^q_{N_i}$: Binary with value 1 if data file $q$ is initially available at node $N_i$; 0 otherwise.
- $\delta^q_{T_i}$: Binary with value 1 if task $T_i$ requires data $q$; 0 otherwise.
- $\varphi^q_{T_i}$: Binary with value 1 if task $T_i$ generates data $q$; 0 otherwise.
- $R_q$: Integer, representing the amount of data of data type $q$, in bits.
- $\xi_{T_i, N_j}$: Binary with value 1 if task $T_i$ must be executed at node $N_j$; 0 otherwise.
- $l_{N_i, N_j}$: Continuous representing the latency between nodes $N_i$ and $N_j$.
- $\sigma_{T_i, N_j}$: Continuous representing the penalty applied when task $T_i$ is executed at node $N_j$. 


\[ B_{N_i, N_j} \] Continuous representing the available bandwidth between nodes \( N_i \) and \( N_j \); in bps.

\[ B_{N_i} \] Continuous representing the node’s capacity at a given time, in bps.

\( a_{i1} \) Parameter representing the computation startup time of node \( N_i \).

\( a_{i2} \) Parameter representing the computational capacity of node \( N_i \).

\( M_i \) Parameter representing the amount of single instructions of task \( T_i \).

In addition, the following decision variables have been defined:

\( x_{T_i, N_j} \) Binary. Value 1 if task \( T_i \) is executed at node \( N_j \).

\( y_{qs}^{N_i} \) Binary. Value 1 if data \( q \) is available at node \( N_i \) at stage \( s \).

\( s_{qT_i, N_j}^{sp} \) Binary. Value 1 if task \( T_i \) uses data \( q \) from node \( N_j \).

\( u_{qs}^{N_i, N_j} \) Binary. Value 1 if data \( q \) is moved from node \( N_j \) to node \( N_i \) at stage \( s \) and partition \( p \).

\( e_{qs}^{N_i, N_j} \) Continuous, accounting data move time between \( N_j \) and \( N_i \) at stage \( s \), partition \( p \).

\( m_{qs}^{N_i, N_j} \) Binary. Value 1 if data is moved from \( N_j \) to \( N_i \) at stage \( s \), partition \( p \).

\( v_{qs}^{N_i} \) Continuous, accounting data access time for \( N_i \) at stage \( s \), partition \( p \).

\( w^s \) Continuous, accounting maximum execution plus data transmission time at stage \( s \).

Then, the mixed-Integer Linear Programming (MILP) model for the OMM problem is defined as:

\[ \text{Minimize } OMM \text{ Cost} \quad (1) \]

where the \( OMM \text{ Cost} \), or the objective function, is defined by:

\[ OMM \text{ Cost} = \sum_{s \in S} w^s + \sum_{T_i \in T} \sum_{N_j \in N} \sigma_{T_i, N_j} \cdot x_{T_i, N_j} \quad (2) \]

and subject to:

\[ \sum_{N_j \in N} x_{T_i, N_j} = 1 \quad \forall \ T_i \in T \quad (3) \]

\[ x_{T_i, N_j} \geq \xi_{T_i, N_j} \quad \forall \ T_i \in T, N_j \in N \quad (4) \]

\[ y_{qs}^{N_i} = \rho_{qs}^{N_i} \quad \forall \ q \in Q, N_i \in N, s = 0 \quad (5) \]

\[ y_{qs}^{N_i(s+1)} \leq y_{qs}^{N_i} + \sum_{T_j \in T} (\delta_{qs}^{T_j} + \varphi_{qs}^{T_j}) \cdot \gamma_{qs}^{T_j} \cdot x_{T_j, N_i} \quad \forall \ q \in Q, N_i \in N, s \in S \setminus s = |S| - 1 \quad (6) \]
\[
y^{q(s+1)}_{N_i} \geq y^q_{N_i} + \sum_{T_j \in \mathcal{T}} \left( \delta^q_{T_j} + \varphi^q_{T_j} \right) \cdot \gamma^q_{T_j} \cdot x_{T_j, N_i} \quad \forall q \in \mathcal{Q}, N_i \in \mathbb{N}, s \in S, s = |S| - 1
\]

(7)

\[
\sum_{N_j \in \mathcal{N}} z^q_{T_i, N_j} = \delta^q_{T_i} \quad \forall T_i \in \mathcal{T}, q \in \mathcal{Q}
\]

(8)

\[
z^q_{T_i, N_j} \leq \sum_{s \in S} \gamma^q_{N_j} \cdot y^{qs}_{N_j} \quad \forall T_i \in \mathcal{T}, q \in \mathcal{Q}, N_j \in \mathcal{N}
\]

(9)

\[
z^q_{T_i, N_j} \geq z^q_{T_k, N_i} - \text{bigM} \cdot (2 - \delta^q_{T_j} \cdot \gamma^q_{N_j} \cdot x_{T_j, N_i} - \delta^q_{T_k} \cdot \gamma^q_{N_j} \cdot x_{T_k, N_i})
\]

\[
\forall s \in S, N_i \in \mathcal{N}, T_j, T_k \in \mathcal{T}, q \in \mathcal{Q}
\]

(10)

\[
z^q_{T_i, N_j} \leq z^q_{T_k, N_i} + \text{bigM} \cdot (2 - \delta^q_{T_j} \cdot \gamma^q_{N_j} \cdot x_{T_j, N_i} - \delta^q_{T_k} \cdot \gamma^q_{N_j} \cdot x_{T_k, N_i})
\]

\[
\forall s \in S, N_i \in \mathcal{N}, T_j, T_k \in \mathcal{T}, q \in \mathcal{Q}
\]

(11)

\[
\sum_{p \in \mathcal{P}} u^{qs}_{N_j, N_k} \geq z^q_{T_i, N_k} - \text{bigM} \cdot (1 - \delta^q_{T_i} \cdot \gamma^q_{T_i} \cdot x_{T_i, N_j})
\]

\[
\forall q \in \mathcal{Q}, s \in S, T_i \in \mathcal{T}, N_j, N_k \in \mathcal{N} : N_j \neq N_k
\]

(12)

\[
u^{qs}_{N_j, N_k} \leq m^{qs}_{N_j, N_k} \quad \forall q \in \mathcal{Q}, s \in S, p \in \mathcal{P}, N_i, N_j \in \mathcal{N}
\]

(13)

\[
m^{qs}_{N_j, N_k} \leq \sum_{q \in \mathcal{Q}} u^{qs}_{N_j, N_k} \quad \forall s \in S, p \in \mathcal{P}, N_i, N_j \in \mathcal{N}
\]

(14)

\[
\sum_{N_j \in \mathcal{N}} B_{N_i, N_j} \cdot m^{qs}_{N_j, N_k} \leq B_{N_i} \quad \forall s \in S, p \in \mathcal{P}, N_i \in \mathcal{N}
\]

(15)

\[
e^{qs}_{N_i, N_j} \geq l_{N_i, N_j} + \sum_{q \in \mathcal{Q}} \frac{B_q}{B_{N_i, N_j}} \cdot u^{qs}_{N_j, N_k} - \text{bigM} \cdot (1 - m^{qs}_{N_j, N_k})
\]

\[
\forall s \in S, p \in \mathcal{P}, N_i, N_j \in \mathcal{N} : N_i \neq N_j
\]

(16)

\[
u^{qs}_{N_j, N_k} \geq e^{qs}_{N_j, N_k} \quad \forall s \in S, p \in \mathcal{P}, N_i, N_j \in \mathcal{N}
\]

(17)

\[
w^{qs} \geq \sum_{T_j \in \mathcal{T}} \gamma^{qs}_{T_j} \cdot (a_{j1} + \frac{M_j}{a_{j2}}) \cdot x_{T_j, N_j} \quad \forall s \in S, N_j \in \mathcal{N}
\]

(18)

The objective function (1,2) minimizes the total time to execute the application. Equation (3) guarantees that all tasks are executed in one and only node; while equation (4) assigns a task to be executed in a particular node if it is required. Equations (5)-(7) deal with data availability at the nodes for each stage. Specifically, equation (5) ensures that data initially available at node \( N_i \) is available at the first stage, \( s=0 \). Equation (6) ensures that if data \( q \) is not available, moved or generated in a given node \( N_i \) for a given stage \( s \), that data is not available in that node at the next stage. Equation (7) guarantees that if data \( q \) is available in a node \( N_i \) at stage \( s \) or if data is required or generated in that node, it will be available also in the next stage (data remains in the node). Equations (8) and (9) guarantee that each task accesses the data needed, and that only nodes where the required data is available can be selected as source
of data, respectively. Equations (10) and (11) ensure data to be moved to a node is only moved from one and only one node (i.e., there is only one source of data for all tasks executed in the same node requiring that data). Equation (12) accounts if data $q$ is moved between each pair of nodes for each stage. Equations (13) and (14) ensure that if no data is moved between two nodes at a given partition for a stage, no data is moved between that nodes at that stage, and vice versa, respectively. Equation (15) guarantees that the maximum bandwidth in the target nodes is not exceeded when moving data to them. Equation (16) accounts the maximum time to move data between pairs of nodes in each stage and partition of stage. Equation (17) accounts the maximum time to access data from a given node, stage and partition of stage. Finally, equation (18) accounts the total time required (data transmission time plus execution time) for each stage.

In terms of complexity, the OMM optimization problem is NP-hard in the worst case, since it is based on the static task scheduling problem, which was proved to be NP-hard [35]. Regarding its size, the number of variables is in the order of $O(|Q| \cdot |S| \cdot |N|^2)$ and the number of constraints is in the order of $O(|Q| \cdot |S| \cdot |N| \cdot 2 \cdot |T|^2 + |N| \cdot |T| + |N| \cdot |P|)$. Considering a scenario based on a 30-nodes network, 6 tasks to be executed in 4 stages, 4 different data types and partitions, the number of variables and the number of constraints are in the order of $10^4$ and $10^5$, respectively; which makes the above mathematical model impracticable to be solved in short times. Indeed, increasing the number of tasks and nodes, rapidly makes the problem to be intractable, even using state-of-the-art computer hardware and the latest commercially available solvers.

Recognized the size and complexity of the OMM problem, in the next subsection, an algorithm to solve this problem in realistic scenarios is proposed.

### 5.3. The Stage Optimization Model

Aimed at solving the Stage Optimization Model (SOM) problem, first, a combinatorial procedure is defined to compute the minimum transmission time $\tau(i,j)$ of $T_j$’s input data ($F_j$ and $D_j$) to node $N_i$. To this end, assume some independent tasks, $T_s = \{T_{j1}, \ldots, T_{jm_s}\}$, have to be executed at some fixed stage $s$. The process from the point of view of task $T_j \in T_s$ is described as follows. Consider:

- $T_j$ has input data $F_j = \{F_{u1}, \ldots, F_{u\alpha_j}\}$ and $D_j = \{D_{v1}, \ldots, D_{v\beta_j}\}$ which are ordered sets. That is, file data of type $u_l$ is at position $l$ of the set $F_j$. Note that $|F_j| = \alpha_j$ and $|D_j| = \beta_j$ for $\alpha_j, \beta_j \in \{0, 1, \ldots\}$.

- $F_{u_l} \in F_j$ is located at nodes $N_{i,s}^{F} = \{N_{f1}, \ldots, N_{f\alpha_j}\}$. The subindex $l$ of $N_{i,s}^{F}$ stands for the position $l$ in the set $F_j$.

- $D_{v_k} \in D_j$ is located at nodes $N_{k,s}^{D} = \{N_{d1}, \ldots, N_{d\beta_j}\}$. The subindex $k$ of $N_{k,s}^{D}$ refers to position $k$ in the set $D_j$. 
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For each $F_{ui} \in \mathcal{F}_j$ consider the set $V_i^F = \{(f_1, u_1), \ldots, (f_{G_i}, u_i)\}$, $l \in \{1, \ldots, \alpha_j\}$.

For each $D_{vk} \in \mathcal{D}_j$ consider the set $V_k^D = \{(d_1, v_k), \ldots, (d_F, v_k)\}$ for each $k \in \{1, \ldots, \beta_j\}$. The sets $V_i^F$ and $V_k^D$ contain the indices of nodes owning $F_{ui}$ and $D_{vk}$, respectively. Let $V_j$ be the Cartesian product defined by

$$V_j = V_i^F \times \cdots \times V_i^F \times V_k^D \times \cdots \times V_k^D.$$  \hspace{1cm} (19)

An element $e$ of $V_j$ is an $(\alpha_j + \beta_j)$-tuple, where each component of this tuple will be given by a pair (‘node index’, ‘data type index’), that is

$$e = ((a_1, u_1), \ldots, (a_{\alpha_j}, u_{\alpha_j}), (b_1, v_1), \ldots, (b_{\beta_j}, v_{\beta_j}))$$ \hspace{1cm} (20)

with $(a_i, u_i) \in V_i^F$ for $l \in \{1, \ldots, \alpha_j\}$ and $(b_k, v_k) \in V_k^D$ for $k \in \{1, \ldots, \beta_j\}$.

The set $V_j$ contains the indices of all nodes containing input data at stage $s$. All possible ways of obtaining input data when $e$ ranges in the set $V_j$ are obtained. Let $S(e)$ be the set whose elements are the components of $e$, that is $S(e) = \{(a_1, u_1), \ldots, (a_{\alpha_j}, u_{\alpha_j}), (b_1, v_1), \ldots, (b_{\beta_j}, v_{\beta_j})\}$. Let $P(S(e))$ be the set of partitions of $S(e)$. Each partition $P \in P(S(e))$ defines a way of transmitting the $T_j$'s input data to node $N_i$. And all different ways of doing these transmissions are defined by some partition. Clearly, those partitions that allow parallel transmissions have to be prioritized. To this end, partitions $P \in P(S(e))$ are considered with sets $A \in P$ of either $|A| = 1$ or, when $|A| > 1$, sets that fulfill the condition $\sum_{(p,q) \in A} B_{N_p} \leq B_{N_i}$. Let us denote the set containing this type of partitions by $\mathcal{P}_i(e)$, where index $i$ corresponds to the node $N_i$ pointed by the first argument of $\tau(i, j)$. The quantity $B_{N_i}$ stands for the capacity of a generic node $N$.

The condition $\sum_{(p,q) \in A} B_{N_p} \leq B_{N_i}$ over the sets $A$ with $|A| > 1$ in partitions of $\mathcal{P}_i(e)$ is necessary for parallel transmission when possible. At the same time, many partitions not showing optimal transmission time do not belong to the set $\mathcal{P}_i(e)$. Thus, the algorithm filters many transmission ways with related non-optimal transmission time at a given stage $s$.

Let $\theta(i, p, q)$ be the transmission time of $F_q$ (or $D_q$) from node $N_p$ to node $N_i$ when $q = u_l$ (or $q = v_k$) for each $(p, q) \in A$, $A \in P$ and $P \in \mathcal{P}_i(e)$. This quantity is defined by

$$\theta(i, p, q) = \begin{cases} 0 & p = i, \\ t_{N_i, N_p} + c_{i_p} \cdot R_q & p \neq i, \end{cases}$$ \hspace{1cm} (21)

where $R_q$ is the amount of data of $F_q$ (or $D_q$) and $c_{i_p} = \frac{1}{B_{N_i} - B_{N_p}}$.

Then, for $(p, q) \in A$, the transmission time of all input data contained in node $N_p$ is given by

$$\phi(i, A) = \max\{\theta(i, p, q) : (p, q) \in A\}.$$ \hspace{1cm} (22)

So, the minimum transmission time $t(i, j, e)$ for the data sets $\mathcal{F}_j$ and $\mathcal{D}_j$ to be transmitted from nodes in $S(e)$ to node $N_i$ is

$$t(i, j, e) = \min_{P \in \mathcal{P}_i(e)} \sum_{A \in P} \phi(i, A).$$
Therefore, the minimum transmission time $\tau(i, j)$ is given by

$$\tau(i, j) = \min_{e \in V_j} t(i, j, e). \quad (23)$$

Note that there is some element $e^* \in V_j$ such that $t(i, j, e^*) = \tau(i, j)$ and those nodes which give this minimum value can be traced from the element $e^*$. Note also that, when applying this combinatorial algorithm, $e^*$ is the first element found in $V_j$ giving minimum transmission time. In fact, more than one element in the set $V_j$ may give this minimum value.

Once all $\tau(i, j)$ have been calculated for a given stage $s$, the related linear problem intended to find which nodes execute tasks in stage $s$ can be solved. Assume the scenario has $n$ total nodes and the stage $s$ has $m_s$ tasks $T_s = \{T_{j_1}, \ldots, T_{j_{m_s}}\}$. Define the set of indices $J_s = \{j_1, \ldots, j_{m_s}\}$ from the set of tasks $T_s$. Next, the variables and coefficients of the following MILP program are detailed:

- $x_{T_i, N_j}$ Binary variable. Value 1 if task $T_i$ is executed at node $N_j$.
- $t_i$ Continuous variable. Communication and computing time for node $N_i$.
- $t^*$ Continuous variable. The maximum $\max_{1 \leq i \leq n} t_i$. This variable is also the objective function to be minimized.
- $\tau(i, j)$ Coefficient. Minimum transmission time of $T_i$’s input data to node $N_j$.
- $a_{i1}$ Coefficient. Computation startup of node $N_i$.
- $a_{i2}$ Coefficient. Computational capacity of node $N_i$.
- $M_j$ Coefficient. Amount of single instructions of task $T_j$.
- $m_s$ Coefficient. Number of task at stage $s$.

The following linear problem gives the minimum time to run tasks in stage $T_s$ and also it gives which node executes each task.

Minimize $t^*$

under restrictions:

$$\sum_{j \in J_s} x_{T_i, N_j} \cdot \left( \tau(i, j) + a_{i1} + \frac{M_j}{a_{i2}} \right) = t_i, \quad (i = 1, \ldots, n) \quad (24)$$

$$t_i \leq t^*, \quad (i = 1, \ldots, n) \quad (25)$$

$$\sum_{i=1}^{n} x_{T_j, N_i} = 1, \quad (j \in J_s) \quad (26)$$

$$\sum_{j \in J_s} x_{T_i, N_j} \leq m_s, \quad (i = 1, \ldots, n) \quad (27)$$

$$\sum_{i=1}^{n} \sum_{j \in J_s} x_{T_i, N_j} = m_s. \quad (28)$$
Equation (25) sets minimum time $t^*$ as the maximum value of $t_i$ for $1 \leq i \leq n$. Equation (26) enforces task $T_j$ runs on some node for each $j \in J_s$. Equation (27) imposes a node to execute $m_s$ tasks at most. Equation (28) assures all tasks in $T_s$ will be executed.

Once the selection of nodes by the linear problem is done, stage $s$ ends. Then, data transmitted and generated by tasks is updated in the scenario. Next, a new stage begins. A solution to the SOM problem is obtained by adding all local-stages’ optimal times. This solution will be an upper bound for the optimal global time.

Regarding the time complexity, the model needs to apply two algorithms at each stage. A combinatorial algorithm that filters many non-optimal transmission ways of input data between nodes and then, a MILP problem. Both algorithms have an NP-hard time complexity in the worst case [36]. The MILP problem needs the coefficients $\tau(i,j)$ which have been pre-computed by the above mentioned combinatorial algorithm. Furthermore, this problem has $n \cdot m_s$ binary variables, $n + 1$ continuous variables and $3n + m_s + 1$ restrictions. The filtering process of the combinatorial algorithm makes the SOM model light enough in practice.

6. Illustrative and Numerical Results

In this section, the scenarios considered to generate problem instances are described, including reference scenarios defining benchmark values. Next, the proposed OMM and SOM models are validated, and the performance results are compared in terms of cost and time to solve the problem, for both the OMM and SOM models as well as the considered benchmark reference scenarios.

6.1. Scenarios Description

In order to test the efficiency and effectiveness of the proposed models, three sample applications have artificially been created with different degrees of parallelism and dependencies. They consist of 1, 2, and 6 tasks, and are referred to as $App-1$, $App-2$, and $App-6$, respectively. $App-1$ is a basic application with a single task, using four static files. $App-2$ is an application with two dependent tasks using two static files each, and moving some dynamic data from the first to the second task. And $App-6$ is the application with 6 tasks illustrated previously in Figure 3. Note that tasks $T2$ and $T3$ depend on $T1$, and that the couple $T2$ and $T4$ (executed in sequence) can be executed in parallel to the couple $T3$ and $T5$ (also in sequence). In addition, tasks 2 to 5 are using four static files, and all dependent tasks must transfer some dynamic data among them. Moreover, the number of partitions is set to 4, since it allows to transfer data and files between nodes in all the cases evaluated (thus avoiding infeasible problem instances), and defining more partitions results in increasing complexity, as shown in the complexity analysis for the ILP model. Table 1 summarizes the main characteristics of all applications. The size of the static files and dynamic data is 10MB each. The penalty applied when the application is executed in
a different node than the launching node is 30 ms per hop, from the launching node to the node selected for the initial task execution.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>App-1</th>
<th>App-2</th>
<th>App-6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Launching node</td>
<td>N1</td>
<td>N1</td>
<td>N1</td>
</tr>
<tr>
<td>Num. Tasks</td>
<td>1</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>Num. Stages</td>
<td>1</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>Num. Files</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Max. Files per Task</td>
<td>4</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Num. Data</td>
<td>0</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>Min. Exec. Time</td>
<td>100</td>
<td>300</td>
<td>600</td>
</tr>
</tbody>
</table>

In addition, based on the selected applications, a reference scenario is defined in which all tasks are executed locally in the node that launches the application execution. That is, no workload distribution is performed; therefore, these cases represent the base benchmark to compare with. These cases are referred as App-1 BM, App-2 BM and App-6 BM. The (ideal) case is also defined in which a given application is executed in the node it is launched at, assuming both the node performs as the best/reference node and all files required by the application are available in that node. It is worth noting that, in this case, the time to execute the application is the total time to finish each stage (assuming the best computing resources in the node). These cases are referred as App-1 Min, App-2 Min and App-6 Min.

Regarding the resources topologies, a set of different scenarios have been created varying the number of nodes from 5 to 50, and generating random SRGs. The process to generate each network topology is described as follows. Given a certain number of nodes $NN$, a random number of groups of nodes $NG$ is generated (remember that nodes are grouped according to proximity, to be considered when computing distance, i.e., number of hops) by assuming an average of 8 nodes per group $NG = NN/8$ and then adjusting this value randomly as $NG = NG + rand(-NG/2,NG/2)$ (and making sure the number of groups is, at least, 1). Then, a random number of nodes is assigned to each group of nodes, making sure that the total number of nodes is finally $NN$. For each node, the computing power has been assigned randomly between 25%, 50%, 75% and 100%, as well as the bandwidth, which has been assigned from 1 to 4 Mbps. Furthermore, each node has a probability of 33% to own a file, 33% · 33% to own two files, and so forth (up to four files). Finally, distances between each pair of groups of nodes have been assigned randomly between 1 to 5 hops.

Both models, SOM and OMM, have been implemented in Python. To solve the problem instances for SOM, SageMath [37] was utilized; whereas the problem instances for the OMM problem have been solved using CPLEX [38]. A 64-bits computer built upon 12 Intel core ES-2620 v2 at 2.1GHz and 128 GB RAM has been used in all cases.
6.2. Optimization Models Validation

Before comparing performance results of the proposed models, the OMM and SOM have been validated. To that end, first, problem instances based on the App-1 described before (i.e., an application with a single task) are addressed. It is worth noting that, in these cases, the proposed models should find the optimal solutions. Next, an arbitrary problem instance based on App-2 has been analyzed to illustrate the impact (on the cost) when SOM is considered against the optimal solution, obtained by OMM.

Consider App-1 (see Table 1 for the summary of its main features), and the 5-node topology depicted in Fig. 4. In this example, the solution that minimizes the execution time is to execute App-1 at node N5 and move file F1 from node N4 to it. After solving the corresponding problem instances for the proposed models, both models provide the optimal solution, as expected. In this case, the cost is 183.946 s; which is computed as the sum of the time to move file F1 to N5 (83.916 s), the processing time for the task at node N5 (100 s) and the penalty (30 ms) due to executing the task in a different node that the launching node, N1. The time of executing App-1 at the launching node is 468.937 s. That is, the application is executed in about 60% less time (284.991 s) when the workload is distributed according to the proposed models.

As previously described, for single-task applications both models provide optimal solutions. Fig. 5 shows the results obtained for solving problem instances with 5-node network topologies and App-1 with the proposed models. In addition, the benchmark and ideal values are shown. Relative time savings of 86%, 55% and 60% are observed against the values obtained for the reference scenarios for problem instances numbered as 1, 4 and 5, respectively. It is worth recalling that, the network topology depicted in Fig. 4 has been considered in problem instance 5. For problem instances 2 and 3, the optimal solution is to execute the application at the same node it is launched. Moreover, although results obtained for instance 1 are very close to the ideal ones, it is worth noting that, for that instance node N5 is the one having all required files and the best computing resources. The cost is 100.03 s, which includes the penalty added by executing the task in a different node than the launching node (N1).
For completeness, let us now focus on a specific problem instance in which the solutions obtained by the models are different; i.e., non-optimal solutions are obtained by SOM. An instance of the App-2 (see Table 1 for details) and the 5-node network topology illustrated in Fig. 4 have been considered. In this case, identifying the optimal solution is not as obvious as in the previous example, shown for App-1. After solving the problem utilizing SOM, the solution obtained is to execute the first task at node N4 and the second task at node N5; which implies that: i) at the first stage file F2 is moved from node N5 to node N4, and ii) at the second stage, data generated by the first task needs to be moved from node N4 to node N5. The cost in this case is 467.862 s. However, this is not the optimal solution; which, in fact, is obtained when solving the problem utilizing OMM and consists in executing both tasks at node N5, thus moving only file F1 from node N4 to node N5. From the solution obtained, the optimal value is 383.946 s. The reasoning behind this is that the SOM aims at finding the best solutions for each stage in order, with no global knowledge about other stages. Differently, the OMM solves the problem globally; that is, considering the interrelation between tasks that are executed at different stages.

Interestingly, the value obtained when no workload distribution is considered (i.e., both tasks are executed at node N1) is 735.634 s. Therefore, considering the workload distribution to solve that problem instance results in time saving higher than 47% and 36% when OMM and SOM are utilized, respectively.

6.3. Performance results

After validating the proposed models, their performance is compared in terms of the solutions obtained and time to solve the problem; which, in the case of OMM, includes the time to generate problem equations in addition to the time to solve them and obtain the solution, after invoking the solver. To that end, several problem instances for App-1, App-2 and App-6 are generated.

Fig. 6 shows average cost values obtained for App-1 (Fig. 6a), App-2 (Fig. 6b) and App-6 (Fig. 6c) against the number of nodes. Each point in the figure
is the average value for 5 executions, corresponding to a different network topology and a fixed number of nodes ranging from 5 to 50, as previously described. For completeness, 95% confidence interval is also depicted for OMM and SOM lines. As expected, for App-1, results obtained for both proposed models are the same, i.e., optimal; therefore, in the figure, both OMM and SOM lines are overlapped and seen as a single line. Interestingly, as it can be observed in Fig. 6a, the proposed models significantly reduce the execution time of the application, compared to the benchmark scenarios, where no workload distribution is performed. Furthermore, the results depicted in Fig. 6b and Fig. 6c, corresponding to applications having more than one task (i.e., App-2 and App-6, respectively), show that, on average, OMM performs slightly better than SOM for some App-2 problem instances (e.g., see results for 5 and 10 nodes); whereas this difference increases for some App-6 problem instances (e.g., see results for 25 and 30 nodes). However, as it can be seen in the figures, both OMM and SOM curves are quite close; thus showing that the solutions obtained by SOM are very close to the optimal ones. In addition, it is worth noting that, for

Figure 6: Cost against number of nodes for App-1 (a), App-2 (b) and App-6 (c).
App-6 and 25 nodes, one instance could not be solved optimally in more than 2.5 hours; similarly, for App-6 and 30 nodes, three instances could not be solved optimally (after more than 2.5 hours). Therefore, these instances have not been depicted in the results shown in the figures. In summary, the SOM is able to effectively find a solution for any problem instance and network topology, whereas the OMM eventually fails in providing an optimal solution in some extreme cases. In all cases, solutions obtained through SOM are almost identical to those provided by OMM, and clearly improve performance compared to the reference scenarios.

Tables 2 and 3 provide deeper insight about the gap of SOM against the optimal value, as well as the time saving (relative and absolute) of SOM against the benchmark values for App-2 and App-6, respectively. As described above, SOM performs very similar to OMM. On average, the gap between the cost of the solutions obtained by SOM and the optimal ones is below 6% and even close to 0% for App-2 and the number of nodes considered; whereas in the worst case (i.e., for App-6 and 30 nodes), the gap is close to 10% and it is below 8% for App-6 and any number of nodes up to 25. Although the gap for App-6 when considering more than 30 nodes cannot be obtained in relatively short times, it is clear that the gap value will be between 0% and the gap to App-6 Min value (i.e., 600 s). In addition, SOM clearly outperforms the reference scenarios, resulting in time savings from 36% to more than 80%.

<table>
<thead>
<tr>
<th>Num. nodes</th>
<th>Gap to optimum</th>
<th>Relative savings</th>
<th>Absolute savings</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>3.6%</td>
<td>49.7%</td>
<td>465 s</td>
</tr>
<tr>
<td>10</td>
<td>6.0%</td>
<td>45.0%</td>
<td>341 s</td>
</tr>
<tr>
<td>15</td>
<td>2.4%</td>
<td>40.2%</td>
<td>275 s</td>
</tr>
<tr>
<td>20</td>
<td>0.7%</td>
<td>40.0%</td>
<td>261 s</td>
</tr>
<tr>
<td>25</td>
<td>1.5%</td>
<td>36.3%</td>
<td>247 s</td>
</tr>
<tr>
<td>30</td>
<td>0.0%</td>
<td>39.4%</td>
<td>235 s</td>
</tr>
<tr>
<td>35</td>
<td>0.7%</td>
<td>35.9%</td>
<td>193 s</td>
</tr>
<tr>
<td>40</td>
<td>1.2%</td>
<td>71.9%</td>
<td>913 s</td>
</tr>
<tr>
<td>45</td>
<td>0.8%</td>
<td>53.1%</td>
<td>397 s</td>
</tr>
<tr>
<td>50</td>
<td>2.8%</td>
<td>48.8%</td>
<td>369 s</td>
</tr>
</tbody>
</table>

In addition, the Shapiro-Wilk test has been done to prove that, for each application considered (App-1, App-2 and App-6) and number of nodes, the cost (execution time) fits a Normal distribution. Next, a variance-ratio test has been performed with significance level alpha=0.05 and proved that there is no sample evidence to reject the population variances equality. Finally, the population means have been compared through a test of differences among means with significance level $\alpha = 0.05$ and proved that there is no sample evidence to reject the population means equality. Therefore, based on the statistical analysis, it can be verified that the SOM provides performance results in terms of cost very
Table 3: Performance comparison for App-6.

<table>
<thead>
<tr>
<th>Num. nodes</th>
<th>Gap to optimum</th>
<th>Relative savings</th>
<th>Absolute savings</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.4%</td>
<td>61.6%</td>
<td>1641 s</td>
</tr>
<tr>
<td>10</td>
<td>4.1%</td>
<td>64.9%</td>
<td>1430 s</td>
</tr>
<tr>
<td>15</td>
<td>0.4%</td>
<td>58.8%</td>
<td>1115 s</td>
</tr>
<tr>
<td>20</td>
<td>2.1%</td>
<td>61.1%</td>
<td>1169 s</td>
</tr>
<tr>
<td>25</td>
<td>7.7%</td>
<td>51.3%</td>
<td>881 s</td>
</tr>
<tr>
<td>30</td>
<td>9.7%</td>
<td>57.8%</td>
<td>1036 s</td>
</tr>
<tr>
<td>35</td>
<td>-</td>
<td>55.1%</td>
<td>862 s</td>
</tr>
<tr>
<td>40</td>
<td>-</td>
<td>80.2%</td>
<td>3040 s</td>
</tr>
<tr>
<td>45</td>
<td>-</td>
<td>66.4%</td>
<td>1425 s</td>
</tr>
<tr>
<td>50</td>
<td>-</td>
<td>66.6%</td>
<td>1435 s</td>
</tr>
</tbody>
</table>

close to OMM. Such evidence can be observed in Fig. 6, where 95% confidence intervals for the mean are depicted.

Despite the results obtained, it is also a must to analyze performance in terms of time to solve the different problem instances, since scalability of the proposed models may be compromised when increasing the number of nodes in the network. Fig. 7 represents the average time required to solve the problem instances for both models SOM and OMM. In addition, 95% confidence intervals for the mean are depicted for OMM and SOM lines. It can be seen that the time to solve the problem grows exponentially for OMM, being this growth very clear with applications having more than one task. Moreover, as previously described, some instances could not even be solved optimally in more than 2.5 hours. Notwithstanding, there is few growth with the number of nodes when SOM is considered. Indeed, the average time to solve the problem instances is below 1 second and below 2 seconds when App-2 and App-6 are considered, respectively. Regarding App-1, the time raises up to 80 seconds for 50 nodes. The reasoning behind this fact is the number of input data files in App-1’s tasks. This number is greater than those assigned to tasks in the other cases, this is, 4 input data files for the task in App-1 against 2 input data files for tasks in App-2 and App-6, as shown in Table 1 (Max. Files per Task). Thus, App-1’s combinatorics grow as the number of nodes turns to be large. This combinatorial growth is greater than that of task stages in App-2 and App-6. So, when the number of nodes is considerably large, the solving time for App-1 tends to be larger than that of the other applications.

In summary, in view of the results shown, it is clear that the solutions found by the optimization models for workload distribution dramatically reduce the applications’ execution time, compared to the original programs. Although solutions provided by the OMM are optimal, the SOM has been proven to be an effective, yet efficient model to find almost optimal solutions in very short solving times. The execution times for the SOM optimized problem instances are very close to the optimal times, while the model scales very well with the
number of nodes and the number of tasks and stages. Assuming the short SOM solving times reported to be below 1 and 2 seconds, and considering that the absolute time savings for all optimized applications are in the order of some hundreds of seconds, the whole optimization process does not add significant overhead to the total application execution time. This means that comparing the optimizing time plus the execution time against the original benchmark, time savings are still similar to those previously described, specifically, as high as 80%. For this reason, the authors believe that the proposed SOM strategy can be utilized to efficiently and effectively distribute workloads aimed at reducing applications’ execution time in global heterogeneous systems.

7. Conclusions

The research work presented in this paper is part of a global resource management framework designed to manage large volumes of heterogeneous computing devices distributed in some type of intelligent environment. This paper presents the technologies used in the module responsible for finding the best mapping between an application instance launched for execution and the availability of resources, for optimal performance. The novelty of this approach is that the tasks to resources allocation is aware of the data flow, considering both static data sources and run-time data between running tasks, and providing an optimal solution to a highly complex problem.

Two mathematical models of mixed integer linear programming have been designed to minimize the execution time of an application, treating the problem globally (Optimal Matching Model) and by levels (Stage Optimization Model), taking into account the tasks that can be run in parallel as well as the data flow between them. Multiple experiments have been carried out to verify the
efficiency and effectiveness of the proposed models, and shown that although OMM provides optimal solutions to the problem, it does not scale well, as expected. However, it allows us to verify that SOM provides performance results in terms of cost very close to the optimal solution, but feasible in terms of solving time. Specifically, results show that the SOM provides optimal solutions in most evaluated scenarios (76%), while near-optimal solutions were very close to the optimal ones, with a performance difference below 6% on average. Moreover, considering all the scenarios evaluated, the average solving time for SOM is of few seconds (below 9 seconds), while it raises to hundreds of seconds (more than 450 seconds) when OMM is considered. Given the fact that SOM scales well as the number of nodes, tasks and stages increases, it is our candidate to be applied in a real optimization module.

It is out of the scope of this work to analyze how the nodes discovery and availability is monitored. Instead, in this paper a static snapshot of the available resources set has been assumed. Addressing robustness, volatility, and mobility in this scenario is a challenging topic and will be part of future stages of this research. Furthermore, in this work, an application instance is assumed with a static and known set of tasks, which is not always a realistic assumption. A future line of research will be undoubtedly leveraging machine learning technology to forecast the application behaviour and provide accurate estimation of its performance. Finally, additional efforts will be made to evaluate heuristic solvers to find near-optimal solutions at extremely short times.
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