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Abstract

This paper characterizes the robust second-moment stability of stochastic linear systems
subject to varying delays. The delays assume a particular form suitable to represent packet
loss in networked control systems, under the zero-order hold feedback. The proposed ro-
bust stability condition requires checking the spectral radius of an appropriate matrix that
that depends on uncertain parameters belonging to a polytope. Due to this polytope’s
dependence, checking the spectral radius is difficult from the numerical viewpoint. As an
attempt to solve the problem, we convert the polytope-based condition into a random-
ized approach. Namely, we present probability bounds that help us certificate the robust
second-moment stability under high probability. A real-time electronic application illus-
trates the potential benefits of our approach.
Keywords: Stochastic systems; Markov jump linear systems; Stochastic stability; Robust
stability; Packet dropout; RLC circuits.

1. Introduction1

The Markov chain has been used intensively in modeling packet loss over networks2

[16, 25, 46, 47, 48], along with other applications such as in DC motors [34], electronic3

converter [1], vehicle-to-vehicle communication [26], platoon of vehicles [43], and internet4

of things [8]. Markov chain also plays a key role in the control of nonlinear stochastic5

systems, see for instance [33, 35, 41, 42] for an account.6

✩Research supported in part by the Brazilian agencies FAPESP Grants 03/06736-7; CNPq Grant
305158/2017-1; 305998/2020-0; 421486/2016-3.

∗Corresponding author
Email address: avargas@utfpr.edu.br (Alessandro N. Vargas)

Preprint submitted to Elsevier June 1, 2021



Previous research has shown that when the packet containing information is lost, the7

system should be reconfigured so as to guarantee stability, a property every system must-8

have. For instance, the authors of [24] have considered the Bernoulli distribution to model9

packet dropouts, and the authors of [9] have applied the Bernoulli distribution to handle10

packet dropouts into in-vehicle networked systems. In another study, the authors of [45]11

suggest that the feedback signal should remain equal to the last available information,12

performing a zero-order hold (ZOH). It means the feedback signal is updated only when13

a new packet reaches the system receiver. Many investigations have supported the idea of14

using ZOH for handling packet loss under the assumption that the ZOH follows a Markov15

chain [23, 32, 40, 44]. This paper contributes to this direction, as detailed next.16

As for ZOH to handle packet loss, little research has been done on robustness. Existing17

research has focused on characterizing stochastic stability [45, Thm. 9], but has overlooked18

robustness. A subsequent study has expanded the result in [45, Thm. 9] to the case of19

H∞ control [40, Thm. 1], also with no mention to robustness. In this paper, we expand20

the usefulness of [40, Thm. 1] and [45, Thm. 9] to the robustness case, as follows.21

This paper’s main contribution is characterizing the robust stability of stochastic linear22

systems subject to packet dropouts. We assume the number of samples between successful23

packet arrivals follows a homogeneous Markov chain, borrowing this assumption from [45].24

We then recall a stability result from Markov jump linear systems (e.g., [10], [11]) and use25

it to characterize the robust second-moment stability of the underlying system.26

To clarify the paper’s contribution, we now present the system under study. Consider27

a fixed, filtered probability space (Ω,F, P ) governing the stochastic linear system28

x(k + 1) = A(α)x(k) + B(α)x(k − δ(k)) + w(k), ∀k ≥ 0, x(0) = x0 ∈ R
n. (1)

The process {w(k)} represents a vector-valued stochastic process to be defined later. The29

matrices A(α) and B(α) are not precisely known, but belong to a polytopic domain (e.g.,30

[28, 27]), that is,31

(A,B)(α) :=

{

(A,B) : (A,B) =

η
∑

j=1

(
αjA

(j), αjB
(j)
)

}

, ∀α ∈ ∆,

where ∆ is the unit simplex given by32

∆ =

{

ξ ∈ R
η :

η
∑

i=1

ξi = 1, ξi ≥ 0, i = 1, . . . , η

}

and the matrix set (A(1), . . . , A(η), B(1), . . . , B(η)) is given. Consider now a sequence of33

instants k0 < k1 < · · · < ki < · · · in (1) such that ki → ∞ as i → ∞ with probability34

one. Let these instants denote the index points for which the packets are transmitted35

successfully—they are called arrival times. The interval between two successive arrivals is36

referred to as interarrival time. The next assumption is borrowed from [45].37

Assumption 1. ([45]). The interarrival process {θ(i)}, defined as θ(i) = ki+1 − ki, i ≥ 0,38

follows a homogeneous, finite-dimensional Markov chain.39
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The process {δ(k)} in (1) represents the delay with resetting at arrival times, that is,40

δ(k) equals (see Fig. 1 for a pictorial illustration of δ(k))41

δ(k) =

{

0, if k = ki,

k − ki, if k ∈ (ki, ki+1).

It follows from (1) that, for each i ≥ 0,42

x(k + 1) = A(α)x(k) + B(α)x(ki) + w(k), k = ki, . . . , ki+1 − 1. (2)

Remark 1. The stochastic system in (2) retrieves the system studied in [40, 45] when43

we remove robustness and noise, that is, (A(α), B(α)) ≡ (A(1), B(1)) and w(k) ≡ 0. In44

particular, the authors of [40] have considered a distinct formation rule for δ(k); namely,45

δ(k) can either increase or decrease from k to k + 1, see [40, Remark 1].46

In this paper, we characterize the robust second-moment stability of (2) (see Definition47

2.1), i.e., we show that the system (2) is robust second-moment stable if the spectral radius48

of a certain matrix is less than one (cf., Theorem 2.4). It is difficult to check that spectral49

radius because the matrix to be evaluated is a function of (A(α), B(α)) with a nonlinear50

dependence of α ∈ ∆. From the numerical point of view, the condition becomes intractable51

because infinitely many values of α ∈ ∆ must be tested.52

As an attempt to circumvent this difficulty, we associate ∆ with a probability distri-53

bution. Instead of taking infinitely many values from ∆, we take only N samples, chosen54

randomly, and check whether the spectral radius is less than one for their corresponding N55

matrices. This procedure is called randomized approach [7]. A previous study has shown56

the benefits of the randomized approach for robustness [36]. The randomized approach57

allows us to show probabilistic bounds for the robust second-moment stability—this pro-58

cedure turns the problem tractable from the numerical viewpoint. This finding represents59

the main theoretical contribution of this paper.60

This paper also has a contribution to applications. Indeed, an RLC circuit was built61

in a laboratory to check the usefulness of the randomized approach. The RLC circuit was62

configured with a closed-loop path subject to packet dropouts—packet dropout means loss63

of information through the closed-loop path. A microcontroller performed the physical link64

of the closed-loop path. Besides, the microcontroller was programmed to suffer hardware65

interruptions according to a Markov chain (see further details in Section 3). These inter-66

ruptions led to the intermittent transmission of information. The corresponding real-time67

experiments suggest that the RLC circuit under intermittent closed-loop path be robust68

second-moment stable, evidence confirmed by the theory of randomized approach. In69

summary, this paper brings a theoretical novelty and illustrates its potential benefits for70

applications.71

Notation: The symbol Rn denotes the n-dimensional Euclidean space with its usual72

norm ‖ · ‖. The symbol Rn×m denotes the space made up by all real-valued matrices of73

dimension n × m. The spectral radius of a matrix U ∈ R
n×n is denoted by ρ(U). The74

symbol ⊗ is used to denote the Kronecker product. The symbol ′ denotes the transpose75

of a matrix.76
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Figure 1: Sample of the delay process {δ(k)}: the delay increases linearly. The events k0, k1, . . . correspond
to the arrival of information with success. When an arrival takes place, the delay resets to zero. The
interval between arrivals follows a Markov chain.

2. Definitions and main result77

Next we define the stability concept studied in this paper.78

Definition 2.1. ([19, Defn. 2.1], [35, Defn. 1]). The stochastic system in (2) is robust79

second-moment stable if there exists some constant c = c(x0) such that80

E
[
‖x(k)‖2

]
≤ c, ∀k ≥ 0, ∀α ∈ ∆.

To show the main result of this paper, we consider the next assumption.81

Assumption 2. The stochastic process {w(k)} is independent and identically distributed,82

with zero mean and covariance matrix equals Σ = Σ′ > 0, that is, E[w(k)w(k)′] = Σ for83

all k ≥ 0.84

Associated with Assumption 1, the Markov chain {θ(i)} takes values in the finite set85

{1, . . . , N} and evolves according to a given probability matrix, say P = [pℓj ], for all ℓ, j =86

1, . . . , N . The corresponding probability distribution is defined by πℓ(i) = Pr(θ(i) = ℓ),87

ℓ = 1, . . . , N, for each i ≥ 0.88

When a packet arrives successfully at the instant k = ki, the system (2) waits for θ(i)
steps until the arrival of the next packet. This feature into (2) allows us to write

x(ki + n) =

(

A(α)n +
n−1∑

m=0

A(α)mB(α)

)

x(ki) +
n−1∑

m=0

A(α)n−1−mw(ki +m),

n = 1, . . . , θ(i). (3)

Define89

M(α, n) = A(α)n +
n−1∑

m=0

A(α)mB(α), ∀n ≥ 1.
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In particular, substituting ki+1 = ki + n and n = θ(i) into (3) yields90

x(ki+1) = M(α, θ(i))x(ki) +

θ(i)−1
∑

m=0

A(α)θ(i)−1−mw(ki +m). (4)

In association with (4), define the second-moment matrix91

Xℓ(ki) = E
[
x(ki)x

′(ki)11{θ(i)=ℓ}

]
∈ R

n×n, ℓ = 1, . . . , N. (5)

This matrix will be useful in characterizing the second-moment stability of (1).92

Now we can present the deterministic matrix dynamics that allow us to compute (5).93

Lemma 2.2. For each i = 0, 1, . . ., there holds94

Xℓ(ki+1) =
N∑

j=1

pjℓM(α, j)Xj(ki)M(α, j)′ +
N∑

j=1

pjℓπj(i)Ψ(α, j), ℓ = 1, . . . , N, (6)

where95

Ψ(α, j) =

j−1
∑

m=0

A(α)j−1−mΣ(A(α)′)j−1−m, j = 1, . . . , N.

Proof. The arguments used in this proof are borrowed from [10, Prop. 3], [11, Prop. 3.35,96

p. 50] (c.f, [38, Lem. 3.1]). We omit α in all elements shown in the sequence for the sake97

of notational simplicity. Define98

ν(k, n) =
n−1∑

m=0

An−1−mw(k +m), ∀n ≥ k.

It follows from (4) that

E
[
x(ki+1)x(ki+1)

′11{θ(i+1)=ℓ}

]

=
N∑

j=1

E
[
x(ki+1)x(ki+1)

′11{θ(i+1)=ℓ,θ(i)=j}

]

=
N∑

j=1

E
[(
M(θ(i))x(ki) + ν(ki, θ(i))

)(
M(θ(i))x(ki) + ν(ki, θ(i))

)′
11{θ(i+1)=ℓ,θ(i)=j}

]
.

Considering in the above expression the fact that x(k) and w(k) are independent random
variables (i.e., E[x(k)w(k)′] = E[x(k)]E[w(k)′]) and E[w(k)] = 0 (see Assumption 2), we
obtain

E
[
x(ki+1)x(ki+1)

′11{θ(i+1)=ℓ}

]

=
N∑

j=1

E
[(
M(θ(i))x(ki)x(ki)

′M(θ(i))′ + ν(ki, θ(i))ν(ki, θ(i))
′
)
11{θ(i+1)=ℓ,θ(i)=j}

]
. (7)
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Recall that99

Pr(θ(i+ 1) = ℓ, θ(i) = j) = Pr(θ(i) = j)pjℓ = E[11{θ(i)=j}]pjℓ.

As a result, the right-hand side of (7) equals100

N∑

j=1

pjℓM(j)E[x(ki)x(ki)
′11{θ(i)=j}]M(j)′ +

N∑

j=1

pjℓ Pr(θ(i) = j)E[ν(ki, j)ν(ki, j)
′]. (8)

Now we evaluate the rightmost term of (8). Since E[w(k)w(k)′] = Σ for all k ≥ 0, and
E[w(k)w(m)′] = 0 when k 6= m, we obtain

E[ν(ki, j)ν(ki, j)
′] = E





(
j−1
∑

m=0

Aj−1−mw(ki +m)

)(
j−1
∑

m=0

Aj−1−mw(ki +m)

)′




=

j−1
∑

m=0

Aj−1−mΣ(A′)j−1−m. (9)

Substituting (9) into (8) yields the result.101

Remark 2. What Lemma 2.2 reveals is that the dynamical behavior of (2) is equivalent102

to the dynamical behavior of the following Markov jump linear system,103

y(i+ 1) = M(α, θ(i))y(i) + Ψ(α, θ(i))
1
2w(i), ∀i ≥ 0, y(0) = x0 ∈ R

n. (10)

Indeed, by setting Yℓ(i) = E
[
y(i)y′(i)11{θ(i)=ℓ}

]
∈ R

n×n, ℓ = 1, . . . , N , the authors of [10,104

Prop. 3] (see [11, Prop. 3.35, p. 50]) show that Yℓ(i) satisfies (6) with Xℓ(ki) = Yℓ(i), for105

each i ≥ 0. As a result, the stability of (2) is equivalent to the stability of the Markov106

jump linear system in (10). This fact is summarized in the following result.107

Proposition 2.3. The system in (2) is second-moment stable if and only if the Markov108

jump linear system in (10) is second-moment stable.109

Now we recall the result from the literature that allows us to characterize the second-110

moment stability of (10) (e.g., [10], [11, Ch. 3, p. 34]). Define the matrixA(α) ∈ R
Nn2×Nn2

111

as112

A(α) = (P ′ ⊗ In2)






M(α, 1)⊗M(α, 1)
. . .

M(α,N)⊗M(α,N)




 . (11)

Applying the stacking vector operator vec(·) on both sides of (6) (with Xℓ(ki) = Yℓ(i)),113

we obtain (see [10], [11, Ch. 3])114

z(i+ 1) = A(α)z(i) + ϕ(α, i), z(0) ∈ R
Nn2

, (12)
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where ϕ(α, i) ∈ R
Nn2

depends only on some arrangements upon π(i), P, and Ψ(α, i). The115

system state z(i) ∈ R
Nn2

equals116

z(i) =






vec (Y1(i))
...

vec (YN(i))




 , ∀i ≥ 0.

Suppose for the moment that supα∈∆ ρ(A(α)) < 1. Then there exists some constant117

c > 0 (which may depend on z(0)) such that ‖z(i)‖2 ≤ c, for all i ≥ 0 (e.g., [21, Thm. 2]).118

The next result then follows from Proposition 2.3 because of the equivalence between (10)119

and (12).120

Theorem 2.4. Let the matrix A(α) ∈ R
Nn2×Nn2

be as in (11). Then the system (2) is121

robust second-moment stable if and only if122

sup
α∈∆

ρ(A(α)) < 1. (13)

Remark 3. The result in Theorem 2.4 works under the assumption that the covariance-123

noise matrix Σ is positive definite (see Assumption 2). If Σ is not positive, then the robust124

second-moment stability of (2) may not imply in (13).125

Remark 4. When the system (2) is not affected by uncertain parameters (i.e, (A(α), B(α)) ≡126

(A(1), B(1))) and no noise (i.e., w(k) ≡ 0), Theorem 2.4 reduces to the result in [40, Thm.127

1] and [45, Thm. 9]. For this reason, Theorem 2.4 can be interpreted as an extension of128

the result in [40, Thm. 1] and [45, Thm. 9].129

Remark 5. Theorem 2.4 requires computing the spectral-radius of the polynomial matrix130

A(α) (degree N) for all α ∈ ∆. To the best of the authors’ knowledge, there is no method131

to compute that spectral-radius for all α ∈ ∆, because A(α) is a nonlinear function132

with respect to α ∈ ∆. As an attempt to overcome this problem, one could perform133

such computation through robust stability analysis conditions for uncertain systems based134

on linear matrix inequality relaxations [9, Ch. 4], [28]. Yet, the computational burden135

rapidly becomes prohibitive, even for small dimension systems. Moreover, such procedures136

are in general only semi-decidable, not allowing to certificate infeasibility. This numerical137

difficulty motivated us to convert the problem of checking the stability of (13) into a138

probabilistic problem, as detailed next.139

2.1. Randomized approach for checking robust stability140

To check the robust stability of the system (2), we deploy the randomized approach141

[7]. The idea is to convert the simplex ∆ into a random variable, as suggested in [4, 5, 36].142

Assumption 3. ([4, p. 29], [36]). The simplex ∆ is endowed with a probability measure P143

over all the subsets of the underlying σ-algebra.144

The randomized evaluation for checking the robust stability of (2) is as follows. Under145

the measure P, take some constant β > 0 and define (e.g., [5])146

p(β) = P [ρ(A(α)) < β] . (14)

7
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Figure 2: RLC circuit.

The constant β > 0 in (14) acts like a stability margin, a term coined by the authors of147

[5]. Now, using the probability distribution associated with P, we take n samples from148

∆, chosen randomly and independently from each other, say α(1), . . . , α(n). We want to149

evaluate how many elements from that sample respect the condition ρ(A(α(i))) < β. To150

do so, we compute the empirical probability151

p̂n(β) =
1

n

n∑

i=0

11{ρ(A(α(i)))<β}. (15)

Recall that the law of large numbers assures that p̂n(β) tends to p(β) when n tends152

to infinity. Even though this result allows us to approximate the value of p(β) under153

arbitrarily small precision, it would require us to sample the simplex ∆ infinitely many154

times—a prohibitive approach. To overcome this numerical restriction, we can deploy the155

Hoeffding’s inequality to obtain the next result [18], which follows as a particular case of156

the Chernoff bound [5].157

Proposition 2.5. For each sufficiently small ε > 0, there holds158

Pr [|p(β)− p̂n(β)| ≥ ε] ≤ 2 exp(−2ε2n).

Proposition 2.5 is effective in giving us a probability measure for the robust stability159

of the system (2). For instance, suppose we use (15) to compute p̂n0(0.9) for n0 = 2× 107160

samples taken randomly from ∆. Assume that the evaluation yields p̂n0(0.9) = 1. Propo-161

sition 2.5 then assures that the probability of p(0.9) lying within the interval [0.9995, 1] is162

at least 1− 2 exp(−2× 0.00052 ×n0) = 0.99995. Being close to one, this value means that163

the inequality164

sup
α∈∆

ρ(A(α)) < 0.9 (16)

is likely to be true under a high probability. However, care should be exercised when165

using this randomized approach in sensitive applications because randomization cannot166

guarantee that (16) holds with probability one (see [6, 7] for further details).167

3. Experiments for RLC circuit168

The experiments described in this section were derived to illustrate the potential of169

Theorem 2.4, together with Proposition 2.5, for applications.170
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Figure 3: Experimental setup. The RLC circuit was built in the breadboard. An oscillating signal from
the circuit output is shown in the oscilloscope screen.

The experimental setup considers a circuit containing resistor (R), inductor (L), and ca-171

pacitor (C), known as RLC circuit (Fig. 2). RLC circuits are ubiquitous in the electronics172

industry [12], finding applications in a broad spectrum of fields, such as flexible electronics173

[20], smart screen [29], electromagnetic device [49], temperature sensor [3], antenna [2],174

bacteria sterilization [17], and brain stimulator [39]. RLC circuits are particularly useful175

in applications that depend upon oscillating signals [22, 30, 31]. Many of these circuits176

work in a modified design that includes a closed-loop path, a strategy used to minimize177

the effects of disturbances that could distort the shape of the oscillating signal [15, 31].178

This paper presents a contribution towards understanding the effects of the closed-loop179

path in distorting oscillating signals, as detailed next.180

Oscillating signals were generated in a laboratory (Fig. 3). The RLC circuit compo-181

nents were chosen to let the circuit produce an underdamped, oscillatory response when182

the circuit input received voltage steps. Afterwards the circuit was modified to include a183

closed-loop path.184

The motivation behind the experiment was to assess how distorted an oscillating signal185

becomes when interruption takes place in the closed-loop path. By interruption, we mean186

the event that suspends the flow of information through the closed-loop. Interruption is a187

common phenomenon in microcontrollers [14, Ch. 7]; recall that they have internal proces-188

sors that temporarily interrupt their main routines to process other tasks, taking a certain189

amount of time in the interrupted mode. While the microcontroller keeps processing other190

tasks, the main routine remains stopped. As a result, the microcontroller’s main routine191

works under an intermittent processing. When random events drive the interruptions, the192

intermittent processing becomes random as well. Random events are common for those193

real-time applications.194

We wanted to check how random, intermittent processing affects the RLC circuit. A195

microcontroller, programmed to show intermittent processing, was included in the circuit’s196

closed-loop path. As we shall see, the intermittent processing led to distortion on the197

oscillating signal, yet the result of Theorem 2.4 guarantees the circuit’s robust stability.198

More details about the experiments are given in the sequence.199

9



3.1. Modeling and identification of the RLC circuit200

Let x(t) ∈ R
2, ∀t ≥ 0, be the continuous-time representation of the RLC circuit (see201

Fig. 2), where x[1](t) and x[2](t) denote the current in the inductor L and the voltage in202

the capacitor C, respectively. Let u(t) ∈ R be the circuit input (Volts) and let y(t) =203

x[2](t) ∈ R be the circuit output (Volts). A circuit analysis allows us to model the RLC204

circuit as (e.g., [13, 37])205

dx(t)

dt
=

[
− R1R

L(R1+R)
− 1

L
1
C

0

]

x(t) +

[
R

L(R1+R)

0

]

u(t), ∀t ≥ 0. (17)

For identification, we applied voltage steps in u(t) and compared the experimental data206

with the simulation data, see Fig. 4. In the simulation, we assumed that the capacitor and207

resistors had the values informed by their manufacturers, which are C = 0.1 µF, R1 = 10Ω,208

and R = 150Ω. The inductor was constructed manually, and its inductance was measured209

and had a value of L = 1.54mH.210

According to their manufacturers, the resistors and capacitors comply with ±5% tol-211

erance. It means that the exact values of R1, R, and C are uncertain. Consequently, we212

can interpret the system (17) as an uncertain system. In addition, these component values213

are bounded, which means that we can convert the uncertain system into a polytopic sys-214

tem. To advance our analysis, we convert that polytopic version of (17) directly into its215

discrete-time counterpart, as follows. We combine the extreme values of the components216

with the zero-order hold in (17) to obtain (with sampling time fixed at 1.5 microseconds)217

x(k + 1) =

[
a11(α) a12(α)
a21(α) a22(α)

]

︸ ︷︷ ︸

A(α)

x(k) +

[
b1(α)
b2(α)

]

︸ ︷︷ ︸

B(α)

u(k), ∀k ≥ 0, ∀α ∈ ∆, (18)

where the vertices a
(n)
11 , . . . , a

(n)
22 , b

(n)
1 , b

(n)
2 , n = 1, . . . , 8, are given in Table 1. The system218

output is219

y(k) = [0 1]x(k), ∀k ≥ 0.

3.2. RLC circuit with intermittent closed-loop path220

The RLC circuit with an intermittent closed-loop path was built in laboratory, see Fig.221

5. As can be seen, the RLC circuit received the command input u(k) from the driver (for222

the sake of completeness, we present the driver’s schematic in Fig. 8, Appendix). The223

driver was fed by the signal e(k), and oscilloscope measurements indicated that u(k) =224

3e(k)+ 2.6 (Volts), see Appendix. The signal e(k) was generated by an analog differential225

amplifier. This amplifier was built with an op-amp LM358 and had the unique purpose of226

subtracting the signal generated by the microcontroller from the signal r(k) generated by227

a voltage-step source. The microcontroller used in the experiments was an Arduino Due228

(with sampling time programmed to be 1.5 milliseconds).229

Remark 6. The only task of the Arduino Due was to implement the on-off switch (see Fig.230

5). This switch opened and closed the feedback path in a random way. That is, the amount231
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Figure 4: Data used in the identification of the RLC circuit. The simulation data (gray) approximate the
experimental data (black).

of time for which the switch remained either on or off was programmed to follow a Markov232

chain, as follows. Recall that the interarrival process {θ(i)} (with θ(i) = ki+1− ki) follows233

a Markov chain with probability transition P. The arrival times k0 < k1 < · · · < ki < · · ·234

were generated into the Arduino Due by an algorithm that took random samples based235

on P (to be defined in the sequence). As a result, the Arduino Due generated the samples236

of the arrival times δ(k), which equals (see Fig. 1)237

δ(k) =

{

0, if k = ki,

k − ki, if k ∈ (ki, ki+1).

When the switch was ‘on’, the output became available instantaneously to the driver.238

But when the switch was ‘off’, the microcontroller transmitted the last output available.239

In formal terms, the signal e(k) equals240

e(k) =

{

r(k)− y(k), if k = ki,

r(k)− y(ki), if ki < k < ki+1,

where ki represents the i-th occasion in which the switch visited the ‘on’ mode and r(k)241

denotes a reference signal. The switch was programmed to follow a homogeneous Markov242

chain with probability matrix defined as243

P =

[
030×90 I30
090×30

1
90
U90

]

∈ R
120×120

where I30 ∈ R
30×30 represents the identity matrix and U90 ∈ R

90×90 represents the matrix244

containing all of its entries equal to one.245

Finally, we can combine the definitions mentioned above, together with (18), to attain246

the model representing the RLC circuit with intermittent closed-loop path. It reads as247

x(k + 1) = A(α)x(k) + B(α)Cx(k − δ(k)) + d(α, k), ∀k ≥ 0, α ∈ ∆, (19)

11
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Figure 5: RLC circuit under intermittent closed-loop path. The driver amplifies the signal e(k) and feeds
the RLC circuit through u(k). The microcontroller acts as an on-off switch. The amount of time for which
the switch remains either on or off depends on a Markov chain.

where C = [0 − 3], and the rightmost term of (19) equals248

d(α, k) := B(α)(3r(k) + 2.6) + w(k).

The Gaussian noise w(k) ∈ R
2 was included to account for real-time noise observed in the249

measurements.250

3.3. Statistical analysis251

Define the robust matrix A(α) as in (11) with parameters as in (19). Now, we can252

claim that the inequality253

sup
α∈∆

ρ(A(α)) < 0.95 (20)

is likely to be true under a high probability. Indeed, we took n0 = 7.5 × 105 samples
from ∆, uniformly distributed, and obtained p̂n0(0.95) = 1 from (15). It then follows from
Proposition 2.5 that the probability

p(0.95) = P [ρ(A(α)) < 0.95]

lies within the interval [0.998, 1] with chance of occurrence of more than 1 − 2 exp(−2 ×254

0.0022×n0) = 0.995. This statistical outcome suggests that the inequality in (20) is likely255

to be true, which implies that the system (19) is likely to be robust second-moment stable256

under a high probability.257

3.4. Experiments for the RLC circuit in closed-loop258

The reference signal r(k) in Fig. 5 is a square wave oscillating between 0V and 3.8V.259

The step-up from 0V to 3.8V and the step down from 3.8V to 0V form what we call pulse260

step. Pulse steps were adjusted to occur at the 500Hz frequency.261

Experiments were then carried out in the laboratory, and a sample is depicted in Fig.262

6. The experimental data indicate that the oscillating signal from the RLC circuit became263

distorted due to the intermittent closed-loop path.264

We became interested in checking the role of distortion upon the circuit through more265

experiments. Two-hundred pulse steps were then applied in the circuit. The experimental266

data indicate that the circuit was stable, even though distortion persists, see Fig. 7. This267
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Figure 6: Experimental data from the RLC circuit with a closed-loop path. Curves on the left side
represent the closed-loop path working continuously (the switch remained ‘on’ all the time). Curves on
the right represent the case under an intermittent closed-loop path. The distortion appears in this case,
as indicated in the picture.

experimental evidence confirms the result of Theorem 2.4 and Proposition 2.5, as statistical268

data suggested that the circuit be robust second-moment stable under a high probability269

(see Section 3.3).270

In summary, the experiments of this section confirm the usefulness of Theorem 2.4,271

together with Proposition 2.5, for real-time applications.272

4. Concluding remarks273

This paper has shown a spectral-radius condition that characterizes the robust second-274

moment stability of linear stochastic systems subject to packet loss. The idea is that275

packets are lost due to transmission failures. We have assumed that the packets-loss276

process follows a Markov chain, as suggested in [45]. We then show that our approach277

n a
(n)
11 a

(n)
12 [×10−4] a

(n)
21 a

(n)
22 b

(n)
1 [×10−4] b

(n)
2 [×10−3]

1 0.9835 -9.6712 14.18 0.9930 9.0668 6.4941
2 0.9828 -9.6688 15.67 0.9923 9.0645 7.1770
3 0.9836 -9.6715 14.18 0.9930 9.0078 6.4518
4 0.9828 -9.6691 15.67 0.9923 9.0050 7.1301
5 0.9844 -9.6754 14.19 0.9930 9.1250 6.5349
6 0.9836 -9.6730 15.68 0.9923 9.1227 7.2219
7 0.9844 -9.6756 14.19 0.9930 9.0709 6.4961
8 0.9837 -9.6732 15.68 0.9923 9.0687 7.1790

Table 1: Entries of the vertices of the uncertain, discrete-time system (18).
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Theorem 2.4.
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Figure 8: (Appendix). Schematic for the electronic driver. It was used in the laboratory described in
Section 3.

expands the results in [40, Thm. 1] and in [45, Thm. 9] to cope with robustness (see278

Remark 5 in connection).279

A drawback of the robust approach is that it requires evaluating the spectral radius280

of a matrix that depends on both A(α) and B(α), for all α ∈ ∆, specially for high-281

dimensional systems. To the best of the authors’ knowledge, there is no efficient tool to do282

that evaluation. For this reason, and motivated by the paper’s RLC circuit application,283

we have decided to convert the robustness problem into a probabilistic problem, called284

randomized approach [7]. As for the randomized approach, we select N samples from285

∆ and calculate their corresponding statistics. The statistics allow us to calculate the286

probability in which the spectral radius satisfies the desired condition. In other words, we287

14



have developed a strategy that assures the system is robust second-moment stable under288

high probability. However, more research into robust stability is still necessary because289

our probabilistic approach does not give a definitive (i.e., deterministic) answer to the290

stability problem.291

We have seen that the paper’s finding is useful for applications. The paper shows lab-292

oratory experiments that included an RLC circuit under a closed loop. The aim was to293

check how oscillating signals become distorted under an intermittent closed-loop path. A294

packet-loss process was introduced in the closed-loop to produce that intermittent behav-295

ior. Experimental data confirmed that the RLC circuit was stable even under distortion,296

evidence that agrees with the theoretical findings.297

Appendix298

The driver schematics of Fig. 8 was mounted in a laboratory. The driver was used in299

the control scheme shown in Fig. 5. Analyzing the circuit of Fig. 8, we can conclude that300

the voltage input and output, say Vin and Vout, follow the next relation:301

Vout =

{

c+ 4.3Vin, if Vin > 0,

0, otherwise,

where c > 0 is some constant that depends on both the voltage across the diode 1N4148 and302

the internal voltage reference of the regulator LM350T. Oscilloscope measurements made303

in the laboratory indicated that Vout = 2.6+3Vin. Notice that the constant multiplying Vin304

differs from that of the circuit analysis, possibly due to a mismatch of values in components.305

This experimental finding allowed us to conclude that driver shown in Fig. 5 can be306

represented as u(k) = 2.6 + 3e(k) because e(k) = Vin was positive for all experiments.307
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