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Abstract—Introducing advanced functionalities in safety-critical systems requires using more powerful architectures such as GPUs. However software in safety-critical industries is subject to functional certification, which cannot be achieved using standard GPU programming languages such as CUDA and OpenCL. Fortunately, GPUs are already used in certified critical systems for display tasks, using safety-certified solutions such as OpenGL SC 2.0.

In this paper, we compare two state-of-the-art graphics-based methodologies, OpenGL SC 2.0 and Brook Auto/BRASIL for the implementation of a prototype avionics case study. We evaluate both methods on a realistic industrial setup, composed by an avionics-grade GPU and a safety-certified GPU driver in terms of development metrics and performance, showing their feasibility.

I. INTRODUCTION AND STATE-OF-THE-ART

Due to their critical nature, safety-critical computing systems use legacy hardware, designed more than a decade ago. Inevitably, their performance capabilities are very limited and cannot keep up with the demand for advanced functionalities.

Recent safety-related innovations in avionics include computationally intensive tasks such as automatic take-off and flights [4] [2], which require high performance architectures such as GPUs. However, the use of a GPU in critical systems as a general-purpose computational element creates several safety-related certification issues, which the regulatory bodies and the avionics industries alike are not yet ready to address.

Although each safety-critical domain has different requirements, most safety critical systems share some common characteristics. These systems are programmed using safe subsets of the C language such as MISRA C [10]. One of the most important restrictions found in these systems is related to the use of low level memory manipulation, such as pointers and dynamic memory allocation. This is imposed by both language subsets and safety standards such as the DO-178 [11] used in avionics, especially in the highest criticality software level, DAL-A, in which the systems in control of the aircraft belong.

Analysis of GPU programming languages like OpenCL and CUDA, has revealed that they are incompatible with software certification in the automotive domain [8] – a less stringent domain than avionics – since their programming model relies on the use of explicit memory manipulation. Unless there is a change in the regulatory basis, which is a very slow process especially in avionics, this serious issue prevents the use of GPUs for computing in safety critical production systems.

On the other hand, safety critical systems already rely on GPUs for critical information visualization. Modern cars feature dashboard displays instead of traditional gauges for fuel, speed and engine information. In aviation, glass cockpits featuring LCD screens have replaced analog navigation instruments and LED indicators, while latest generation aircraft feature touch screens [1] [3] for both display and input. These displays are driven by avionics-grade GPUs, which comply with the hardware requirements imposed by the corresponding certification guidelines [5] for airborne electronic hardware.

On the software side, these GPUs use safety critical graphics APIs specifically designed to comply with the requirements of the highest criticality levels of these systems, as described in their certification standards, like the DO-178 in avionics and ISO 26262 in automotive. More concretely, Khronos’ standards OpenGL SC 1.0 and 2.0 – where SC stands for ”safety critical” – define a subset of the OpenGL ES 1.0 and 2.0 respectively.

The existence of a safety-certified programming method for GPUs, enables the use of graphics-based general-purpose computing techniques explored extensively by research works in the 2000s [7] before CUDA and OpenCL, adapted to use embedded APIs [12]. Alternatively, general-purpose GPU languages which automatically generate OpenGL ES 2.0/SC 2.0 code have been developed and shown as appropriate solutions for safety critical GPU programming certification for the automotive domain [8] [9]. These languages, Brook Auto and BRASIL, implement a subset of the Brook language [6], whose implementation address certification and tool qualification needs respectively, according to the ISO 26262 standard.

In this work we assess the feasibility of these two academic proposals in an industrial context. We implement a prototype avionics application in both programming methodologies and we evaluate their development effort and their performance.

II. PROTOTYPE AVIONICS CASE STUDY

Our prototype avionics application models a safety critical scenario of vision-based navigation in which the aircraft to perform a rendez-vous with another object in mid-air. For confidentiality reasons we can only provide a high-level description of the application. The application consists of two parts, one graphics-based (visualization) and one compute-based, in which general purpose computation is applied. The visualization part displays a 3D model of the aircraft for situational awareness. The general purpose computation part processes an 1920×1080 color image obtained from a camera and performs the necessary image analysis calculations for identifying the exact position of the rendez-vous object. The result is also displayed on a screen with resolution 1280×720 and refresh rate 60Hz.

We implement the visual part in OpenGL SC 2.0 and the general purpose computation part in both OpenGL SC 2.0 following the method of [12] as well as in Brook Auto/BRASIL, using the open source implementation of [8] [9]. The applica-
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tion is executed on an avionics-grade GPU, AMD E8860 using a commercial safety-critical certified OpenGL SC 2.0 driver.

III. EVALUATION AND CONCLUSIONS

We compare the two GPU computing methodologies in terms of development metrics and performance. Both versions produce bit-identical results and achieve the required functionality of the application, both in terms of functionality and performance, showing the feasibility of the evaluated methodologies.

Development Metrics: Table I shows the comparison between the OpenGL SC 2.0 and Brook Auto/BRASIL versions in terms of development productivity. The development time of the full OpenGL SC 2 application version required 17 days and approximately 1400 lines of code (LOC). The compute part of the application took more than half of the development time of the OpenGL SC 2 version and accounted for 85% of its code. This increased effort is expected since performing computations in graphics APIs by using the methods of [12] is much more complex to develop and debug than performing graphics operations such as visualization tasks.

On the other hand, the Brook Auto/BRASIL version of the general purpose compute part, was performed in 3.5× less time than the corresponding OpenGL SC 2.0 implementation, without any prior knowledge of the language and the same functionality was achieved with 7.5× less amount of code.

It is important to note that the overall cost reduction expected in an industrial environment is much larger that the reduced development cost, especially in the safety-critical domain, in which verification and certification accounts for the largest portion of the production cost. In particular, less amount of written code is translated to fewer bugs, faster debugging and faster verification and certification, since all of them scale linearly with the code size and programming language complexity.

Performance: Both versions meet the refresh rate of an avionics display, which is 60 frames per second (FPS), showing that they are both appropriate for our application. However, in order to get insights for the different trade-offs and performance under extreme conditions for each version, we performed the same experiments also with vsync disabled, so that the performance of the GPU implementation is not limited to the screen refresh rate. The detailed results are shown in Figure 1.

First we compare the performance of the full application. The OpenGL SC 2.0 version achieves 2800 fps compared to the full application with Brook Auto/BRASIL implementation of the compute part which achieves 1500 fps, so both implementations exceed by far the display refresh rate. However, the later version requires an additional GPU operation to draw the result of the compute part on the screen. Adding this additional GPU operation in the full OpenGL SC 2.0 provides 1600 fps, which shows that the overhead of Brook Auto/BRASIL is quite small.

If we compare only the compute parts of the applications, the OpenGL SC 2.0 version achieves a very high performance of 4500 fps, while Brook Auto/BRASIL achieves 2500 fps. This reason is that the safety-critical driver we use is very latency optimised, pronouncing the overhead of BRASIL. We can see this if we execute the application on top of the stock Catalyst driver from AMD (last 3 bars of Figure 1): the difference of Brook Auto and the manual OpenGL ES 2 compute version is minimal. This is also evident from the fact that the full application in OpenGL ES 2 using the AMD driver has almost half of the performance of the full application in OpenGL SC 2 using the safety-critical driver, and slightly lower performance than the full application in BRASIL and OpenGL SC 2.0.

We conclude that both general-purpose computing methodologies can enable the certified use of GPUs in critical domains and can satisfy the performance requirements of advanced functionalities. Although manual implementation on OpenGL SC 2.0 can achieve higher performance, Brook Auto/BRASIL can provide a significant improvement in development effort.

ACKNOWLEDGMENTS

This work was funded by the Airbus TANIA-GPU Project ADS (E/200). It was also partially supported by the Spanish Ministry of Economy and Competitiveness under grants PID2019-107255GB and FJCI-2017-34095 and HiPEAC.

REFERENCES


---

<table>
<thead>
<tr>
<th>Programming language</th>
<th>OpenGL SC 2 (general-purpose compute)</th>
<th>OpenGL SC 2 (general-purpose compute)</th>
<th>Brook Auto/BRASIL (general-purpose compute)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Development time (days)</td>
<td>17</td>
<td>9</td>
<td>2.5</td>
</tr>
<tr>
<td>LOC (approx)</td>
<td>1400</td>
<td>1200</td>
<td>160</td>
</tr>
</tbody>
</table>

Fig. 1. Comparison between frames per second (FPS) performance of the different application versions without vsync on the AMD 8860 avionics GPU.