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Abstract
This paper proposes a finite element model implemented in ANSYS using Lagrangian formulation to assess heat generation and 
friction dynamics of a friction stir welding process on AA2024-T3 aluminum plates. For that aim, the model is enriched by 
estimating a temperature-dependent friction coefficient using theoretical relationships, and by considering a temperature-
dependent multilinear isotropic hardening equation as a plasticity model representing the material. Both quantitative determina-
tions are confirmed through experimental data collected on the real material. Finally, the contact conditions are modeled using the 
modified Coulomb criterion. The results of the model are in agreement with actual results observed on experimental applications. 
The study proves that the rotational speed of the tool is the most determinant factor in the results. As it rises, the friction-generated 

heat flow is higher. This study shows that the compressive stress-strain da

D

ta in strain rate of 10s−1 is a good approximation of the 

plasticity behavior of aluminum alloy during the friction stir weldin

E

g.
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24 1 Introduction

25 As a novel solid-state joining technique, friction stir welding
26 (FSW) has earned great interest for many researchers during
27 the last years. Indeed, the weld seam produced by FSW is free
28 of many defections which are common in fusion welding for
29 aluminum alloys, like hot cracking (HC) or stress corrosion
30 cracking (SCC). Furthermore, the low residual stress present
31 in the material after applying this method, compared with
32 other welding processes has led it into wide acceptance in
33 the fabrication of structures requiring high strength-to-
34 weight ratio [1, 2].

35During the first stage of FSW, a rotating tool slowly
36plunges into the contact surface of two plates which are firmly
37clamped on the milling machine’s vice until the shoulder of
38the tool touches the upper surfaces of both plates and the
39generated heat softens the materials. During the second phase,
40the rotating tool moves along the plates with traverse speed
41(Fig. 1). While moving, the tool forges the materials by creat-
42ing a permanent joint [3]. Of course, the scope of application
43of FSW in terms of testing on various materials [4–8] and
44implementation routines [9, 10] is changing and improving.
45Since the invention of FSW, several researchers have
46performed many studies to understand the characteristics
47of material’s flow around the welding tool, to estimate heat
48generation and heat loss, and to interpret microstructural
49observations. Some of them have succeeded in tackling
50with the mentioned issues by applying specific simplifica-
51tions. However, because of the many variables involved in
52this process, the information obtained from experimental
53tests is very limited, and a lot of welding tests are needed to
54fully understand the process itself [11]. Due to time con-
55sumption and other disadvantages, the necessity of intro-
56ducing a comprehensive numerical model covering the ef-
57fective temperature-dependent properties and contact states
58in the FSW process, has motivated the development of the
59works included in this paper.
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60 In FSW, the temperature distribution inside the workpiece
61 is of utter importance, as it affects the thermal stress during
62 and after the process. The stress and strain fields are originated
63 in thermal and mechanical stresses exerted to the joint during
64 the welding process and are responsible for the residual stress
65 and the displacement fields, that can eventually result in the
66 final distortion of the weld joint [12]. That is why many re-
67 searchers have been working on the modeling of heat transfer
68 during FSW to estimate the heat and temperature distribu-
69 tions. The challenge in tackling this issue is managing the high
70 number of parameters implicated in the process.
71 The main sources of heat generation during FSW are dual.
72 The first one is the friction between tool and plates. Secondly,
73 the heat that is generated by plastic deformation. For that
74 reason, some researchers have tried to utilize a moving heat
75 source to obtain final temperature distributions, by decoupling
76 both phenomena [13, 14]. But because the mechanism impli-
77 cated in FSW are fully coupled, i.e., the energy generation is
78 related to material flow and contact condition and vice versa
79 [15], a thorough simulation should include material flow and
80 state condition in direct couple analysis.
81 On the other hand, the contact condition between the tool
82 and workpiece is described by two parameters, namely the
83 frictional coefficient and slip rate. In previous research works,
84 some models of heat generation just considered the sliding
85 friction assuming constant friction coefficient and therefore
86 neglecting the influence of material flow [16–19]. Colegrove
87 and Shercliff suggested 2-D axisymmetric model and consid-
88 ered sticking over a reduced radius below the shoulder to
89 represent slipping near the shoulder periphery by assuming
90 constant friction coefficient [20, 21]. Ulysse [22] only consid-
91 ered plastic deformation as the unique heat source, i.e., a full

92sticking condition was assumed. Heurtier et al. [23] consid-
93ered two heat generation ways form, namely sliding or stick-
94ing, but the authors developed an uncoupled model because
95modeling the combination of these sources is complex. In the
96meantime, some experts utilized an Arbitrary Lagrangian
97Eulerian (ALE) approach at local scale to model the plastic
98deformation [24] and thermal analysis [25] at a constant
99Young’s modulus, conductivity and special capacity. A good
100correlation was found with the real experimental results, al-
101though this approach did not cover the interactions at the con-
102tact surface comprehensively (for example, they did not con-
103sider the maximum temperature-dependent shear stress at the
104contact surface). Meyghani et al [26] applied a temperature-
105dependent Young’s module to improve the accuracy of result
106at stirring zone using the ALE approach.
107Most simulations in the literature considered the Johnson-
108Cook (JC) model or elastic-viscoelastic model as plasticity
109model in aluminum alloys. Some researchers [20, 21] used
110the equation was proposed and modified by Sheppard and
111Wright to describe the flow strength of aluminum alloy which
112overestimated flow stress compared to the experimental data.
113However, many researchers have shown that these models,
114especially the JCmodel, deviate from the actual plastic behav-
115ior at high temperatures. For that reason, further research led
116to introduce in the model more accurate constitutive equations
117[27–30]. At sight of the variety of modified constitutive
118models used previously, it seems that applying a
119temperature-dependent plastic model based on experimental
120data is more reasonable.
121As it was mentioned above, the main source of heat genera-
122tion is derived from friction between tool and plates. That is why
123one of the most challenging issues in FSW is the estimation of

Fig. 1 Display of FSW process
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124 friction as a function of temperature. Many authors suggested a
125 constant friction coefficient within the range of 0.3–0.5 [15–17].
126 Mijajlovic et al. [31] introduced a relation based on tangential
127 and axial forces (from experimental work) for the estimation of
128 constant friction coefficient. Su et al. [28] proposed an improved
129 method simultaneously slip rate and friction coefficient.
130 Meyghani et al. [32] also developed a finite element model
131 (FEM) by calculating the temperature-dependent friction coeffi-
132 cient, assuming that the shear stress ratio between the shoulder
133 and pin side is constant within the process.
134 In this study, a three-dimensional model is proposed to
135 overcome the main drawbacks of past models presented
136 above, in order to investigate the temperature distribution
137 and heat generation dynamics. More specifically, it presents
138 the following characteristics:

139 1. Applying a temperature-dependent multilinear isotropic
140 hardening model in direct couple analysis, which includes
141 yield Stress, the Young’s Modulus and flow stress vary-
142 ing with temperature based on experimental data to im-
143 prove plastic behavior.
144 2. Utilizing a temperature-dependent frictional coefficient
145 considering a variable ratio of shear stress at the shoulder
146 to the pin. In calculating this parameter, the effect of the
147 slip rate is taken into account. Temperature-dependent
148 friction coefficients were estimated at any rotational
149 speed.
150 3. Using the Lagrangian approach to investigate FSW,
151 which is free of subsequent remeshing (compared with
152 ALE resulting temperature gap at the stirring zone) within
153 the process. This approach makes possible to describe
154 complicate interactions at the contact surfaces and inves-
155 tigate the tool and workpiece of FSW at the global level.

156 The combination of the three previous descriptors consti-
157 tutes the main novelty introduced by this investigation and the
158 works presented in this paper. Developing a successful FSW
159 model is of utter importance for strategic manufacturing sec-
160 tors where the optimization of process parameters constitutes
161 the main driver of excellence.

162 2 Materials and experimental methods

163 2.1 Experimentation

164 The improved method to estimate the friction coefficient be-
165 tween the FSW tool and the material requires input parameters
166 such as axial load and torque. For that reason, experimental
167 tests were conducted to record these parameters during the
168 process, considering the effect of two main process descrip-
169 tors: rotational speed and tool traverse speed (welding speed).
170 The recording of these parameters during actual Table 1

171represents the testing conditions performed to estimate the
172friction coefficient. They were planned by following a 2-
173level factorial experimental design with two variables with a
174center point was used to guide the experiment method, as
175shown in Table 1. It allowed us to define a special parameter
176named weld pitch, that is, the ratio of the tool traverse speed to
177the rotational speed. Using this parameter, the influence of
178each speed would be investigated independently.
179The experimental outline is shown in Fig. 1. The plates
180were fabricated in AA2024-T3 aluminum alloy of 3 mm
181thickness, 80 mmwidth and 100 mm length. A tool with taper
182pin was used. The height of the pin is 2.7 mm and the pin
183diameter at the top and the tip are 5.5 mm and 4.5 mm respec-
184tively. The diameter of shoulder was 14 mm. The tool was
185made up of Tungsten carbide with:

Density; ρ ¼ 15000
Kg
m3

; Young
0
s Modulus;E ¼ 630 GPa;

Coductivity; k ¼ 85
W
mK

; Poisson ratio; υ ¼ 0:24;

and Specific heat;C ¼ 280
J

kg:K

186187
188

189The experiments were conducted in a milling machine
190LAGUN MC600 with maximum power of 5 kW. The forces
191experimented by the samples derived from the process were
192measured with a dynamometric table of forces Kistler type
1939129AA. For data acquisition, a multichannel charge amplifi-
194er type Kistler 5070 and DynoWare type 5697A were used.
195The sampling rate was set to 50 Hz. Since the torquemeasured
196by the system changes as the tool moves transversely due to
197the fact that the relative distance to the sensors changed ac-
198cordingly, a MATLAB script was programmed to recalculate
199the real torque M, for each position of the tool (Eq. (1))

M t�ð Þ ¼ f x4þ3− f x1þ2

� �
bþ f y4þ1− f y3þ2

� �
vt�

þ 0:012*f y4þ1

� �
− 0:054*f y3þ2

� �
ð1Þ

200201where t× is difference between time and start time, v is welding
202speed, fi is output from corresponding channel, and b is a
203geometrical parameter of the dynamometric table (half of

t1:1Table 1 Experimental design during FSW

t1:2Test Rotational speed (min-1) Welding speed
(mm/min)

t1:31 550 20

t1:42 550 40

t1:53 825 30

t1:64 1100 20

t1:75 1100 40
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204 lateral distance of two parallel channel) equal to 50.5 mm
205 (Table 2Q2 ).
206 Measuring the temperature at certain points has been used
207 as a verification between the FEM model and experimental
208 results. With that aim, six K-type thermocouples along with a
209 Pico data logger type TC-08 were applied in which sampling
210 rate was set to 60 Hz. The Fluke 62 MAX IR thermometer is
211 used for measuring temperature near the tool (Fig. 2).

212 2.2 Temperature-dependent plasticity model

213 Common constitutive equations for flow stress in friction stir
214 welding are function of strain and strain rate and temperature,
215 which are strain-independent at high temperatures. Studies
216 showed that at the tool-workpiece interface, the temperature
217 is located between 0.6Tm and 0.9Tm [33]. And the strain rate
218 was estimated between 10 and 100s-1 by relating the grain size
219 with the Zener-Hollomon parameters [34, 35]. On the other
220 hand, some authors [36–38] claimed the range of strain rate
221 during aluminum alloy FSW is lower than 10s-1. In order to
222 the study of plastic deformation behavior of friction stir
223 welded aluminum alloy 2024 Zhang et al. considered stress-
224 strain curve aluminum alloy in different strain rate level of
225 0.01 to 10s-1 [39].

226The study of flow stress for hot deformation of Al2024-T3
227shows that the range of flow stress for strain rate of 10 to
228100s-1 at high temperature (more than 350° C) is not signifi-
229cantly different but these experimental data have some devia-
230tions from the stress predicted by the common models (like
231Johnson-Cook and Arrhenius-type) [30].
232Using flow stress experimental data for Al2024-T3 [39]
233and compressive strain-stress curves for Al2024 alloy in dif-
234ferent temperature and strain rate of 10s-1 [30] temperature-
235dependent compressive stress-strain curves for Al2024-T3 in
236strain rate of 10s-1 was derived (Fig. 3).
237The adopted curves coverYoungmodulus (20-73.1GPa), elas-
238tic strain (0.001–0.0045) and yield stress (86-345MPa). In this
239study, a model is presented that satisfies both the experimental
240flow stress data during FSW process and fully covers the elastic
241behavior of the material. In this work, temperature-dependent
242multilinear isotropic hardening is used as plasticity model and
243uses stress-strain curves in Fig. 3. It is capable of simulating
244elastic, plastic, large strain, and large deformation [40].
245In addition to the hardening rule (according to mentioned
246strain and stress curves), two distinct criteria have been used to
247determine this plasticity model: 1- flow rule 2- yield criterion.
248Flow rule determines the increment in plastic strain from the
249increment load. associative flow rule is used as follows:

t2:1 Table 2 Chemical composition of workpiece AA2024-T3

t2:2 Element Si Fe Cu Mn Mg Cr Zn Ti Al

t2:3 Weight% 0.13 0.5 4.8 0.72 1.41 0.1 0.07 0.15 balanced

Fig. 2 (a) Photograph and (b)
schematic of plates, fixture,
detective force, and
thermocouples used in the FSW
processQ3
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dεpf g ¼ dλ
∂G
∂σ

� �
ð2Þ

250251 where dεp is increment in plastic strain, dλ is the magnitude of
252 plastic stain increment, G is plastic potential and σ is stress.
253 The Von misses yield criterion applied in this current study as
254 a yield criterion as follows [41]:

f σe−σy
� � ¼ 0 ;

σe ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3

2

�
σ : σ−

tr σð Þ2
3

s � ð3Þ

255256
257

258 Other thermo-physical and structural properties of alumi-
259 num alloy 2024-T3 used in the simulation are presented in
260 Table 3.

2612.3 Estimation of temperature-dependent friction
262coefficient

263Determining the variation of the friction coefficient with the
264temperature is an ambiguous issue. Researchers have made
265efforts to overcome this challenge, by considering different
266strategies. For instance, taking a constant value of 0.3 for the
267steel-aluminum contact [15–17], making an approximation of
268a constant value based on an experimental relation [31], de-
269fining friction coefficient as a function of angular velocity and
270slip factor [46] or by making assumptions like considering a
271constant value of the axial pressure or of the shear stress ratio
272throughout the process to introduce a range of temperature-
273dependent friction coefficient [32].
274In this study, an improvedmethod, which is independent of
275the above assumptions and is based on empirical data and

Fig. 3 True stress-strain diagram
of the aluminum alloy at strain
rate of 10s-1

t3:1 Table 3 AA2024-T3 structural
and thermo-physical properties
[42–45]

t3:2 Structural properties

t3:3 Density, ρ 2780 kg/m3 Poisson′s ratio, υ 0.33

t3:4 Thermo-physical properties

t3:5 Temp. 25°C 100°C 200°C 300°C 400°C

t3:6 k (W/mK) 121.8 134.9 151.2 172.2 176.4

t3:7 C (J/kg K) 921 921 1047 1130 1172

t3:8 α (10-6 K-1) 22.5 22.9 23.8 24.7 24.7

t3:9 Temp. 25 0C 100°C 149°C 190°C 260°C 316°C 371°C 400°C

t3:10 E (GPa) 73.3 71 68.2 64.8 58 49.6 35.8 28
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276 accepted theoretical relationships, is proposed to estimate
277 temperature-dependent friction coefficient. It is based on con-
278 sidering the dimensionless variable named contact state vari-
279 able δ, obtained by dividing the velocity of workpiece by the
280 velocity of the FSW tool. When compared to the yield shear
281 stress of the material at temperature T (τy(T)), it defines the
282 regime in the FSW [2].
283 During FSW, sliding and sticking appear simultaneously in
284 the interface between the tool tip and the surface and δ is
285 located between zero and one [2]. Given such a result, Sue
286 et al. reached an analytical relationship to compute δ and μ
287 friction coefficient as explained in Eq. (4) [29]:
288

δ ¼ S1−S0 sin α
1−sin αð Þτ y

μ ¼ S0−S1
1−sin αð ÞP0

* 1−δð Þ
ð4Þ

289290 where α is the angle of the pin with the vertical, So is the shear
291 stress between the bottom of the pin and the shoulder with the
292 material, S1 is the shear stress derived from the pin side and the
293 material, and P0

∗ is the axial stress result from axial load, as
294 indicates Eq. (5):
295

P0
* ¼ Faxial

πRsh
2 ð5Þ

296297 where Rsh is the radius of shoulder, and Faxial is the maximum
298 axial force during the welding.
299 Let Ѱ be the shear stress ratio obtained by dividing So by S1,
300 this ratio is larger than 1, as the shear stress present between
301 the bottom of the tool and the material is always higher than
302 the one present at its lateral face. Sue et al, also demonstrated
303 that the acceptable range of Ѱ should be as Eq. (6) [28].

1 < Ѱ <
1

sin α
ð6Þ

304305
306

307 Many authors [2, 28] have shown that with decreasing
308 temperature, the yield shear stress at the contact increases.
309 As a result, slip rate reduces so that it would be zero (fully
310 sliding). At this time, according to Eq. (4), Ѱ is 1 (the lowest
311 value for Ѱ). On the other hand, they approved that by raising
312 temperature, the yield shear stress at the contact decreases.
313 Therefore, slip rate increases so that it would be 1 (fully stick-
314 ing). That is why Ѱ must reach its maximum so that the slip
315 rate gets maximum. Through these explanations, it can be
316 deducted that rising temperature reduces Ѱ, decreasing tem-
317 perature rises Ѱ.
318 The expression of the torque at the shoulder (Msh), pin
319 bottom (Mbot) and pin side (Mps) can be written as [2]:

M ¼ Mps þMbot þMsh ð7Þ

320321
322

323If the corresponding torques are estimated using the equa-
324tions presented in [2] then Eq. (7) can be reformulated as a
325linear relation as in Eq. (8):

AS0 þ BS1 ¼ M ð8Þ
326327
328

329A and B are two coefficients that reflect the geometrical
330characteristics of the tool, and can be calculated by Eq. (9):

A ¼ 2

3
π Rs

3−R1
3 þ R2

3
� �

B ¼ 2

3
π R2

2H þ 3R2H2tan αþ H3tan α3
� � ð9Þ

331332where H is the height of pin, R1 is the conical pin radius at the
333shoulder, Rs is the shoulder radius, R2 is the conical pin radius
334at the bottom.
335According to Eqs. (7) and (9), and the principle that as
336temperature increases, the ratio of stress Ѱ decreases, a de-

337scending linear for the ratio of S0 S1 was considered. The

338highest value of Ѱ assumed to be nearly 1
sinα (Ѱmin ~ 1

sinα at
339Tmin =25 °C) and another assumption is that the lowest value
340of Ѱ is closes to 1 (Ѱmin ~1 at Tmax =500 °C).
341By doing so, the maximum and minimum value of Ѱ, So,
342and S1 can be estimated (Fig. 4). It is expected that with in-
343creasing temperature (which is associated with decreasing
344yield stress), regimen sticking/sliding are more likely to occur
345at the tool/matrix interface [2]. Here the temperature of 500 °C
346is chosen as the temperature at which the regimen sticking
347prevail (Ѱmin ~1):

3481- Because the value of this temperature is roughly equiva-
349lent to 0.9 TM that is within the predicted range of 0.6 TM –
3500.9 TM.
3512- According to [20] near solidus temperature (502° C) sig-
352nificant softening will occur. It refers to empirical soften-
353ing regime located 450-500° C.
3543- Yielding Stress variations (with high strain rates) are low
355at temperatures above 450 to 500° C compared to tem-
356peratures less than 450 ° C [47].

357It is tried to suggest hypothetical distribution ofѰ in amanner
358that satisfies Eqs. (6–7). Inasmuch yielding shear stress as a
359function of temperature, changes at 8 levels, the range spanning
360from S1min to S1max is divided to 8 levels with a constant incre-
361ment. subsequently S0i and Ψi in a manner that satisfies Eqs. (8–
3629), are calculated at every level. Now eight of Ψi s with descend-
363ing sequence have been introduced as shown in Fig. 4.
364If Ψi (corresponding temperature is Ti) is the average of the
365shear stress ratio created by the tool, since the tool/workpiece
366interface experiences different temperature ranges at any time,
367average value of δ is δave i can be then calculated.
368As a result, the friction coefficient μavve i is determined
369averagely, according to Eq. (10):
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μave i ¼
S0i−S1i

1−sin αð ÞP0
* 1−δave ið Þ ð10Þ

370371
372

373 The process above is repeated for all Ψi s. For more clari-
374 fication of friction estimation, the above-mentioned trend has
375 been detailed in a programmable flowchart (Fig. 5). Keep in
376 mind that τyj (in Fig. 5) is the yield shear stress at the corre-
377 sponding temperature (strain rare is 10s-1 ).

378 2.4 Finite element model description

379 The heat transfer equation in static Cartesian coordinate sys-
380 tem can be written according to Eq. (11):
381

ρc
∂T
∂t

¼ ∂
∂x

kx
∂T
∂x

	 

þ ∂

∂y
ky

∂T
∂y

	 

þ ∂

∂z
kz

∂T
∂z

	 

þ Q̇g ð11Þ

382383 where ρ is density, c is specific heat, k is heat conductivity, T is
384 temperature, t is time, x, y, and z are spatial coordinates, and

385 Q̇g is rate of heat generation.

386 2.4.1 Heat generation during FSW

387 Let Qtot be the total heat generated during FSW. It is originat-
388 ed from two sources: frictional heating at the tool/work piece
389 interface (qf) and plastic energy dissipation due to shearing
390 deformation (qp).

391 Heat generated by friction Software ANSYS uses Eq. (12) to
392 calculate local heat generated by friction qf at the
393 tool/workpiece interfaces [40, 48].

q f ¼ FHTG� τ � γ̇ ; γ̇ ¼ vtool−vmatrix ð12Þ

394395where τ is the equivalent frictional stress, γ̇ is the slip rate, and
396FHTG is the thermal conversion efficient, that is, the frictional
397dissipated energy converted into heat and assumed to be 1.
398On the other hand, the weight factor for the distribution
399of heat between contact and target frictional heating energy
400is considered [40]. Previous works suggested that different
401fraction of total heat may conduct into the plates during the
402welding [17, 22]. In the current study, the weight factor is
4030.85. Selecting this calibration factor causes the tempera-
404ture at the contact surface of the pin at the end of the
405welding process to be equal with the maximum tempera-
406ture of the plate.
407Although some authors [49] claimed that pin and its shape
408influences material flow, here to prevent mesh distortion and
409save time solving the problem, the pin tool was not modeled
410[20]. Instead, its effect was added to the FHTG base value,
411taking into account that in the literature, it is stated that the
412ratio of heat generated from the pin (Qpin) to the whole pro-
413duced heat (Qtot) is between 5% to 20% [15, 16, 50]. In this
414study, 0.11 is considered, according to Riahi et al. [50].

415Heat generated during plastic deformation In a thermoplastic
416analysis, the stress equation of motion and heat flow conver-
417sation equation (first law of thermodynamics) are coupled by

418the plastic heat density rate q̇p defined as Eq. (13):

q̇p ¼ βẆp; Ẇp ¼ σf gT ˙εp
� � ð13Þ

419420where Ẇp is plastic work rate, {σ} is stress vector and ˙εp
� �

is
421plastic strain rate vector and β is fraction of plastic work rate
422converted to heating. This coefficient is function of strain and

Fig. 4 Estimation of S0max, S0min,
S1max, S1min, and Ψi s
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423 strain rate. Since for the FSW problem high strain and defor-
424 mation are present and hot deformation microstructures store
425 negligible energy, β was assumed to be 100% or unity [51].

426 2.4.2 Frictional stress at the contact and modified Coulomb’s
427 law

428 Although the effect of sticking/sliding is taken into ac-
429 count for the estimation of shear stresses S1, S0 and sub-
430 sequently the calculation of friction coefficient, the proto-
431 col used by the FEM software to estimate shear stress
432 during sliding condition is:

τ con ¼ μσ ð14Þ
433434 where μ is the friction coefficient (derived Eq. (10)) and σ
435 is the normal stress.
436 In this study to cover sticking and sliding condition,
437 Coulomb’s law will be modified. Since contact shear stress

438exceeding τy is not practicable, the modified Coulomb’s law at
439the contact conditions will be utilized as shown Eq. (15).

τ con ¼ μσ τmax < τy Tð Þ
τy Tð Þ τmax≥τy Tð Þ

�
ð15Þ

440441
442

443Eq. (15) as a contact rule is depicted graphically (Fig. 6).
444As was mentioned above, τy(T) is calculated with Eq. (3).
445Theses temperature-dependent shear yield stresses are defined
446at the contact surface and matrix (Table 4).

4472.4.3 Thermal boundary condition

448The frictional and plastic heat generated during FSW process
449propagates rapidly into remote region of the plates. On the top
450and side surfaces of the plates, convection and radiation ac-
451count for heat loss to the ambient. Conduction losses also
452occur from the bottom surface of the workpiece to the backing
453plate [14].

Fig. 5 Programmable flowchart to estimate temperature-dependent friction coefficient
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454 A temperature of 25°C is applied on the model as initial
455 condition as Eq. (16)

T x; y; z; toð Þ ¼ To ¼ 25 ð16Þ
456457 where T(x, y, z, t) is the transient temperature field which is
458 function of displacements (x, y, z) and time (t). T(x, y, z, t) is
459 the solution of the governing equation (Eq. (11)).
460 The boundary condition for heat exchange between the top
461 surface of the workpiece and the surroundings involves the
462 consideration of convective heat transfer (radiation for heat
463 loss was assumed to be negligible) and is given by Eq. (17):

−k
∂T
∂z

i
top ¼ ht T−T 0ð Þ ð17Þ

464465
466

467 In this research, 25W
m2 has been used for ht as heat transfer

468 coefficient. It should be noted that because fixture mechanism
469 used during the process (Fig. 7), provides a slight contact with
470 the top surface of the workpiece (compared to the integrated
471 clamp that constrained about 20 percent of each plate), ht will
472 be considered as a representative value for the whole top sur-
473 face. At the side surfaces of the workpiece, the same value of
474 heat transfer was considered. For the heat transfer between the
475 backing plate and bottom of workpiece, the artificial heat
476 transfer coefficient was considered as Eq. (18):

−k
∂T
∂z

i
bottom ¼ hb T−T 0ð Þ ð18Þ

477478

479The desired coefficient hb is as a function varying with
480temperature. The conductance coefficient between the back-
481ing plate and the workpiece is uncertain, as the large down-
482ward pressure below the tool will increase the actual area of
483contact at the interface and so increase the local rate of heat
484transfer [52]. In this study, in order to simplify the simulation
485and calibration of the temperature, the convection between the
486backing plate and bottom of the workpiece assumed to be

487constant and is 300W
m2

4882.4.4 Mechanical boundary condition

489During FSW, the top surface of the plates is fixed at four
490zones. A fixed zone can be represented as a bolt and nut fixed
491to the clamp. The boundary condition used for the FEM is
492represented by imposing that the displacement of these nodes
493is zero. (U = 0) (Fig. 7). On the other hand, the bottom surface
494of the raw material supported by the backing plate, were as-
495sumed to be fixed in the normal direction: Uz =0

4962.4.5 FEM simulation

497The simulation of FSW has been implemented on a commer-
498cially available FEM software ANSYS Mechanical APDL.
499Based on Lagrangian approach, a 3-D 20-node SOLID226
500element with coupled–field (structural-thermal) capabilities

t4:1 Table 4 Defining temperature-
dependent shear stresses at strain
rare of 10s-1 [30]

t4:2 Temp. 25 0C 100°C 250°C 300°C 350°C 400°C 450°C 500°C

t4:3 σy (MPa) 345 331 296 255 164 124 107 86

t4:4 τy (MPa) 199.18 191.1 170.8 147.2 94.6 71.5 61.7 49.6

Fig. 6 Modified Coulomb’s
criterion at the contact surface to
represent friction between the
FSW tool and the material
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501 was used. A hexahedral mesh to avoid mesh-orientation de-
502 pendency with dropped midside nodes was selected, because
503 quadratic shape functions lead to oscillations in thermal solu-
504 tion, leading to nonphysical temperature distribution. To re-
505 duce computation time, the regions away from the weld line
506 were modeled with a coarse mesh and a finer mesh has been
507 used in the proximity of the weld line (Fig. 7). For each plate,
508 number of divisions (NDV) is 30 with an aspect ratio (ASR) of
509 0.1 along the X axis. NDV is 44 and ASR is 1 along the Y axis.
510 Along the thickness (Z axis), NDV is 3 and ASR is 1. The
511 height of the tool is 25 mm and 0.0015 mm has been selected
512 as element size.
513 Contact element types CONTA174 and TARGE170 were
514 used to model the contact between the two plates. To achieve
515 continuous bonding and simulate perfect thermal contact be-
516 tween the plates, a high thermal contact conductance of 2 ×
517 106W/m2 °C is determined [40].Welding occurs after the tem-
518 perature of the material around the contacting surfaces ex-
519 ceeds the bonding temperature (TBN). At higher temperature
520 than the bonding temperature (approximately 70 % of the
521 workpiece melting point temperature), sticking appears and
522 so contacting surfaces remain joined permanently even after
523 plates get cold. In the current study, according to obtained
524 procedure (like shown in Fig. 5) at the strain rate less than
525 10 s-1, TBN is assumed to be 3500C. A standard surface-to-
526 surface contact pair using the same contact element is defined
527 between tool and workpiece. A low thermal contact conduc-
528 tance is specified for this contact pair because most of heat
529 generated transfers to the workpiece. The suggested value is
530 10W/m2 °C [40].
531 It should be noted that all required modifications in contact
532 elements have to be done in accordancewith Section 2.4.2 and
533 Section 2.3. Accordingly, this simulation includes a

534subroutine to implement the maximum shear stress at the con-
535tact and the friction coefficient as variables with temperature,
536to meet Coulomb conditions and heat generation distribution.
537Also, a pilot node is created at the center of the top surface of
538the tool in order to apply rotation and translation on the tool.
539Since the presence of a rigid tool under force axial may
540causes some difficulties about convergence and illogical re-
541sponse during the simulation, the tool and plates have been
542considered as deformable parts and the simulation has been
543done under axial displacement. Therefore, some indentation
544tests under axial forces of 10 and 13 KN were simulated sep-
545arately to estimate the maximum displacement of the pilot
546node. These values (Table 5) were used as input loads during
547the plunge/dwell stage in each corresponding FSW
548simulation.
549In the current study, according to a Lagrangian model, the
550whole FSW process has been simulated in three stages
551(Table 6).
552It Q4is worth mentioning that the plunge/dwell stage takes
55360 s practically, because rate penetration of 3 mm/min has
554been considered for all tests due to power limitations of the
555CNC machine. The full simulation of that stage is time-
556consuming along with a lack of convergence due to the com-
557plexity of heat generation. Therefore, time calibration is the

Fig. 7 Display of thermal and
mechanical boundary conditions
in FEM model

t5:1Table 5 Estimation of maximum displacement pertain to pilot node as
plunging load

t5:2Force (kN) Displacement (mm) Used in tests

t5:310 0.0616 tests (3,4,5)

t5:413 0.0811 tests (1,2)
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558 process that is necessary to implement when displaying FEM
559 and experimental results. Calibration is performed so that the
560 time reported by the thermocouple for a given point (when the
561 point experiences the maximum temperature) is coincident
562 with the time obtained by the FEM simulation for the same
563 point (when the temperature of that point is the highest).

564 3 Result and discussion

565 In order to show the robustness of the model, five weld sam-
566 ples with different welding parameters have been simulated.
567 These procedures are such a way that the effects of rotational
568 and welding speed on the temperature history and heat gener-
569 ation rate have been investigated.

570 3.1 Axial force and moment within the FSW process

571 Although in most studies, especially in simulations, the axial
572 force during FSW is assumed to be constant within the pro-
573 cess, it actually varies as can be seen in the temporal repre-
574 sentations of the axial forces for different tests show in Fig. 8.
575 At the beginning of the pin penetration into the tool, the
576 temperature is low. More pin penetration requires more axial
577 force because the pin is conical and each moment the
578 projected area in contact is increased until the axial force
579 reaches its maximum value. At this time, due to the heat gen-
580 erated by friction, the yield strength of the material decreases
581 and the material begins to flow beneath the pin and a sudden
582 drop in axial force occurs. As the pin penetrates, the shoulder
583 becomes involved, which increases the projected area in con-
584 tact in such a way that insufficient heat is provided to flow
585 material, thus increasing the axial force again. After a short
586 time, due to the pin rotation, the temperature rises again and
587 the material resistance decreases and at just this moment, the
588 linear motion of the pin occurs and because here heat gener-
589 ation created while the penetration is constant, the axial force
590 decreases. Themaximum value of axial load duringwelding is
591 considered as the axial force [28].
592 An average value of the torque during the welding (not
593 Plunge and Dwell) obtained from Eq. 1 was used. For each
594 tested condition, 4 replications were conducted for the sake of

595repeatability. These results have been detailed in Table 7. It
596shows that the higher tool traverse speed, the more torque
597needed. Meanwhile increasing rotational speed result in re-
598duction in torque and maximum axial force.

5993.2 Temperature-dependent friction coefficient

600If the temperature-dependent friction coefficient estimation
601protocol is implemented for all tests, the friction coefficient
602can be plotted in terms of the shear stress ratio (Fig. 9-a). It is
603in harmony with results presented by [28]. If the temperature
604corresponding to the shear stress ratio is used in this figure,
605Fig. 9-b will be obtained. These figures state that with increas-
606ing temperature in a constant Ѱ, δ raises. In a constant tem-
607perature, reduction in Ѱ leads to increase in δ as well. The
608faster the tool rotates, the lower friction coefficient. While
609with increasing welding speed, the friction coefficient raises.
610Figure 9-b shows that the rotational speed compared to the
611welding speed has a predominant effect on the coefficient of
612friction. For this reason, a mean diagram of the temperature-
613dependent friction distribution can be considered for simplic-
614ity in tests with the same rotational speed and different
615welding speed.

6163.3 Temperature measuring

6173.3.1 General overview

618In order to show the temperature field graphically, one of the
619welding simulations performed with welding speed of 40mm/
620min and rotational speed of 1100 min-1 when the tool located
621in the middle of the welding path is shown in Fig. 10. To show
622the maximum temperature of the workpiece, the tool is delib-
623erately not displayed. The temperature contour lines are close
624to circular as the welding speed as slow as 20 mm/min to 40
625mm/min, for all tests [53]. Because in the TMAZ, the heat
626produced by plastic deformation was diminished (due to the
627omission of the pin in the simulation). In the magnified section
628A-A, the distribution of the temperature field is almost asym-
629metric (this is clearer in Fig. 12), and it depicts the temperature
630difference between the advancing and retarding sides (about

t6:1 Table 6 Description of
simulation steps during the
welding process

t6:2 Stage number Stage

name

Time step

(s)

Loading on pilot node as boundary condition

t6:3 1 Plunge 1 Axial displacement along Z axis

t6:4 2 Dwell 4.5 Rotation about Z axis

t6:5 3 Welding (tests 1, 4) 135 Rotation about Z axis and traversal speed along Y axis

t6:6 3 Welding (test 3) 90 Rotation about Z axis and traversal speed along Y axis

t6:7 3 Welding (tests 2, 5) 67.5 Rotation about Z axis and traversal speed along Y axis
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631 4-60C). Although this value reaches 13 to 15°C
632 experimentally.

633 3.3.2 Time-dependent temperature evolution

634 Temperature histories recorded by thermocouples and
635 FEM results are shown in Fig. 11. According to Fig. 2-b,
636 the thermocouple was located in the middle of the weld
637 line during the experimental phase and 16.2mm far from
638 the centerline, recording the temperature at the advancing
639 of the plates. It is worth mentioning that in Fig. 11, time is
640 calibrated. Figure 11 reflects the effect of the rotational and
641 welding speed on the temperature histories experimentally,
642 compared to the FEM results.
643 It can also be seen that the higher the rotational speed, the
644 higher the maximum temperature. In most cases, the maxi-
645 mum deviation between the experimental data and FEM

646results appears in the time interval 5 to 18 s (in most cases).
647This is because plunge/dwell takes 60 s experimentally, while
648this time is 5.5 s for FEM simulation. Accordingly, the
649amount of heat generation due to the experimental test at the
650end of the dwell stage is more than the corresponding simula-
651tion, due to the fact that the experiment takes almost tenfold
652compared to the simulation. Consequently, further increase in
653temperature occurs in the experiment during fifth to eigh-
654teenth seconds.
655Of course, this deviation in simulation during plunge/dwell
656can be reduced by increasing the dwell duration in modeling.
657Here, the dwell duration is restricted to the time in which the
658maximum temperature has not changed. As shown in Fig. 11,
659test 2, test 1, test 3, test 5, and test 4 will reach the temperature
660equilibrium with the environment, respectively.
661Maximum temperatures recorded by thermocouples from
662FEM simulations slightly deviate in all tests. These results
663have been detailed in Table 8.
664By comparing test 1 to test 2 and test 4 to test 5 in Table 8, it
665can also be observed that as the welding speed decreases, the
666maximum temperature rises for each point, which is in har-
667mony with previous articles [9]. For instance, when decreased
668from 40 to 20 mm/min, regardless of the rotational, tempera-
669ture rises at the modeling nodes 4-5 oC (test 1 and 2) and 6–8
670°C (test 4 and 5) respectively. The displayed temperature his-
671tories for all tests also show that as the tool approaches the
672traverse line, the temperature increases and when the tool
673reaches the traverse line and passes through it the temperature
674starts to decrease.

t7:1 Table 7 Experimental force and moment during FSW

t7:2 Test Maximum force (KN) Average torque (N-m)

t7:3 1 13 21.3

t7:4 2 13 22

t7:5 3 10 16.1

t7:6 4 10 12.7

t7:7 5 10 13.54

Fig. 8 Measured axial forces
during the FSW process
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675 3.3.3 Spatial temperature distribution

676 Figure 12 represents the temperature distribution derived from
677 the different simulations, compared to the experimental mea-
678 surements. Experimental tests in this study have shown that
679 the temperature gradient difference among the tests is more
680 noticeable up to a distance of 30 mm from the center. For this
681 reason, the range of distance covered by the experimental
682 measurements is fromX=−30 to X=30 [54]. The average tem-
683 perature of the tool at the point of contact with a point along
684 the path in the trailing edge (close to the tool edge) is consid-
685 ered as the temperature of the welding center. the values ob-
686 tained are consistent with [55]. These graphs show that as
687 approaching the centerline along the traverse direction, tem-
688 perature raises. The highest values along those paths are lo-
689 cated in the advancing side at the periphery of shoulder,

690approximately 5–6 mm from the tool center. This location is
691more than pin radius and less than shoulder radius as observed
692in other works [50, 56]. after the plunge/dwell stage, the max-
693imum temperatures observed for tests 1 to 5 changes up to 30
694oC during the welding. However Q5, these numbers are slightly
695less than the maximum values created by the tool in simula-
696tion, because the highest values of temperature located on the
697quarter of the shoulder between the trailing edge and advanc-
698ing side which are not laid in the traverse path through the
699middle of the workpiece and tool which is in conformity with
700the work carried out by H. Su et al. [28].
701Error analysis between experimental and FEA results is
702listed in Table 8. As can be seen from the Table 8, the
703FEA results are more consistent with experiments in ad-
704vancing side and the error amount is lower. As the dis-
705tance from the welding line increases, the temperature

Fig. 9 (a) Variation of friction
coefficient versus shear stress
ratio (b) Temperature-dependent
friction coefficients
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706 difference between the advancing and retarding side de-
707 creases. Figure 12-a also shows simulated temperature
708 profiles at three different layers (along the thickness) for
709 test 2 and test 5. From the top layer (z=0) to the bottom
710 layer (z=-3mm), the maximum temperature drops by
711 about 21 oC. The greatest reduction in temperature occurs
712 from the top layer to the middle layer. The temperature
713 difference between the advancing side and retarding side
714 decreases through the thickness so that the temperature
715 profile on the bottom layer is symmetric.

716Table 8 also shows that peak temperature among all tests
717appears in test 4 (with the highest rotational speed and the
718lowest welding speed, axial force and torque). It is in good
719agreement with [57].

7203.3.4 Maximum temperature at the tool-material interface

721The issue of predicting the highest temperature created by
722the tool at a certain time was tackled, by incorporating a
723special subroutine to identify the elements in contact

Fig. 10 Obtained temperature field in the test 5 (ω = 1100 min-1, V = 40 mm/min) from FEM model

Fig. 11 Comparison of temperature histories obtained from thermocouples and simulations. Recorded temperature up to 500 s in advancing side at y=
22.5 mm, x= 16.2 mm
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724 between two solids (tool and workpiece). This subroutine
725 computes at a certain time step all contact elements and
726 restores those elements whose reaction forces are not zero.
727 Figure 13-a shows the temperature field of the elements in
728 contact with the tool for test 2 (ω = 550 min-1, V = 40 mm/
729 min). The maximum and minimum temperatures are spec-
730 ified. As seen in Fig. 13-a, the temperature profile is
731 skewed toward the advancing side, confirming the obser-
732 vation made above about the asymmetry of the distribu-
733 tion. The highest temperature appeared at the distance of
734 4.72 mm from the tool center and located in the fourth
735 quarter between the trailing edge and the advancing side.
736 The lowest temperature appeared in the second quarter be-
737 tween the leading edge and the retarding side. The maximum
738 temperatures occurred for all tests (1 to 5) in modeling when
739 the tool reached to the middle of welding length are listed in
740 Table 8 (last column of the Table 8). All these values are lower
741 than the solidus temperature of 2024 aluminum alloy which

742are about 80 to 90% of melting point and consistent with
743empirical values [27, 45].
744In addition to the axial forces, experimental lateral and
745longitudinal forces are estimated in this study. Figure 13-b
746shows for test 4 that these forces remain almost constant dur-
747ing linear the welding. The forces are expressed in the coor-
748dinate system attached to the Kistler kit shown in Fig. 2-b.
749They could be expressed in the coordinate system of FEM
750simulation (force map of the tool in Fig. 13-b). For all tests,
751this data summarized in Table 9. Tangential force (Rt) due to
752forces (acting on the contact plane) is shown in Fig. 13-b.
753Since Rt is proportional to the amount of friction coefficient
754[31], it could be realized that the highest frictional stress oc-
755curs at the quarter of the shoulder between the trailing edge
756and advancing side. That is why the maximum temperature at
757the interface shoulder/workpiece at the mentioned quarter of
758the tool is expected to appear which is in conformity with the
759simulated temperature map in Fig. 13-a for test 1 to 5.

t8:1 Table 8 Error analysis (FEM results and Experiments) along the traverse path (y=22.5mm)

t8:2 AS (7.5,16.2,20,29)mm Error(%) RS(7.5,16.2,20,29)mm Error(%) X=0 Error(%) Max. Temp
t8:3 Test EXP EXP EXP

t8:4 1 399,259.3,225.3,165.4 0.5,1.2,2.9, 4.4 393.5,254.8,221.3,163.7 1.9,3.07,3.4,5.1 437.5 0.3 446
t8:5 397,256.2,218.9,158.3 384,247.2,214,155.7 436

t8:6 2 394,256.1,221.2,161.3 0.2,1.6,2.1,4 388.7,252.1,217.2,159.6 2.1,3.7,3.1,5.6 433.4 0.5 441
t8:7 393,252,216.6,155 380.5,243,210.5,151 431

t8:8 3 411.5,269.4,235.3,174 2.1,2.3,2.1, 1.5 406.5,265.2,231.8,172.5 4,5.1,4,3.1 450.4 0.6 461
t8:9 403,263.2,230.4,171.3 390.7,252,222.7,167.3 453.3

t8:10 4 425.3,280.2,242,178.54 1.2,1.8,1.2, 2.4 420,275.1,238.5,177.1 2.9,4.6,2.9,3.3 465.4 1.1 477
t8:11 420,275.2,239.1,174.3 408,263,231.6,171.3 470.7

t8:12 5 419,274,236,172.5 1.1,1.4,1.2, 2.6 415,269,232.5,171.1 3.2,4.6,2.9,3.6 459.4 1.4 471
t8:13 414.3,270,233.7,168 402.7,257.6,225.9,165 466

Fig. 12 Comparison of temperature changes obtained from thermocouples and thermometer and simulations along traverse path (when the pin reached
to the middle of the weld line y=22.5mm, x,z=0). (a). test 2 and test 5 (b). test 1 and test 4
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760 3.4 Frictional heat dissipation

761 It was mentioned earlier, since the Lagrangian approach ap-
762 plied for the simulations, modeling of the pin causes high
763 distortion and divergence problem. So, it was neglected in
764 the simulation and to take account for the effect of the pin in
765 heat generated by the shoulder, obtained ratio based on Ref
766 [50] is used to multiply heat generated by the shoulder. By
767 doing so, deformation plastic is limited to the interface be-
768 tween tool/workpiece at the top rather than whole nugget
769 zone. Therefore, heat generated by the deformation plastic
770 has been underestimated
771 Although some researchers reported that plastic deforma-
772 tion accounts for up to 4.4% of the total heat dissipation [58],
773 the current model shows that it is not higher than 0.4%. For
774 this reason, the main source of heat generation considered in
775 the model is frictional heat.
776 At this point, by applying a subroutine the rate of heat
777 generated on the workpiece (qc) is estimated. qc is the
778 fraction of frictional heat generated (qf) obtained by mul-
779 tiplying FWGT by qf . During the early welding stage
780 (plunge / dwell), heat generated is not balanced with the
781 dissipated heat, the balance is established later during the

782welding process [59]. In Fig. 14-a, frictional heat genera-
783tion rate for all tests is shown. At the beginning of the
784plunge/dwell phase, heat generated by friction is domi-
785nant. As the tool rotates, the temperature increases and
786the material at the contact surface become softer and then
787at certain temperature (Tf) the sticking condition appears.
788It is here that a sharp drop in frictional heat generated
789occurs. Particularly, the higher the rotational speed, the
790sharper the drop (Fig. 14-a). Simulations show that the
791higher the rotational speed, the faster the sticking condi-
792tions occur and this certain temperature is higher.
793As can be seen, the maximum heat dissipation rate oc-
794curs during the plunge/dwell stage. The result data in
795Table 10 show that by increasing the rotational speed from
796550 min-1 to 825 min-1 and then up to 1100 min-1, the
797frictional heat dissipation rate at the plunge stage is raised
79841% and 21% respectively. Since during the linear
799welding, an estimated mean value for the whole process
800is equal to the average of data from 5.5 to 20 s, a stabilized
801value as frictional heat generation rate was considered. By
802increasing rotational speed according to the schedule, the
803frictional heat dissipation rate during linear welding in-
804creased 25% and 10.5%, respectively. These results are in
805harmony with obtained data for frictional heat generation
806by Su et al [28]. Table 10 also shows that the higher rota-
807tional speed, the more frictional heat generation. It could
808be realized that the more welding speed, the higher fric-
809tional heat generation rate which is in conformity with the
810result reported by Chao et al [16]. It is related to the fact
811that the higher the welding speed, the high-temperature
812zone under sticking decreases (compared to the lower
813welding speed case) and subsequently friction coefficient
814increases. It could be noticed that the higher the welding

Fig. 13 (a) Simulated temperature map of tool / workpiece interface for test 2. (b) Output of axial and lateral forces for test 4 (expressed in coordinate-
system attached to Kistler)

t9:1 Table 9 Experimental
lateral forces during the
welding

t9:2 Test Fx (mean) (N) Fy (mean) (N)

t9:3 1 1215 -680

t9:4 2 1262 -710

t9:5 3 1175 -598.4

t9:6 4 1037 -517

t9:7 5 1110 -567
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815 speed, the more torque required for the FSW process
816 (Table 7) and then more friction according to Fig. 9-b.
817 When welding speed is raised from 20 to 40 mm/min
818 Frictional heat generation rate increased about 1.7% and
819 3% for the rotational speed of 550 min-1 and 1100 min-1,
820 respectively.
821 Figure 14-b confirms that the rotational speed is the dom-
822 inant factor to increase the heat input and frictional heat gen-
823 erated. It is in agreement with [60]. At the same weld pitch,
824 with increasing rotational speed (free of welding speed), the
825 heat input and heat generation increase. These values also
826 raise as the both rotational and welding speed are increased.
827 In both graphs (shown in Fig. 14-b) maximum and minimum
828 values are for test 5 (with the highest rotational and welding
829 speed) and test 1(with the lowest values of speed), respective-
830 ly. these findings are in harmony with [52].
831 If f is fraction of total heat generated to heat input (power
832 input), Table 10 shows that f decreases as the welding speed
833 raises and f increases as the rotational speed is higher. By
834 assuming that the hot deformation energy store is negligible
835 (β=1) we conclude that at a common f (for example f =0.8) for
836 all tests, the required heat due to deformation plastic (qp) de-
837 creases as the rotational speed increases. Meanwhile, qp raises
838 as the welding speed is higher.

8394 Conclusions

840The work presented in this study encompasses a range of
841empirical tests, theoretical relationships, and FEM simulations
842to investigate the effects of two parameters on friction stir
843welding, namely the welding speed and rotational speed. At
844the same time, this research introduces an improved method
845for estimating the temperature-dependent friction coefficient
846that plays a significant role in heat generation. The finite ele-
847ment model introduced in this paper has proven to deliver
848successful results about the FSW process of AA2024-T3 alu-
849minum plates. The conclusions in this work can be summa-
850rized as follows:

8511. This study introduces temperature-dependent multilinear
852isotropic hardening as a plasticity model. The robust mod-
853el that is able to use experimental data. Consistency of
854simulation results with experiments shows that the com-
855pressive stress-strain data at a strain rate of 10s-1 can de-
856liver a good approximation of strain rate-dependent plas-
857tic behavior in the aluminum alloy FSW process.
8582. Given that the variable torque is assumed to be a constant
859mean throughout the process, the stress ratio of S0 to S1
860decreases linearly with increasing temperature.
8613. In the beginning of the process when the temperature is
862low, the difference in friction coefficients at different ro-
863tational speed is noticeable. As the temperature raises
864(300<T <350°C) the sticking will be dominant in contact.
865The difference between the friction coefficients decreases
866as the temperature raises. In other words, the coefficient
867friction at the high temperatures is almost the same at
868different rotational speeds.
8694. Simulations show that the maximum temperature is locat-
870ed in the fourth quarter between the trailing edge and the
871advancing side. Experimental estimation of tangential

Fig. 14 Variation and comparison of (a) frictional heat dissipation rate in the workpiece and (b) heat input and total heat generation rate during the
welding

t10:1 Table 10 Estimation of frictional heat generated and heat input for
welding schedules

t10:2 Test Heat input(W) qc (W) qf (W) f qp (W): f=0.8

t10:3 1 1217.5 733 862.3 0.7 111.6

t10:4 2 1266.4 746 877.6 0.69 135.5

t10:5 3 1364.3 890 1047 0.76 44.4

t10:6 4 1433.4 964 1134.1 0.79 12.6

t10:7 5 1519.7 995 1170.5 0.77 45.2
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872 force direction (that is proportional to the friction force)
873 approves that the friction force in this area is maximum
874 then the maximum temperature is expected to appear in
875 this zone (Fig .13-b). In these tests, created lateral forces
876 are greater than the longitudinal forces and are approxi-
877 mately twice that.
878 5. With increasing the rotational speed, the torque required
879 to perform the FSW process successfully is reduced, the
880 heat generation and heat input rises. On the other hand,
881 increasing the welding speed causes an increase in the
882 required torque, the higher production of heat and heat
883 input. Of these two parameters, the rotational speed is
884 the dominant parameter in effect.
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