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Abstract—In this work, we propose a method to enhance the convergence of the Born series. The Born series is widely used in scattering theory, but its convergence is only guaranteed under certain restrictive conditions which limit the cases where this formulation can be applied. The proposed method, based on modifying the singularities of the resolvent operator by a change of variables, accelerates the convergence of the series or even achieves convergence in otherwise divergent cases. Due to its low computational cost and ease of implementation, the method preserves the advantages of the Born series while it extends its range of application. It can also be applied to a variety of methods relying on the same mathematical principles as the Born series. Numerical examples are provided to show that a significant improvement can be achieved with simple techniques and with a limited knowledge about the operator spectrum.
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I. INTRODUCTION

THE Born series is a classical technique for solving scattering problems, which was introduced by Max Born in the 1920s as a method for solving the Lippmann-Schwinger equation in the framework of quantum theory of scattering [1]. The Born series is in fact equivalent to the Liouville-Neumann series (or simply Neumann series), which was independently proposed by Liouville and Neumann in the 19th century as a method for solving a certain kind of functional equations.

The Neumann series expands the inverse of a linear operator as an operator power series and is of great importance in Fredholm theory [2]. It is closely related to fixed-point iteration methods [3]. These methods, aimed at solving equations of the form \( x = f(x) \), start from an initial \( x_0 \) and refine the solution by repeatedly applying the recurrence relation \( x_k = f(x_{k-1}) \). The Neumann series can be efficiently written as a fixed point iteration method, and this double approach will be present throughout this text. The main drawback of the Neumann series is that convergence is only guaranteed under some restrictive spectral conditions [4].

In scattering theory, the best known fixed-point iteration method is the Born iteration or its equivalent, the Born series. A large variety of methods are based on the same principles as the Born series, although this connection sometimes does not explicitly appear in the literature. These methods differ in the formalism used to model the scattering phenomenon, and their common feature is the iterative procedure used to solve the overall equation. Below, we give an overview and succinctly describe a few variations of the Born series.

The Born series is used to solve scattering problems in several contexts such as quantum mechanics, acoustics, or seismics. Here, we will focus exclusively on the wave equation of classical electromagnetics. The most common form of the Born series consists of a Neumann series directly built on the Volume Integral Equation [5]. One of its variations is the Generalized Born Series [6], [7], which is usually applied to sets of several scatterers. The local scattering problems associated to each object are solved by an arbitrary method (BIE, FDTD, analytic methods or even Born Series itself), and the global problem involving interactions between objects is solved by the Born series, so that the generalized Born series can be thought of as a domain decomposition method, as in [8].

The Neumann series is also used in the framework of radiative transfer [9, p. 65]. In this case, ensembles of a very large number of particles are considered, and each particle is assumed to be in the far field region of all the other ones [10]. Then, the local scattering problem is solved by a far-field analytic method, and the overall field is computed by an iterative method usually referred to as order of scattering expansion [10], multiple scattering [11], or successive order of interaction [12]. This method can be recognized as a Neumann series applied to the so-called far-field Foldy-Lax equations [9].

Iterative Physical Optics (IPO) [13]–[15] recursively applies the Physical Optics approximation to account for high-frequency multiple interactions in many interesting problems, like the computation of Radar Cross Section (RCS) from large targets, or antennas radiating in complex environments. Repeated computation of the multiply-scattered field is equivalent to a Neumann series or fixed-point iteration.

All the methods above rely on the same fixed-point iteration or Neumann series scheme. As we have mentioned, they may suffer from convergence problems. The objective of this work is to implement a general and simple technique to enhance the convergence of this kind of methods. For this purpose, we will resort to series acceleration methods [16], which have been widely used to improve the convergence of sequences in numerical computations. Although they are frequently used in scalar sequences, series acceleration methods can also be applied to vector and matrix cases, giving rise to extrapolation methods [17], like the well known Richardson’s method [18, p. 136]. Some acceleration methods have already been applied to fixed-point schemes in seismic [19] and electromagnetic [20] scattering. However, such implementations require, at each iteration, vector operations involving several terms of the original sequence. This, besides its computational cost,
moves away from the simplicity of fixed-point methods. Other acceleration methods applied to scattering do not use this multistep approach, but also require complex operations at each iteration [21] or are targeted at a specific problem [22]. Our method, in contrast, only involves a set of scalar coefficients multiplying the terms of the original series, thus keeping the simplicity of the original method. Computing these coefficients is inexpensive as it does not require matrix or vector operations. Moreover, since our transformation depends on an arbitrary change of variable, the method can be easily adapted to different kinds of problems.

Another method to improve the convergence of the Born series consists of including a multiplicative parameter in the simple iteration, which is equivalent to a scalar preconditioning [23]–[25]. Although this method may provide excellent results in some situations, it is limited to the cases where the convex envelope of the operator spectrum excludes the origin of the complex plane.

The objective of this work is to introduce the mathematical foundations of Born series acceleration by a change of variables. The proposed technique is illustrated with very simple examples. More complex and powerful changes of variable and the necessary techniques for adaptively tuning their parameters will be addressed in a forthcoming publication.

This paper is organized as follows: in Section II we theoretically describe our method. The foundations of Neumann series methods and their connection to the Born series consist of including a multiplicative parameter in the Taylor expansion of the resolvent [26]. Let us define now the resolvent of the operator

\[ \rho \lambda \text{H} \]

This convergence condition is quite restrictive, and most of the systems of interest do not fulfill it. However, there are methods to achieve or accelerate convergence. In order to apply these methods, it is convenient to write the series in a suitable way. The first step is to expand the solution as a Taylor series.

A way to solve equations of the form (1) under certain conditions is the classical fixed-point iteration

\[ u_n = H u_{n-1} + b \]  \hspace{1cm} (2)

with \( u_0 = b \). This method is the basis of several classical stationary methods such as Jacobi and Gauss-Seidel. In this context, the \( H \) matrix is known as the iteration matrix. If \( H \) fulfills certain spectral conditions, this series will converge towards the solution, \( \lim_{n \to \infty} u_n = u \).

In the infinite limit, the series in (2) is mathematically equivalent to the power expansion

\[ u = (I - H)^{-1} b = \sum_{k=0}^{\infty} H^k b, \]  \hspace{1cm} (3)

where \( I \) is the identity operator. This formalism is known as the Neumann series. The approximate solution \( u_n \) can be obtained from (3) by truncating the series at the \( n \)-th element.

Unfortunately, the convergence of this series is not guaranteed. The convergence condition for (3) is expressed in terms of the spectral radius of \( H \). The spectral radius \( \rho \) of a matrix is defined as the maximum of the modulus of the eigenvalues \( \lambda_i \) of \( H \), that is \( \rho(H) = \max |\lambda_i| \). It is known that the iteration (2), as well as the series in (3), converges if the spectral radius of the iteration matrix is smaller than one, \( \rho(H) < 1 \) [18].

This convergence condition is quite restrictive, and most of the systems of interest do not fulfill it. However, there are methods to achieve or accelerate convergence. In order to apply these methods, it is convenient to write the series in a suitable way. The first step is to expand the solution as a Taylor series. Let us define now the resolvent of the operator \( H \):

\[ R_{\lambda}(H) = (H - \lambda I)^{-1} \]  \hspace{1cm} (4)

where \( \lambda \) is a complex parameter.

Now, let us consider the change of variable \( \mu = \lambda^{-1} \). Then, the resolvent is written as

\[ R_{\lambda}(H) = (H - \lambda I)^{-1} = \frac{1}{\lambda}(I - \frac{1}{\lambda}H)^{-1} \]

\[ = -\mu(I - \mu H)^{-1} = \tilde{R}_{\mu}(H). \]  \hspace{1cm} (5)

It is clear that the solution of equation (1) can be written in terms of the resolvent operator. Let us define \( \psi(\mu) = -\tilde{R}_{\mu} b \). When \( \mu = 1 \), then \( \lambda = 1 \) and the solution of (1) is \( u = \psi(1) \).

In general, explicitly computing the resolvent is not feasible for large electromagnetic scattering problems, since it involves inverting a huge matrix. Instead, we will find approximations based on the Taylor expansion of the resolvent. Expanding the resolvent as a Taylor series on the variable \( \mu \) centered at zero we obtain [4, p. 247]

\[ \tilde{R}_{\mu}(H) = -\mu \sum_{k=0}^{\infty} \mu^k H^k, \]  \hspace{1cm} (6)

assuming that the series converges. This expansion can be used to write \( \psi(\mu) \) as

\[ \psi(\mu) = \mu \sum_{k=0}^{\infty} (\mu H)^k b = \mu \sum_{k=0}^{\infty} h_k \mu^k \]  \hspace{1cm} (7)
with \( h_k = H^k b \) the vector coefficients of the Taylor series in \( \mu \). If we set \( \mu = 1 \) so that \( u = v(1) \), then we recover the Neumann series (3). Thus, the Neumann series is nothing but a Taylor series evaluated at a certain point.

From the convergence analysis of this Taylor series we can recover the convergence condition for the Neumann series: a Taylor series centered at \( \mu_0 \) is convergent in an open disk where the function is holomorphic (it can be infinitely derived) [26]. Hence, the Taylor series is convergent if \( |\mu - \mu_0| < D \), where \( D \) is the radius of convergence given by the distance between \( \mu_0 \) and the closest singularity of the function. In this case, these singularities are associated with the values of \( \lambda \) for which \( H - \lambda I \) is singular, which correspond to \( \lambda_i \). Recalling that \( \mu_0 = 0 \), that \( \mu = \lambda_i^{-1} \), and noting \( \mu_i = \lambda_i^{-1} \), we can deduce that the series is convergent and (7) holds when the following equivalent conditions are fulfilled
\[
|\mu| < |\mu_i|, \quad |\lambda| > |\lambda_i| \quad \forall i. \tag{8}
\]

When \( \mu = 1 \), the condition (8) simplifies to \( |\lambda_i| < 1 \) or \( |\mu_i| > 1 \), which is equivalent to the spectral radius condition \( \rho(H) < 1 \).

Furthermore, spectral analysis also gives us information about how fast the series converges towards the solution. It can be shown [27] that, if (7) holds, the truncation error is
\[
\epsilon(\mu, K) = \|v(\mu) - \tilde{v}_K(\mu)\| = O\left(\frac{|\mu|}{\min_i |\mu_i|} K\right), \tag{9}
\]
where \( \tilde{v}_K(\mu) \) is defined as the truncation of (7) of order \( K \)
\[
\tilde{v}_K(\mu) = \mu \sum_{k=0}^{K} (\mu H)^k b. \tag{10}
\]
The ratio \( |\mu|/\min_i |\mu_i| \) is known as the asymptotic convergence factor or simply the convergence factor [18, p. 125], [28, p. 106]. Equivalently, the convergence factor can be written in terms of \( \lambda \) as \( \max_i |\lambda_i|/|\lambda| \), by using \( \min_i |\mu_i| = 1/\max_i |\lambda_i| \). Ideally, for fast convergence, we would like the convergence factor to be as small as possible. Note that the convergence factor is usually expressed in terms of the eigenvalues \( \lambda_i \) instead of their inverses. For the case \( \mu = 1 \), the convergence factor is equal to the spectral radius of the matrix, which is the statement usually found in literature.

**B. Acceleration**

In this section, we will introduce a technique for accelerating the convergence of (7). The objective is to apply a change of variable that decreases the convergence factor, so that convergence improves. Let us consider a new variable \( \tilde{\mu} \) which is linked to the original variable \( \mu \) by certain change of variable \( \tilde{\mu} = t(\mu) \), with \( t^{-1}(0) = 0 \). The reciprocal variable is defined as \( \tilde{\lambda} = 1/\tilde{\mu} \). Let us assume that the inverse of the function \( t^{-1} \) can be computed and is analytic on a certain domain that includes the value of interest for \( \tilde{\mu} \). Then, we can write
\[
v(\mu) = v(t^{-1}(\tilde{\mu})) = \mu \sum_{k=0}^{\infty} (t^{-1}(\tilde{\mu}) H)^k b. \tag{11}
\]
Since the function \( t^{-1} \) is locally analytic, we can compute its Taylor series centered at zero. Also, it will be possible to compute the Taylor expansion of the powers of that function. Then, the Taylor series centered at zero for the \( k \)-th power of \( t^{-1}(\tilde{\mu}) \) can be written as
\[
(t^{-1}(\tilde{\mu}))^k = \sum_{l=0}^{\infty} \frac{1}{l!} \frac{\partial^l (t^{-1}(\tilde{\mu}))^k}{\partial \tilde{\mu}^l} |_{\tilde{\mu} = \tilde{\mu}^l} \tag{12}
\]
We can use the Generalized Leibniz Rule [29] to write the \( l \)-th derivative of \( (t^{-1}(\tilde{\mu}))^k \) as
\[
\frac{\partial^l (t^{-1}(\tilde{\mu}))^k}{\partial \tilde{\mu}^l} = \sum_{j_1+j_2+\ldots+j_k=l} \left( \prod_{i=1}^{k} \frac{\partial^{j_i}}{\partial \tilde{\mu}^{j_i}} \right) \tag{13}
\]
where the summation runs over the \( k \)-tuples of non-negative integers that fulfill \( \sum j_i = l \). We will distinguish two different cases for (13) when evaluated at \( \tilde{\mu} = 0 \): \( l < k \) and \( l \geq k \).

If \( l < k \), since \( j_i \) are non-negative integers, then at least one of the indices \( j_i \) should be zero to fulfill \( \sum j_i = l \), for all the \( k \)-tuples. This means that the zero order derivative will appear at least once on the product of (13). Then, taking into account that \( t^{-1}(0) = 0 \), the \( l \)-th derivative of \( (t^{-1}(\tilde{\mu}))^k \) evaluated at \( \tilde{\mu} = 0 \) will be zero if \( l < k \), since at least one of the terms of the product will be zero. However, in the case \( l \geq k \) this does not apply, and the derivative will not be zero in general.

By applying the reasoning above, the terms of series (12) where \( l < k \) can be neglected, as they are zero. Thus, we can write (12) as
\[
(t^{-1}(\tilde{\mu}))^k = \sum_{l=0}^{k} \frac{1}{l!} \frac{\partial^l (t^{-1}(\tilde{\mu}))^k}{\partial \tilde{\mu}^l} |_{\tilde{\mu} = \tilde{\mu}^l} = \tilde{\mu}^k \sum_{j=0}^{k} \beta_j^k \tilde{\mu}^j, \tag{14}
\]
where we have introduced the coefficients \( \beta_j^k \) for compactness (note that \( k \) in \( \beta_j^k \) is a superindex, not an exponent as in \( \tilde{\mu}^k \)).

Now, we can insert (14) into (11) to obtain
\[
v(t^{-1}(\tilde{\mu})) = \mu \sum_{k=0}^{\infty} \tilde{\mu}^k \sum_{j=0}^{k} \beta_j^k \tilde{\mu}^j H^k b = \mu \sum_{n=0}^{\infty} a_n \tilde{\mu}^n \tag{15}
\]
where the vector coefficients \( a_n \) of the Taylor series in \( \tilde{\mu} \)
\[
a_n = \sum_{k=0}^{n} \beta_n^k \beta_{n-k} H_k \tag{16}
\]
are linear combinations of the coefficients of the Taylor series in \( \mu \) (7). In (15) we have reordered an expansion in terms of \( \mu \) to obtain an expansion in terms of \( \tilde{\mu} \). According to the theorem of composition of formal power series [26], the \( a_n \) coefficients of the series (15) in \( \tilde{\mu} \) are exactly the same as those resulting from direct derivation of the Taylor series expansion of \( v(t^{-1}(\tilde{\mu})) \).

Note that these \( a_n \) coefficients can be computed exactly for a finite \( n \), since each of them is written as a finite series of \( n \) terms. This is due to the presence of the common factor \( \tilde{\mu}^k \).
in the final expression of (14), which in turn is a consequence of \( t^{-1}(0) = 0 \), as we have explained before.

The convergence conditions of (15) should now be studied in terms of of the new variable \( \tilde{\mu} \). Both the singularities and the point \( \mu \) are relocated by the mapping \( t \), that represents the change of variable. Thus, the singularities \( \mu_i = 1/\lambda_i \) associated to the eigenvalues of \( H \) correspond now to the points \( \tilde{\mu}_i = t(\mu_i) \). The new convergence condition is now \( |\tilde{\mu}| < |\mu_i| \).

Similarly, the new convergence factor is \( |\tilde{\mu}|/\min_j |\mu_j| \). In terms of \( \tilde{\lambda} \) defining \( \tilde{\lambda}_i = 1/\tilde{\mu}_i \) and recalling that \( \tilde{\lambda} = 1/\tilde{\mu} \), the convergence condition is \( |\tilde{\lambda}| > |\tilde{\lambda}_i| \) and the convergence factor \( \max_i |\tilde{\lambda}_i|/|\tilde{\lambda}| \).

The truncation error is
\[
e(\tilde{\mu}, K) = \|v(t^{-1}(\tilde{\mu})) - \hat{v}_K(t^{-1}(\tilde{\mu}))\| = O\left(\left(\frac{|\tilde{\mu}|}{\min_i |\mu_i|}\right)^K\right),
\]
(17)
where \( \hat{v}_K(t^{-1}(\tilde{\mu})) \) is the truncation of the infinite summation in (15) at \( n = K \), similarly to (10).

In this technique, the objective is to find a change of variable \( t \) such that the error (17) decreases faster than the error (9) for the point of interest \( \tilde{\mu} = t(1) \), since \( v(\mu) = 1 \) is the solution of (1) [30].

Ideally, we would like the change of variable \( t \) to minimize the convergence factor associated to \( \tilde{\mu} \). Selecting a suitable change of variable is not easy since, in general, it requires a knowledge of the position of the singularities in the complex plane, which implies knowing the spectrum of \( H \). The exact computation of the eigenvalues of a general matrix \( H \) is unfeasible due to its computational cost for the large matrices under interest here. However, in the case of operators arising from physical problems we can sometimes find analytical ways to locate the spectrum in a certain region of the complex plane. For example, many analytic results about the spectrum of continuous and discretized electromagnetic integral operators may be found in [31].

It is possible to let the change of variable \( t \) depend on one or more parameters. The advantage of parametric changes of variable is that they can be heuristically adjusted to improve convergence. As an example, we propose three parametric changes of variable, similar to the ones that may be found in literature [32], [33].

1) Change 1: We define the change of variable \( t_1 \) depending on a parameter \( y \) as
\[
\tilde{\mu} = t_1(\mu) = \frac{\mu}{\mu + y}; \quad \mu = t_1^{-1}(\tilde{\mu}) = \frac{\tilde{\mu}}{1 - \tilde{\mu}}.
\]
(18)
By using the Maclaurin expansion of \((1 - x)^{-m}\) [34] we can find the coefficients \( \beta_j^k \) of series (15)
\[
\beta_j^k = y^k \binom{k + j - 1}{j}.
\]
(19)
With this, it is trivial to compute the coefficients \( a_n \).

2) Change 2: In this case the change of variable is
\[
\tilde{\mu} = t_2(\mu) = \frac{y + 2\mu - \sqrt{y^2 + 4y\mu}}{2\mu}; \quad \mu = t_2^{-1}(\tilde{\mu}) = \frac{\tilde{\mu}}{1 - \tilde{\mu}^2}.
\]
(20)
\[
\beta_j^k = y^k \binom{k + j - 1}{j}.
\]
(22)
Note that, in this case, the change of variable \( t_2 \) is easily seen to be a solution of (21). The fact that we choose the minus sign in the square root ensures that we are in the region where the Maclaurin series for (21) is convergent. The \( \beta_j^k \) coefficients for this case are very similar to the previous one, since \( t_1^{-1} \) and \( t_2^{-1} \) only differ by an exponent in the denominator. In this case, we will have
\[
\beta_j^k = y^k \binom{2k + j - 1}{j}.
\]
(22)

3) Change 3: This third change will be defined as
\[
\tilde{\mu} = t_3(\mu) = \frac{\sqrt{\mu + y^2} - y}{\sqrt{\mu + y^2} + y}; \quad \mu = t_3^{-1}(\tilde{\mu}) = \frac{y^2}{(1 - \tilde{\mu})^2}.
\]
(23)
In this case, the coefficients for (15) can be written as
\[
\beta_j^k = 4^k y^{2k} \binom{2k + j - 1}{j}.
\]
(24)
With this change of variable, if \( y \) is real, then \( \mu_i \) are real and negative and smaller than \(-y^2\), so all the singularities are mapped outside the unit circle.

C. Rearranged series

Up to this point, we have obtained a power series expansion of the resolvent (II-A), which allows to compute the solution of the system (1) when evaluated at \( \mu = 1 \), provided that the series converges. Then, we have applied a change of variable to enhance the convergence of this method, obtaining a Taylor expansion in \( \tilde{\mu} \) of coefficients \( a_n \) (15).

The problem (1) could be directly addressed with this formulation. Nonetheless, we notice that the computation of each one of the \( a_n \) vector coefficients in (15) involves a linear combination of the \( n+1 \) vectors \( h_k = H^k b \). The computational cost can be reduced by rearranging the series in such a way that the \( n \)-th term only contains the vector \( h_n \), multiplied by a scalar coefficient. Also, in this way we preserve the original iterative scheme based on successive orders of scattering.

We will perform this rearrangement on \( \hat{v}_K(t^{-1}(\tilde{\mu})) \), which represents the truncation of order \( K \) of the series in (15):
\[
\hat{v}_K(t^{-1}(\tilde{\mu})) = \mu \sum_{n=0}^{K} a_n \tilde{\mu}^n = \mu \sum_{n=0}^{K} \left( \sum_{k=0}^{n} \beta_j^k h_k \right) \tilde{\mu}^n
\]
(25)
where the coefficients \( \gamma_k \) represent the summation in brackets. The main difference between (15) and (25) is that the \( a_n \) coefficients in (15) are vectors and involve several elements \( h_k \), while coefficients \( \gamma_k \) are scalar.

The number of operations to compute the set of coefficients \( \gamma_k \) for \( k = 0 \ldots K \) is \( O(K^2) \), where \( K \) is the order of the expansion. Note that it is independent of the size of the linear system matrix, unlike in other iterative methods.
To sum up, we gather here all the necessary formulas to compute the series coefficients:

\[ \hat{v}_K(\mu, y) = \mu \sum_{k=0}^{K} \gamma_k H^k b \]  
\[ \gamma_k = \sum_{n=k}^{K} \beta_n^k \beta_{n-k}^k(t(\mu))^n \]  
\[ \beta_j^k = \frac{1}{(k+j)!} \frac{\partial^{(k+j)}(t^{-1}(\hat{\mu}))^k}{\partial \hat{\mu}^{k+j}} |_{\hat{\mu}=0} \]  

Note that we have explicitly indicated the dependence of \( \hat{v}_K \) on \( y \), the change of variable parameter. Then, the solution of the system (1), assuming convergence, is for \( \mu = 1 \)

\[ u \approx \sum_{k=0}^{K} \gamma_k H^k b \]  

which can easily be implemented as an iterative method.

At this point, it is important to highlight certain features of this series. The expression (29) fulfills the conditions we which can easily be implemented as an iterative method.

D. Application to Electromagnetic Case

The Born series, as well as other methods based on iterative scattering, implicitly relies on a Neumann series of the form (3), which usually is implemented in an iterative way, similarly to (2). In this section, we will apply this technique to electromagnetic problems and, after a change of variables, will obtain a modified Born series with accelerated convergence.

First, we will consider the scattering produced by a set of disjoint objects by using the Generalized Born Series [6], [7]. The scattering operator is discretized by the Method of Moments (MoM) [35] and the global problem is solved by a summation of successive orders of scattering. One of the most interesting features of this formulation is that it can be applied as a domain decomposition method [8].

For the sake of simplicity, let us assume a PEC material. MoM discretization of the Electric Field Integral Equation (EFIE) [36] leads to the linear system

\[ Z^{(E)} J = -E_i, \]

where \( Z \) is the impedance matrix, \( E_i \) is the incident field vector and \( J \) is the unknown vector of induced currents.

We can split the linear system matrix \( Z^{(E)} \) into submatrices \( Z_{ij} \), where \( Z_{ij} \) represent the self-interaction matrix of object \( i \) and \( Z_{ij} \) the interaction between objects \( i \) and \( j \). Then, the solution \( J \) can be written as a Born series:

\[ J = Z_d \sum_{k=0}^{\infty} (Z_s Z_d)^k E_i \]

where the auxiliary matrices \( Z_d \) and \( Z_s \) are

\[ Z_d = \begin{bmatrix} -Z_{11}^{-1} & 0 & \ldots & 0 \\ 0 & -Z_{22}^{-1} & \ldots & 0 \\ \vdots & \ddots & \ddots & \vdots \\ 0 & \ldots & -Z_{nn}^{-1} & \end{bmatrix} \]

\[ Z_s = \begin{bmatrix} 0 & Z_{12} & \ldots & Z_{1n} \\ Z_{21} & 0 & \ldots & Z_{2n} \\ \vdots & \ddots & \ddots & \vdots \\ Z_{n1} & \ldots & 0 & \end{bmatrix} \]

Comparing with eq. (3), in this case the iteration matrix is \( H = Z_s Z_d \). By applying the matrix \( Z_s Z_d \) to the incident field vector we obtain the field scattered by the set of objects individually considered, disregarding interactions between them. This first order scattered field becomes the incident field of the second order interactions at the next iteration and, therefore, the terms of the Born series (31) correspond to the successive orders of scattering approach [6], [7].

Besides, we can identify this method with a block-preconditioned Jacobi [28]. The matrix \( Z_d \), which naturally arises from the Born formulation, acts as a preconditioner.

The Born series (31) converges when the spectral condition is met, that is, when \( \rho(Z_s Z_d) < 1 \). From a physical point of view, this means that the interaction between different objects is weak.

By employing the acceleration process described in the previous section, we will be able to extend the range of application for this Generalized Born series: the term \( (Z_s Z_d)^k \) will be substituted by \( \gamma_k(Z_s Z_d)^k \), where \( \gamma_k \) is computed with the expressions (27)-(28). Finally, the accelerated series will be

\[ J = Z_d \sum_{k=0}^{\infty} \gamma_k(Z_s Z_d)^k E_i \]

The Magnetic Field Integral Equation (MFIE) is a 2nd kind Fredholm IE [31], so it naturally decomposes into an equation of the form (1), that is, in functional form is

\[ J = 2\mathcal{K}(J) + 2\hat{n} \times H_i \]

where \( \mathcal{K} \) is the operator computing the principal value of the scattered field. The operator \( 2\mathcal{K} \), or its corresponding MoM
discretization, plays the role of the iteration matrix $H$. The expression for the accelerated series is

$$J = \sum_{k=0}^{\infty} \gamma_k 2K(2\hat{n} \times H_i)$$  \hfill (36)$$

It is also possible to apply this technique to 1st kind Fredholm integral equations, like the EFIE, by directly setting the iteration matrix $H$ to $H = I - Z$, where $Z$ is the linear system matrix, as in the electrostatic problem example that follows below.

### III. Numerical Examples

#### A. Example 1

The objective of the first example is to compare different changes of variable. In Section II-B, we proposed three mappings named $t_1$, $t_2$, and $t_3$. We will denote the associated changes of variable as $CV_1$, $CV_2$, and $CV_3$. These three changes of variable will be applied to accelerate the Born series for two different physical problems.

1) Static case: The first case corresponds to the electrostatic problem of a perfectly conducting straight wire of circular cross section set at potential $V_0 = 1V$. The wire length and radius are respectively $L=10m$ and $a = 0.001m$.

Since $a < L$ we use the thin wire approximation as in [36] and force to $V_0$ the potential at the cylinder axis created by the cylindrical surface charge

$$V(z) = \frac{1}{4\pi\varepsilon_0} \int_0^{2\pi} \int_{-L/2}^{L/2} \frac{\sigma(z')}{\sqrt{(z-z')^2 + a^2}} dz' d\phi' = V_0.$$  \hfill (37)

Using MoM, the unknown $\sigma(z')$ is expanded into 100 equal rectangular pulse subdomain basis functions of length $L/100$ and the integral equation (37) is discretized into a linear system $Z\sigma = V_0$. This system can be converted into an expression of the form (1) by defining an iteration matrix $H = I - Z$, so that $\sigma = H\sigma + V_0$. It is expected that the conventional Born series (3) will not converge in this case. We will apply instead the modified series (29) proposed in this work.

2) Dynamic case: The second case is a 2D problem consisting an array of 4x4 infinite circular cylinders forming a square lattice. The incident field is a plane wave propagating in a direction perpendicular to the cylinders axis and parallel to the rows of the array. The electric field polarization is parallel to the cylinders axis (TM). The radius of all the cylinders is $0.305\lambda$, where $\lambda$ is the wavelength. The distance between the center of any cylinder and the center of the closest neighbors is $3.655\lambda$.

The 2D EFIE-TM [36] is discretized by MoM to obtain a linear system of the form (30). The boundary of each cylinder is discretized into 100 equal segments corresponding to rectangular pulse basis functions. In this case, we will solve the linear system using a generalized Born series of the form (31), where the matrix blocks correspond to the individual cylinders.

All three changes of variable are applied to both the static and dynamic problems, and the results are shown in Fig. 1. The value of the parameter $y$ in these examples has been optimized to achieve the fastest convergence. The convergence behavior as a function of $y$ in the complex plane is addressed for the examples in Section III-B and Section III-C.

#### TABLE I

<table>
<thead>
<tr>
<th></th>
<th>Static</th>
<th>Dynamic</th>
</tr>
</thead>
<tbody>
<tr>
<td>CV1</td>
<td>0.05</td>
<td>3.44 − 2.62i</td>
</tr>
<tr>
<td>CV2</td>
<td>0.23 + 0.22i</td>
<td>5.13 − 4.42i</td>
</tr>
<tr>
<td>CV3</td>
<td>0.28 + 0.10i</td>
<td>5.10 + 1.35i</td>
</tr>
</tbody>
</table>

#### TABLE II

<table>
<thead>
<tr>
<th></th>
<th>Ordered</th>
<th>Disordered</th>
<th>Ellipse</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\gamma_0$</td>
<td>1.0000°</td>
<td>1.0000°</td>
<td>1.0000°</td>
</tr>
<tr>
<td>$\gamma_1$</td>
<td>1.0000° − 0.0000°</td>
<td>1.0000°</td>
<td>1.0000°</td>
</tr>
<tr>
<td>$\gamma_2$</td>
<td>0.0000°</td>
<td>0.0000°</td>
<td>0.0000°</td>
</tr>
<tr>
<td>$\gamma_3$</td>
<td>0.0000°</td>
<td>0.0000°</td>
<td>0.0000°</td>
</tr>
<tr>
<td>$\gamma_4$</td>
<td>0.0000°</td>
<td>0.0000°</td>
<td>0.0000°</td>
</tr>
<tr>
<td>$\gamma_5$</td>
<td>0.0000°</td>
<td>0.0000°</td>
<td>0.0000°</td>
</tr>
<tr>
<td>$\gamma_6$</td>
<td>0.0000°</td>
<td>0.0000°</td>
<td>0.0000°</td>
</tr>
<tr>
<td>$\gamma_7$</td>
<td>0.0000°</td>
<td>0.0000°</td>
<td>0.0000°</td>
</tr>
<tr>
<td>$\gamma_8$</td>
<td>0.0000°</td>
<td>0.0000°</td>
<td>0.0000°</td>
</tr>
<tr>
<td>$\gamma_9$</td>
<td>0.0000°</td>
<td>0.0000°</td>
<td>0.0000°</td>
</tr>
</tbody>
</table>

In the static case, the Born series rapidly diverges. The only change of variable capable of achieving convergence is $CV_1$. $CV_2$ and $CV_3$ reduce the convergence factor with respect to the Born series, but not to the point of achieving convergence.

In the dynamic case, the Born series converges. $CV_1$ and $CV_2$ outperform the Born series by almost an order of magnitude, while $CV_3$ performs very similar to the Born series itself.

These two cases (static and dynamic) correspond to two completely different physical problems, and thus the spectral properties of their impedance matrices is completely different (in fact, the eigenvalues for the electrostatic case are real, as the matrix is hermitian [37]). Depending on the characteristics of the system, it is more convenient to choose one or another change of variable.
B. Example 2

Fig. 2. Relative error versus expansion order (or number of iterations) for the ordered set of cylinders in example 2. The conventional Born series diverges, whereas the modified series with change of variable CV1 and parameter $y = 1.18 + 0.85i$ converges.

Fig. 3. Blue points represent the singularities $\lambda_i$ given by the eigenvalues of the iteration matrix $H = Z_s Z_d$ (left). The radius of the red circumference corresponds to $|\lambda|$ for the case of interest $\mu = 1/\lambda = 1$. The condition $|\lambda_i| > |\lambda_1|$ is not met (some $\lambda_i$ lie outside the circle), and thus the series does not converge. After the change of variable (right) the convergence condition $|\tilde{\lambda}| > |\lambda_1|$ is fulfilled (the values $\lambda_i$ lie within the circle of radius $|\lambda| = 2.3$). The convergence factors for the two cases are $\max_i |\lambda_i|/|\lambda| = 1.57 > 1$ and $\max_i |\lambda_i|/|\tilde{\lambda}| = 0.91 < 1$ for the original and modified series, respectively.

In this second example we will study the effect of the change of variable from the spectral point of view. We will consider two sets of circular cylinders. The first set, referred to as “ordered array”, is very similar to the dynamic case in Section III-A. It also consists of a 4x4 square array of identical cylinders, but in this case the radius is 0.205$\lambda$, and the distance between the centers of neighbor cylinders is 1.191$\lambda$. Each cylinder is discretized into 100 equal segments and the 2D EFIE-TM is discretized by MoM.

The second case, “disordered array” consists of 25 cylinders of the same radius as the ones from the ordered array, but in this case they are randomly arranged in a disordered way (see the small white circles in Fig. 5). In both the ordered and disordered array, the incident field is the same plane wave as in the dynamic case of Section III-A.

For the ordered set, we can see in Fig. 2 that the conventional Born series is divergent, whereas the series modified with the change of variable CV1 with parameter $y = 1.18 + 0.85i$ converges. The effect of this transform on the spectrum of the iteration matrix is shown in Fig. 3: the change of variable maps the singularity into the circle of radius $t_1(1)$, which entails convergence.

It is worth to pay attention to the orthogonality relations between the terms of both the original and the modified Born series. We can understand the vectors generated by the iterative method as the implicit basis upon which we write our solution. In the case of the original Born series (7), this basis is formed by the vectors $h_k$, which are recognized as the standard Krylov subspace basis. In the modified Born series (15), the basis is formed by the vectors $a_n$.

Fig. 4 shows the Gram matrix of the normalized vectors corresponding to the first 30 terms in the Born series (7) and the modified series (15). The original Born series generates a set of vectors that, from a numerical point of view, are linearly independent (the pseudo-rank of the matrix formed by the 30 vectors of the implicit basis $h_k$ is 25). Thus, the plain Born series does not generate a good basis for the solution, and the iteration diverges. However, after applying the change of variable CV1, the iterative method generates linearly independent vectors, which constitute a good basis for the solution. Thus, although our method is not intended to find an orthogonal basis, it reduces the linear dependence between the implicit basis vectors. In this way, the change of variable plays a similar role to orthogonalization procedures in Krylov subspace iterative methods.

In the second case, we study the disordered set of cylinders. Fig. 5 shows the cylinders arrangement and the total field (incident plus scattered). The convergence results for change of variable CV1 and parameter $y = 4.60 + 1.50i$ in Fig. 6 are similar to the ones for the ordered set, with the difference that here the Born series is already convergent, and the change of variable only accelerates convergence. The improvement of the convergence factor from 0.90 to 0.65 is shown in the operator spectrum of Fig. 7. The better orthogonality between the iteration implicit basis vectors is visible in the Gramm
The change of variable parameter $y$ in these examples has been optimized to achieve the fastest convergence. Fig. 10 and 11 show the relative error after 30 iterations as a function of the $y$ parameter for the ordered and disordered arrays, respectively. The convergence is well behaved and regions with fast convergence are relatively wide, which allows to easily find good values for the parameter.

It is also worth to note that the parameter depends essentially on the operator spectrum, so it must be computed only once in problems involving multiple incident fields, like monostatic RCS. Techniques for efficiently tuning the parameter or parameters of a change of variable will be described in a forthcoming publication.

Table II shows the values of the $\gamma_k$ coefficients for $K = 9$, both for the ordered set and for the disordered set. These coefficients are employed in (34).

As we can see in Fig. 9, the Born series based on the second kind Fredholm integral equation for (35) diverges. However, applying the accelerated series (36) with CV1 ($y = -0.24 - 2.09i$) leads to convergence. Fig. 12 shows the convergence as a function of the complex parameter $y$.

In some cases, a simple change of variable as CV1, CV2 or CV3 in this work may not be enough to achieve convergence, due to the complexity of the spectrum. In those cases, more complex changes of variable are necessary. Changes based on Schwarz-Christoffel transformations with several parameters show a good compromise between performance and computational cost [38]. We have added the relative error of a Schwarz-Christoffel change of variable (SC) to Fig. 9 in order to illustrate the improved performance of more sophisticated techniques.
In this paper we have proposed a technique to improve the convergence of fixed-point iteration methods—like the Born series— that are often applied to the computation of multiple scattering, as some Domain Decomposition methods [6], [8], Iterative Physical Optics [13], [15], or Radiative Transfer [10]. The modified Born series proposed here improves the convergence of these methods, or even achieves convergence in cases where they would otherwise diverge, while preserving their structure and advantages.

A change of variable, based on a rough estimation of the resolvent spectrum, is applied to improve the convergence factor of the resolvent power expansion. Then, the series is rearranged to preserve the original scheme based on successive orders of scattering. Finally, all the mathematical apparatus is embedded in a set of scalar coefficients that multiply the terms of the Born series. These coefficients can be computed by applying simple recurrence relations with a minimal computational cost independent of the linear system size. This approach can be used to improve the convergence of any method based on a fixed-point iterative scheme without the need to restructure the code. Besides, the coefficients depend essentially on the operator spectrum, so they must be computed only once in problems involving multiple incident fields.

Numerical examples show that this technique, applied with very simple changes of variable, is capable of substantially improving the convergence of Born series not only for sets of objects involving significant multiple scattering, but also for the solution of integral equations with a single object, both in electrostatic and electrodynamic problems. We have also shown empirically that the acceleration procedure improves the orthogonality of the implicit basis associated to the iterative method.

IV. CONCLUSION

In this paper we have proposed a technique to improve the convergence of fixed-point iteration methods—like the Born series— that are often applied to the computation of multiple scattering, as some Domain Decomposition methods [6], [8], Iterative Physical Optics [13], [15], or Radiative Transfer [10]. The modified Born series proposed here improves the convergence of these methods, or even achieves convergence in cases where they would otherwise diverge, while preserving their structure and advantages.

A change of variable, based on a rough estimation of the resolvent spectrum, is applied to improve the convergence factor of the resolvent power expansion. Then, the series is rearranged to preserve the original scheme based on successive orders of scattering. Finally, all the mathematical apparatus is embedded in a set of scalar coefficients that multiply the terms of the Born series. These coefficients can be computed by applying simple recurrence relations with a minimal computational cost independent of the linear system size. This approach can be used to improve the convergence of any method based on a fixed-point iterative scheme without the need to restructure the code. Besides, the coefficients depend essentially on the operator spectrum, so they must be computed only once in problems involving multiple incident fields.

Numerical examples show that this technique, applied with very simple changes of variable, is capable of substantially improving the convergence of Born series not only for sets of objects involving significant multiple scattering, but also for the solution of integral equations with a single object, both in electrostatic and electrodynamic problems. We have also shown empirically that the acceleration procedure improves the orthogonality of the implicit basis associated to the iterative method.
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