BERNSTEIN’S INEQUALITY AND HOLONOMICITY FOR CERTAIN SINGULAR RINGS
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Abstract. In this manuscript we prove the Bernstein inequality and develop the theory of holonomic $D$-modules for rings of invariants of finite groups in characteristic zero, and for strongly $F$-regular finitely generated graded algebras with FFRT in prime characteristic. In each of these cases, the ring itself, its localizations, and its local cohomology modules are holonomic. We also show that holonomic $D$-modules, in this context, have finite length. We obtain these results using a more general version of Bernstein filtrations.
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1. INTRODUCTION

Let $R$ be a regular $k$-algebra, and $D_{R/k}$ its ring of $k$-linear differential operators, where $k$ is a field of characteristic zero. A fundamental theorem in the theory of
$D_{R|k}$-modules is the Bernstein inequality, which establishes that the dimension of every finitely generated $D_{R|k}$-module is at least $\dim(R)$. Sato, Kawai, and Kashiwara [SKK73] and Malgrange [Mal79] proved this result for holomorphic functions. Gabber [Gab81] gave another proof that works in smooth cases such as polynomial rings and formal power series rings over a field. Joseph (see [Cou95, Theorem 9.4.2]) gave a simple proof for polynomial rings, considering the Bernstein filtration on $D_{R|k}$ instead of the order filtration. More recently, Bavula [Bav09] proved the Bernstein inequality for polynomial rings in positive characteristic.

Modules with minimal dimension are called holonomic, and are central to the theory of $D_{R|k}$-modules since they satisfy rather nice properties. Holonomic modules have finite length and finite-dimensional de Rham cohomology [Kas75, vdE85]. Furthermore, holonomic modules play an important role in the Riemann–Hilbert correspondence [Kas80, Meb80, Kas84, Meb84a, Meb84b]. In addition, holonomicity can be characterized via homological properties [Bjö79].

The Bernstein inequality and the study of holonomic modules have been limited to regular rings. We point out that Gabber [Gab81] proved the integrability of the characteristic variety for the case of filtered rings whose associated graded rings are commutative and Noetherian. In this setting, van den Essen [vdE86] considered the notion of holonomicity, but to the best of our knowledge, this notion has only been applied to smooth algebras when dealing with rings of differential operators. More recently, Losev [Los17] showed a version of the Bernstein inequality using representation theory of filtered algebras with commutative Noetherian associated graded rings whose spectra have finitely many symplectic leaves. In particular, this theory applies to certain algebras in characteristic zero, but to the best of our knowledge, it does not provide examples of $D_{R|k}$-modules satisfying the Bernstein inequality for a singular $k$-algebra $R$.

In this work we prove the Bernstein inequality and develop a theory of holonomic modules for certain singular $k$-algebras. Specifically, we summarize our main results in the following theorem, which is pieced together from various results throughout the text.

**Theorem A** (See Corollaries 5.6 and 6.10). Let $R$ be either

(a) A ring of invariants of the action of a finite group on a polynomial ring over a field $k$ of characteristic zero, or

(b) A strongly $F$-regular finitely generated graded algebra over a perfect field $k$ of positive characteristic with finite $F$-representation type (FFRT).

Then any nonzero $D_{R|k}$-module has dimension at least $\dim(R)$. In addition, any nonzero $D_{R|k}$-module of dimension $\dim(R)$ and finite multiplicity has finite length in the category of $D_{R|k}$-modules. In particular, any principal localization $R_f$ and any local cohomology module $H^1_I(R)$ has dimension $\dim(R)$, and therefore has finite length as a $D_{R|k}$-module.

First, we build on the work of Bavula [Bav09] on filtered $k$-algebras and filtered modules. We consider his definition of dimension, which coincides with the usual Gelfand–Kirillov dimension for finitely generated $k$-algebras, although these notions are different in general. We also consider a version of multiplicity for filtered $k$-algebras and modules that is convenient for our treatment of holonomic modules. A
key ingredient in Bavula’s work is a technical condition that we call linear simplicity (see Definition 3.1), which gives a sufficient condition for the Bernstein inequality to hold, and to have a theory of holonomic modules (see Theorem 3.4). Our main contribution is a proof in this setting that holonomic modules have finite length (see Theorem 3.8).

Let $R$ be a finitely generated graded $k$-algebra and $D_{R|k}$ its ring of $k$-linear differential operators. In order to have a good theory of holonomic $D_{R|k}$-modules, extending the case of regular rings, we want $D_{R|k}$ to be linearly simple with respect to an appropriate filtration, so that we have Bernstein’s inequality. Moreover, we want the dimension of $D_{R|k}$ to be twice the dimension of $R$, and its multiplicity to be finite and positive. If $R$ satisfies all these properties, we call it a Bernstein algebra. In this case, $R$ is a holonomic $D_{R|k}$-module, and the class of holonomic $D_{R|k}$-modules is closed under localization and taking local cohomology. In Definition 4.10, we give a generalization of the Bernstein filtration that works for the graded ring $D_{R|k}$. The difficult part when dealing with specific cases is to prove that $D_{R|k}$ is linearly simple with respect to the generalized Bernstein filtration. Sufficient conditions to ensure the remaining properties of a Bernstein algebra are given in terms of differential signature [BJNB19] (see Theorem 4.27).

We note that in characteristic zero, there are graded hypersurfaces with rational singularities that are not Bernstein algebras, and fail the conclusions of Theorem A; see Examples 5.7 and 5.8. Likewise, in positive characteristic, there are graded hypersurfaces that are strongly F-regular or have FFRT (but not both) that are not Bernstein algebras, and again fail the conclusions of Theorem A; see Examples 6.11 and 6.12. Thus, strong hypotheses are necessary in a result akin to Theorem A.

The main results of this work provide classes of singular rings that are Bernstein algebras. First, we consider the case of a ring of invariants of a finite group $G$ acting linearly on a polynomial ring $R$ over a field $k$ of characteristic zero (see Corollary 5.6). Moreover, we prove in Theorem 5.9 that a $D_{R^G|k}$-module is holonomic if and only if it is a differential direct summand of a holonomic $D_{R|k}$-module [ÀHNB17, ÀHJ +19].

For our second class of Bernstein algebras, we focus on algebras over a field of positive characteristic. Specifically, we work on rings with finite F-representation type, FFRT for short, that were introduced by Smith and Van den Bergh [SVdB97]. Examples of rings with FFRT include complete regular rings, quotients of polynomial rings by monomial ideals, normal monoid rings, affine cones of Grassmannians, and graded direct summands of polynomial rings. In Corollary 6.10, we show that certain rings with FFRT are Bernstein algebras.

In one of the first uses of $D$-modules in commutative algebra, Lyubeznik [Lyu93] proved the finiteness of the set of associated primes of a local cohomology module of a regular ring in characteristic zero. A key point of his argument is that local cohomology modules of holonomic $D$-modules are themselves holonomic, and thus have finite length as $D$-modules. The finiteness of sets of associated primes of local cohomology modules has since been established for rings of invariants of finite groups [NB12] and rings with FFRT [TT08, HNB17, DQ20]. These proofs, however, did not use the theory of $D$-modules, though recently a new proof using $D$-module theory was given for rings of invariants [ÀHNB17]. Theorem A gives another proof
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for the previously mentioned classes of rings via D-modules that resembles the one given by Lyubeznik.
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2. Filtrations

In this section, we establish a number of key facts on filtrations and their numerical invariants that we use throughout this work. Much, if not all, of the material in this section is known [Bav09], with the possible exception of the discussion of multiplicity. To keep the paper self-contained and to avoid unnecessary finiteness hypotheses, we provide proofs for the claims made in this section.

Throughout this manuscript, \(k\) always denotes a field, of arbitrary characteristic unless otherwise stated. Within Sections 2 and 3, \(A\) denotes an associative but not necessarily commutative \(k\)-algebra.

2.1. Filtrations, dimension, and multiplicity.

Definition 2.1. Throughout this paper, by a filtration \(\mathcal{F}^\bullet\) on a \(k\)-algebra \(A\) we mean an ascending, exhaustive, multiplicative filtration by finite-dimensional \(k\)-vector spaces, indexed by the nonnegative integers, and such that \(\mathcal{F}^0 = k\). If \(\mathcal{F}^\bullet\) is a filtration on \(A\), we say that \((A, \mathcal{F}^\bullet)\) is a filtered \(k\)-algebra.

Given a filtered \(k\)-algebra \((A, \mathcal{F}^\bullet)\), and a left (respectively, right) \(A\)-module \(M\), a filtration \(\mathcal{G}^\bullet\) on \(M\) compatible with \(\mathcal{F}^\bullet\) is an ascending, exhaustive filtration on \(M\) by finite-dimensional \(k\)-vector spaces, indexed by the nonnegative integers, and such that \(\mathcal{F}^i \mathcal{G}^j \subseteq \mathcal{G}^{i+j}\) (respectively, \(\mathcal{G}^j \mathcal{F}^i \subseteq \mathcal{G}^{i+j}\)) for every \(i, j \in \mathbb{N}\). If \(\mathcal{G}^\bullet\) is a filtration on \(M\) compatible with \(\mathcal{F}^\bullet\), we say that \((M, \mathcal{G}^\bullet)\) is an \((A, \mathcal{F}^\bullet)\)-module.

Convention 2.2. If \(\mathcal{F}^\bullet\) is a filtration on an algebra or module, we adopt the convention that \(\mathcal{F}^i = 0\) for each negative integer \(i\).

Definition 2.3. Let \(\mathcal{G}^\bullet\) be an ascending sequence of finite-dimensional \(k\)-vector spaces. We define

\[
\text{Dim}(\mathcal{G}^\bullet) = \inf \left\{ t \in \mathbb{R}_\geq 0 \mid \lim_{i \to \infty} \frac{\dim_k \mathcal{G}^i}{i^t} = 0 \right\} = \inf \left\{ t \in \mathbb{R}_\geq 0 \mid \dim_k \mathcal{G}^i \leq i^t \quad \forall i \gg 0 \right\} = \inf \left\{ t \in \mathbb{R}_\geq 0 \mid \exists C : \dim_k \mathcal{G}^i \leq Ci^t \quad \forall i \gg 0 \right\}.
\]

If \(d = \text{Dim}(\mathcal{G}^\bullet)\) is finite, then the multiplicity of \(\mathcal{G}^\bullet\) is the extended real number

\[
e(\mathcal{G}^\bullet) = \limsup_{i \to \infty} \frac{\dim_k \mathcal{G}^i}{i^d} \in \mathbb{R}_\geq 0 \cup \{\infty\}.
\]

By convention, if \(\text{Dim}(\mathcal{G}^\bullet)\) is infinite, then we set \(e(\mathcal{G}^\bullet) = \infty\).

If \((A, \mathcal{G}^\bullet)\) is a filtered \(k\)-algebra or \((M, \mathcal{G}^\bullet)\) is a left or right \((A, \mathcal{F}^\bullet)\)-module, then we define the dimension (respectively, multiplicity) of \((A, \mathcal{G}^\bullet)\), or of \((M, \mathcal{G}^\bullet)\), as the dimension (respectively, multiplicity) of \(\mathcal{G}^\bullet\).
We note that the dimension of a filtered $k$-algebra or module may be infinite, or may fail to be an integer, or even rational, if finite (see Proposition 2.7). Furthermore, there are examples showing that the limit superior in the definition of multiplicity cannot be replaced by a plain limit, as the limit may fail to exist (see [KLZ12, Section 4]).

**Definition 2.4.** Let $\mathcal{F}^*$ and $\mathcal{G}^*$ be two filtrations on a $k$-algebra or module.

(i) We say that $\mathcal{F}^*$ is **shift dominated** by $\mathcal{G}^*$ if there exists $j \in \mathbb{N}_{>0}$ such that $\mathcal{F}^i \subseteq \mathcal{G}^{i+j}$ for all $i \in \mathbb{N}$.

(ii) We say that $\mathcal{F}^*$ is **linearly dominated** by $\mathcal{G}^*$ if there exists $C \in \mathbb{N}_{>0}$ such that $\mathcal{F}^i \subseteq \mathcal{G}^{Ci}$ for all $i \in \mathbb{N}$.

(iii) We say that $\mathcal{F}^*$ and $\mathcal{G}^*$ are **shift equivalent** if both $\mathcal{F}^*$ is shift dominated by $\mathcal{G}^*$, and $\mathcal{G}^*$ is shift dominated by $\mathcal{F}^*$.

(iv) We say that $\mathcal{F}^*$ and $\mathcal{G}^*$ are **linearly equivalent** if both $\mathcal{F}^*$ is linearly dominated by $\mathcal{G}^*$, and $\mathcal{G}^*$ is linearly dominated by $\mathcal{F}^*$.

Note that if $\mathcal{F}^0 \subseteq \mathcal{G}^0$ (e.g., when $\mathcal{F}^*$ and $\mathcal{G}^*$ are filtrations on a $k$-algebra) and there exist positive integers $C$ and $j$ such that $\mathcal{F}^i \subseteq \mathcal{G}^{Ci+j}$ for all $i \in \mathbb{N}_{>0}$, then $\mathcal{F}^*$ is linearly dominated by $\mathcal{G}^*$. In particular, when $\mathcal{F}^0 \subseteq \mathcal{G}^0$, shift domination implies linear domination. We also note that in condition (i) in Definition 2.4, we may replace “for all $i \in \mathbb{N}$” with “for all $i \gg 0$.” The same replacement can be made in condition (ii), provided $\mathcal{F}^0 \subseteq \mathcal{G}^0$.

Observe also that shift and linear domination are transitive, and that shift and linear equivalence are equivalence relations.

**Proposition 2.5.** Let $\mathcal{F}^*$ and $\mathcal{G}^*$ be filtrations on a $k$-algebra or module. If $\mathcal{F}^*$ is linearly dominated by $\mathcal{G}^*$, then

(i) $\text{Dim}(\mathcal{F}^*) \leq \text{Dim}(\mathcal{G}^*)$.

If $\mathcal{F}^*$ is linearly dominated by $\mathcal{G}^*$ and $\text{Dim}(\mathcal{F}^*) = \text{Dim}(\mathcal{G}^*)$, then

(ii) $e(\mathcal{G}^*) < \infty$ implies $e(\mathcal{F}^*) < \infty$, and

(iii) $e(\mathcal{G}^*) = 0$ implies $e(\mathcal{F}^*) = 0$.

Finally, if $\mathcal{F}^*$ is shift dominated by $\mathcal{G}^*$ and $\text{Dim}(\mathcal{F}^*) = \text{Dim}(\mathcal{G}^*)$, then

(iv) $e(\mathcal{F}^*) \leq e(\mathcal{G}^*)$.

**Proof.** Fix $C \in \mathbb{N}_{>0}$ such that $\mathcal{F}^i \subseteq \mathcal{G}^{Ci}$ for all $i \in \mathbb{N}$. Given $t \in \mathbb{R}_{>0}$, we have

$$\limsup_{i \to \infty} \frac{\dim_k \mathcal{F}^i}{i^t} \leq \limsup_{i \to \infty} \frac{\dim_k \mathcal{G}^{Ci}}{i^t} = C^t \limsup_{i \to \infty} \frac{\dim_k \mathcal{G}^{Ci}}{(Ci)^t} \leq C^t \limsup_{i \to \infty} \frac{\dim_k \mathcal{G}^i}{i^t}.$$  

Parts (i), (ii), and (iii) then follow from the definitions.

For part (iv), if $\mathcal{F}^*$ and $\mathcal{G}^*$ have dimension $d$ and finite multiplicity, and $j \in \mathbb{N}_{>0}$ is such that $\mathcal{F}^i \subseteq \mathcal{G}^{i+j}$ for all $i \in \mathbb{N}$, then

$$e(\mathcal{F}^*) = \limsup_{i \to \infty} \frac{\dim_k \mathcal{F}^i}{i^d} \leq \limsup_{i \to \infty} \frac{\dim_k \mathcal{G}^{i+j}}{i^d}.$$
\[
\limsup_{i \to \infty} \frac{(i+j)^d \dim_k G^{i+j}}{i^d} = \limsup_{i \to \infty} \frac{\dim_k G^i}{i^d} = e(G^*). \tag*{\square}
\]

The following corollary follows immediately from Proposition 2.5.

**Corollary 2.6.** Let \( F^* \) and \( G^* \) be two filtrations on a \( k \)-algebra or module. If \( F^* \) and \( G^* \) are linearly equivalent, then

(i) \( \dim(F^*) = \dim(G^*) \),
(ii) \( e(F^*) < \infty \) if and only if \( e(G^*) < \infty \), and
(iii) \( e(F^*) > 0 \) if and only if \( e(G^*) > 0 \).

If \( F^* \) and \( G^* \) are shift equivalent, then in addition we have

(iv) \( e(F^*) = e(G^*) \). \tag*{\square}

We note that the dimension of a filtration on an algebra (or module) necessarily depends on the choice of filtration, rather than solely on the algebra (or module).

**Proposition 2.7.** Let \( F^* \) be a filtration on a \( k \)-algebra \( A \), or on a module \( M \), with \( \dim(F^*) = d \in \mathbb{R}_{\geq 0} \). Then, for every real number \( \lambda \geq d \) there exists a filtration \( G^* \) on \( A \), or on \( M \), such that \( \dim(G^*) = \lambda \).

**Proof.** Fix \( \lambda \geq d \); set \( s = \lambda/d \geq 1 \) and define \( G^i = F^{(i^s)} \). It is apparent that \( G^* \) is ascending, exhaustive, and finite dimensional, and \( G^0 = F^0 \), which equals \( k \) in the algebra case. The fact that \( G^* \) is compatible with multiplication follows from the inequality \( [i^s] + [j^s] \leq [(i+j)^s] \) in the algebra case, or from the inequality \( i + [j^s] \leq [(i+j)^s] \) in the module case.

To compute the dimension of \( G^* \), note first that for every \( t \geq 0 \), if \( \dim_k F^i \leq i^t \) for all \( i \geq 0 \), then \( \dim_k G^i = \dim_k F^{(i^t)} \leq i^{st} \) for all \( i \geq 0 \). Consequently, \( \dim(G^*) \leq s \dim(F^*) = \lambda \). For the reverse inequality, it suffices to show that for any \( t < d \) and any \( N \), there exists \( j > N \) such that \( \dim_k G^j > j^{st} \). Fix such \( t < d \) and \( N \). As \( t < d = \dim(F^*) \), we can find \( i > N^s \) with \( \dim_k F^i > i^t(1+1/N)^st \). Let \( j \in \mathbb{N} \) be such that \( (j-1)^s \leq i < j^s \) so that, in particular, \( j > N \). We then have

\[
\dim_k G^j > \dim_k F^i > i^t(1+1/N)^st > (j-1)^st(1+1/N)^st > j^{st}
\]
as required. \tag*{\square}

### 2.2. Finitely generated modules.

**Definition 2.8.** Let \((A, F^*)\) be a filtered \( k \)-algebra and \( M \) a finitely generated left (or right) \( A \)-module. We say that a filtration \( G^* \) on \( M \) is **standard** if there exists a generating set \( v_1, \ldots, v_t \) of \( M \) such that \( G^i = F^i\{v_1, \ldots, v_t\} \) (or \( G^i = \{v_1, \ldots, v_t\} F^i \)) for all \( i \in \mathbb{N} \). A filtration \( G^* \) on \( M \) is a **good filtration** if it is shift equivalent to a standard filtration.

We caution the reader that the term “standard filtration” is used for other related notions in the literature; see Definition 2.12. We also point out that the notions of standard filtration and of good filtration on a module are dependent on the choice of the filtration \( F^* \) on \( A \).
**Proposition 2.9.** Let $(A, F^\bullet)$ be a filtered $k$-algebra, and $M$ a finitely generated left (or right) $A$-module. Let $G^\bullet$ and $H^\bullet$ be filtrations on $M$ compatible with $F^\bullet$. If $G^\bullet$ is a good filtration, then $G^\bullet$ is shift dominated by $H^\bullet$, and consequently $\Dim(G^\bullet) \leq \Dim(H^\bullet)$, and $e(G^\bullet) \leq e(H^\bullet)$ whenever these dimensions agree. Consequently, if both $G^\bullet$ and $H^\bullet$ are good filtrations, then $G^\bullet$ and $H^\bullet$ are shift equivalent, $\Dim(G^\bullet) = \Dim(H^\bullet)$, and $e(G^\bullet) = e(H^\bullet)$.

**Proof.** Without loss of generality, take $M$ to be a left $A$-module. Since $G^\bullet$ is shift equivalent, and hence shift dominated, by a standard filtration, transitivity of shift domination allows us to assume that $G^\bullet$ is standard; say $G^\bullet = F^\bullet\{v_1, \ldots, v_\ell\}$. If $j \in \mathbb{N}_{\geq 0}$ is such that $\{v_1, \ldots, v_\ell\} \subseteq H^j$, then we have

$$G^j = F^j\{v_1, \ldots, v_\ell\} \subseteq F^jH^j \subseteq H^{j+j}$$

for each $i \in \mathbb{N}$, so $G^\bullet$ is shift dominated by $H^\bullet$. The remaining claims now follow from Proposition 2.5 and Corollary 2.6.

**Definition 2.10.** Let $(A, F^\bullet)$ be a filtered $k$-algebra, and $M$ a finitely generated $A$-module. We define $\Dim(M, F^\bullet) : = \Dim(G^\bullet)$ and $e(M, F^\bullet) : = e(G^\bullet)$ for a good filtration $G^\bullet$ of $M$ compatible with $F^\bullet$.

Note that by Proposition 2.9, the dimension and multiplicity of a finitely generated module over a filtered $k$-algebra do not depend on the choice of the good filtration $G^\bullet$. Our next result shows that both the dimension, and the positivity and finiteness of the multiplicity depend only on the linear equivalence class of the filtration on $A$.

**Proposition 2.11.** Let $A$ be a $k$-algebra with filtrations $F_1^\bullet$ and $F_2^\bullet$, and $M$ a finitely generated left (or right) $A$-module. Let $G_1^\bullet$ and $G_2^\bullet$ be good filtrations on $M$ compatible, respectively, with $F_1^\bullet$ and $F_2^\bullet$. If $F_1^\bullet$ is linearly dominated by $F_2^\bullet$, then $G_1^\bullet$ is linearly dominated by $G_2^\bullet$. Consequently, $\Dim(G_1^\bullet) \leq \Dim(G_2^\bullet)$, and when equality holds, if $e(G_2^\bullet) < \infty$ then $e(G_1^\bullet) < \infty$, and if $e(G_2^\bullet) = 0$ then $e(G_1^\bullet) = 0$.

**Proof.** Proposition 2.9 allows us to replace $G_1^\bullet$ and $G_2^\bullet$ by any good filtrations. Thus, we may assume that $G_1^\bullet$ and $G_2^\bullet$ are standard filtrations corresponding to the same generating set $\{v_1, \ldots, v_\ell\}$ of $M$, in which case the first claim follows. The remaining claims follow at once from Proposition 2.5.

### 2.3. Finitely generated algebras.

**Definition 2.12.** Let $A$ be a finitely generated $k$-algebra. We say that a filtration $F^\bullet$ on $A$ is *standard* if there exists a generating set $v_1, \ldots, v_\ell$ of $A$ such that $F^i = k\{v_1, \ldots, v_\ell\}$ and for each $i \in \mathbb{N}_{\geq 0}$, $F^i = (F^1)^i$, the $k$-subspace generated by monomials in $v_1, \ldots, v_\ell$ of degree $\leq i$.

The following proposition is the analogue of Proposition 2.9 for finitely generated $k$-algebras, where the role of shift domination is now played by linear domination.

**Proposition 2.13.** Let $A$ be a finitely generated $k$-algebra, with filtrations $F^\bullet$ and $G^\bullet$. If $F^\bullet$ is a standard filtration, then $F^\bullet$ is linearly dominated by $G^\bullet$, and thus $\Dim(F^\bullet) \leq \Dim(G^\bullet)$. If both $F^\bullet$ and $G^\bullet$ are standard filtrations, then $F^\bullet$ and $G^\bullet$ are linearly equivalent, and consequently, $\Dim(F^\bullet) = \Dim(G^\bullet)$, $e(F^\bullet) < \infty$ if and only if $e(G^\bullet) < \infty$, and $e(F^\bullet) > 0$ if and only if $e(G^\bullet) > 0$. 

Applying the same argument to \( a \) generating set for graded ring \( A \), we get that \( x \) generating set for \( \text{gr}(A) \), and \( \text{gr}(A) \) is a graded ring. Given an \( (A, F^*) \)-module, and let \( \text{gr}(F^*) = \bigoplus_{i \geq 0} F^i / F^{i-1} \) be its associated graded ring. Given a \((A, F^*)\)-module \((M, G^*)\), the associated graded module \( \text{gr}(G^*) = \bigoplus_{i \geq 0} G^i / G^{i-1} \) is a \( \text{gr}(F^*) \)-module.

In this subsection, we focus on the case where \( \text{gr}(F^*) \) is a finitely generated commutative \( k \)-algebra. Let \((A, F^*)\) be a filtered \( k \)-algebra, and let \( \text{gr}(F^*) = \bigoplus_{i \geq 0} F^i / F^{i-1} \) be an associated graded ring. Given an \((A, F^*)\)-module \((M, G^*)\), the associated graded module \( \text{gr}(G^*) = \bigoplus_{i \geq 0} G^i / G^{i-1} \) is a \( \text{gr}(F^*) \)-module.

Proposition 2.14. Let \((A, F^*)\) be a filtered \( k \)-algebra. Suppose that the associated graded ring \( \text{gr}(F^*) \) is a finitely generated commutative \( k \)-algebra. Let \( M \) be a left or right \( A \)-module. A filtration \( G^* \) on \( M \) compatible with \( F^* \) is a good filtration if and only if \( \text{gr}(G^*) \) is a finitely generated \( \text{gr}(F^*) \)-module. Furthermore, any lift of a generating set for \( \text{gr}(G^*) \) is a generating set for \( M \).

Proof. Without loss of generality, we suppose \( M \) is a left \( A \)-module. Assume first that \( G^* \) is a standard filtration on \( M \), that is, \( G^* = F^* \{ v_1, \ldots, v_t \} \) for some generating set \( v_1, \ldots, v_t \) of \( M \). Let \( \pi \in \text{gr}(G^*) \) be a nonzero homogeneous element of \( \text{gr}(G^*) \), which is the class of \( u \in G^i \setminus G^{i-1} \). Since \( u = \sum_{j=1}^t a_j v_j \) for some \( a_j \in F^i \), the associated graded module \( \text{gr}(G^*) \) is generated as a \( \text{gr}(F^*) \)-module by the classes of the \( v_j \). Any good filtration \( G^* \) is shift equivalent to a standard filtration, so using \([vdE86, \text{Lemma 1.12}]\) we conclude that \( \text{gr}(G^*) \) is also a finitely generated \( \text{gr}(F^*) \)-module.

Conversely, suppose \( \text{gr}(G^*) \) is generated by homogeneous elements \( \overline{v}_1, \ldots, \overline{v}_s \) as a \( \text{gr}(F^*) \)-module, and let \( u_j \in G^{n_j} \setminus G^{n_j-1} \) be a lift of \( \overline{v}_j \), for each \( j \). Thus, any nonzero homogeneous element \( \pi \in G^i \setminus G^{i-1} \) can be written in the form \( \pi = \sum_{j=1}^s \overline{a}_j v_j \) with \( a_j \in F^{i-n_j} \), and

\[
 u - (a_1 v_1 + \cdots + a_s v_s) =: x^{(1)} \in G^{i-1}.
\]

Applying the same argument to \( x^{(1)} \), we can find \( a_{ij} \) for \( j = 1, \ldots, s \), such that \( x^{(1)} - (a_{11} v_1 + \cdots + a_{1s} v_s) =: x^{(2)} \in G^{i-2} \), and thus

\[
 u = (a_1 + a_{11}^{(1)}) v_1 + \cdots + (a_s + a_{s1}^{(1)}) v_s + x^{(2)}.
\]

Repeating this process we eventually end up with some \( x^{(j)} = 0 \), and thus

\[
 G^i = F^{i-n_1} v_1 + \cdots + F^{i-n_s} v_s
\]
showing that $G^\bullet$ is shift equivalent to the standard filtration $F^\bullet\{u_1,\ldots,u_s\}$. This construction also shows that any lift of a generating set for $\text{gr}(G^\bullet)$ is a generating set for $M$. □

**Proposition 2.15.** Let $(A,F^\bullet)$ be a filtered $k$-algebra. Suppose that the associated graded ring $\text{gr}(F^\bullet)$ is a finitely generated commutative $k$-algebra. If $M$ is a finitely generated $A$-module, then Dim$(M,F^\bullet)$ is an integer, and $e(M,F^\bullet)$ is a positive rational number.

*Proof.* Let $G^\bullet$ be a good filtration for $M$. Then $\text{gr}(G^\bullet)$ is a finitely generated graded $\text{gr}(F^\bullet)$-module by Proposition 2.14. By the theory of Hilbert functions on commutative finitely generated graded $k$-algebras, $\dim_k G^i = \sum_{j=0}^i \dim_k (\text{gr}(G^\bullet))^j$ agrees with a quasipolynomial function of $i$ with rational coefficients, for $i \gg 0$, and both claims follow. □

3. Bernstein’s inequality and holonomic modules

In this section we recall the Bernstein inequality for what we call *linearly simple algebras*. The ideas behind this class of algebras can be found in Bavula’s work [Bav09, Theorem 3.1]. We rephrase his work for our purposes in the first part of Theorem 3.4, and include a proof for the convenience of the reader. The second part of Theorem 3.4 concerns multiplicities of filtered modules, which was not treated in Bavula’s work in the generality needed in this manuscript.

**Definition 3.1.** A filtered $k$-algebra $(A,F^\bullet)$ is $C$-linearly simple for some $C \in \mathbb{N}_{>0}$ if for each $i \in \mathbb{N}$ and each $\delta \in F^1 \setminus \{0\}$,

$$1 \in F^{C_i} \delta F^{C_i}.$$  

We say that $(A,F^\bullet)$ is *linearly simple* if it is $C$-linearly simple for some $C \in \mathbb{N}_{>0}$.

**Remark 3.2.** Linear simplicity of a filtered $k$-algebra depends only on the linear equivalence class of the filtration. Indeed, suppose $F^\bullet$ and $G^\bullet$ are linearly equivalent filtrations on a $k$-algebra $A$, with $F^i \subseteq G^{K_i}$ and $G^i \subseteq F^{L_i}$ for each $i \in \mathbb{N}$. If $(A,F^\bullet)$ is $C$-linearly simple, then one easily verifies that $(A,G^\bullet)$ is $KLC$-linearly simple.

The following key result implicitly appears in Bavula’s work [Bav09, Proof of Theorem 3.1]. We single it out because we use it to show new properties for holonomic modules in the generality we need.

**Lemma 3.3.** Let $(A,F^\bullet)$ be a filtered $k$-algebra, and $(M,G^\bullet)$ a left $(A,F^\bullet)$-module. Suppose that $(A,F^\bullet)$ is $C$-linearly simple. Let $\Psi : F^i \to \text{Hom}_k(G^{(C+1)i},G^{(C+2)i})$ be defined by $\delta \mapsto \psi_\delta$, where $\psi_\delta(v) = \delta v$. If $G^i \neq 0$, then $\Psi$ is injective. The analogous result holds for right modules as well.

*Proof.* We prove the contrapositive: Suppose that there exists $\delta \in F^i \setminus \{0\}$ such that $\psi_\delta = 0$. Then $\delta F^{C_i} G^i \subseteq \delta G^{(C+1)i} = 0$, and thus $\delta F^{C_i} G^i = 0$. Since $1 \in F^{C_i} \delta F^{C_i}$, we have $G^i \subseteq F^{C_i} \delta F^{C_i} G^i = 0$, and therefore $G^i = 0$. □

**Theorem 3.4** (Bernstein Inequality [Bav09, Theorem 3.1]). Let $(A,F^\bullet)$ be a filtered $k$-algebra with $\text{Dim}(F^\bullet) < \infty$, and $(M,G^\bullet)$ a nontrivial left or right $(A,F^\bullet)$-module.
Suppose that \((A, F^*)\) is \(C\)-linearly simple. Then,
\[
\dim(G^*) \geq \frac{1}{2} \dim(F^*).
\]
Moreover, if \(\theta := \dim(G^*) = \frac{1}{2} \dim(F^*)\), then
\[
e(G^*) \geq \frac{\sqrt{e(F^*)}}{(C + 1)^{\theta/2}(C + 2)^{\theta/2}}.
\]

**Proof.** The first claim holds trivially if \(\dim(G^*)\) is infinite, so suppose that is not the case. Let \(t > \theta := \dim(G^*)\). For all sufficiently large \(i\) we have \(\dim G_i \leq i^t\) by the definition of dimension, as well as \(G^i \neq 0\) by the nontriviality of \(M\). Lemma 3.3 then shows that, for such \(i\),
\[
\dim_k \mathcal{F}^i \leq ((C + 1)i)^t((C + 2)i)^t = (C + 1)^t(C + 2)^ti^{2t},
\]
and it follows that \(\dim(\mathcal{F}^*) \leq 2t\). Since this holds for all \(t > \theta\), we conclude that
\[
\frac{1}{2} \dim(F^*) \leq \theta = \dim(G^*).
\]

Now assume that \(\theta = \dim(G^*) = \frac{1}{2} \dim(F^*)\). Invoking Lemma 3.3 one more time, we have
\[
e(F^*) = \limsup_{i \to \infty} \frac{\dim_k \mathcal{F}^i}{i^{2\theta}} \leq \limsup_{i \to \infty} \frac{\dim_k G^{(C+1)i} \cdot \dim_k G^{(C+2)i}}{i^{2\theta}}
\leq \left( \limsup_{i \to \infty} \frac{(C + 1)^{\theta} \dim_k G^{(C+1)i}}{((C + 1)i)^{\theta}} \right) \left( \limsup_{i \to \infty} \frac{(C + 2)^{\theta} \dim_k G^{(C+2)i}}{((C + 2)i)^{\theta}} \right)
\leq (C + 1)^{\theta}(C + 2)^{\theta} \left( \limsup_{i \to \infty} \frac{\dim_k G^i}{i^{\theta}} \right)^2
= (C + 1)^{\theta}(C + 2)^{\theta} e(G^*)^2,
\]
and the claimed inequality follows. \(\square\)

**Definition 3.5.** Let \((A, F^*)\) be a linearly simple filtered \(k\)-algebra such that \(\dim(F^*) < \infty\) and \(0 < e(F^*) < \infty\). A nonzero \(A\)-module is **holonomic** if it admits a filtration \(G^*\) of dimension \(\frac{1}{2} \dim(F^*)\) and with finite multiplicity; the zero module is also holonomic by convention.

We shall see in Theorem 3.8 that a holonomic module has finite length, so in particular it must be finitely generated. We also point out that there are \(A\)-modules that admit filtrations of dimension \(\frac{1}{2} \dim(F^*)\) but are not holonomic [Bav09, p. 224].

**Proposition 3.6.** If \((A, F^*)\) is a linearly simple filtered \(k\)-algebra with finite dimension, and positive and finite multiplicity, then the following hold:

(i) Every submodule and quotient of a holonomic \(A\)-module is holonomic.

(ii) Every finite direct sum of holonomic \(A\)-modules is holonomic.

**Proof.**

(i) Let \(M\) be a nonzero holonomic \(A\)-module, and let \(G^*\) be a filtration on \(M\) of dimension \(\frac{1}{2} \dim(F^*)\) and finite multiplicity. For a nonzero proper submodule \(N \subseteq M\), \(N \cap G^i\) is a filtration on \(N\) with \(\dim_k (N \cap G^i) \leq \dim_k G^i\), so \(\dim(N \cap G^i) \leq \dim(G^*) = \frac{1}{2} \dim(F^*)\), and if equality holds, then the multiplicity is finite. But equality holds by Theorem 3.4, so \(N\) is holonomic. We show that the quotient \(M/N\) is holonomic in similar fashion, using the filtration \((G^* + N)/N\).
(ii) This reduces to the case of two modules, say $M_1$ and $M_2$, with filtrations $G^*_1$ and $G^*_2$ of dimension $\frac{1}{2} \dim(F^*)$ and finite multiplicity. Then $G^*_1 \oplus G^*_2$ is a filtration on $M_1 \oplus M_2$ of dimension $\frac{1}{2} \dim(F^*)$ and finite multiplicity. □

**Remark 3.7.** We recall that an extension of two holonomic $A$-modules might not be holonomic [KLZ12, Section 3]. This implies that multiplicity is not additive, nor subadditive. Furthermore, even for a holonomic $A$-module with a standard filtration, the limit superior in the definition of multiplicity cannot be changed to a plain limit, as the sequence in the definition may fail to converge [KLZ12, Section 4].

It is known that a holonomic module over the ring of differential operators on a polynomial ring has finite length [Bav09, Theorem 9.6]. We now show this for a more general class of algebras.

**Theorem 3.8.** Let $(A, F^*)$ be a $C$-linearly simple filtered $k$-algebra with finite dimension and positive finite multiplicity. If $M$ is a holonomic $A$-module, then $M$ has finite length as an $A$-module. Furthermore,

$$\text{length}_A M \leq \frac{e(G^*)^2(C + 1)^\theta(C + 2)^\theta}{e(F^*)}$$

for any filtration $G^*$ on $M$ of dimension $\theta := \frac{1}{2} \dim(F^*)$ and finite multiplicity.

**Proof.** Let $0 = M_0 \subseteq M_1 \subseteq \cdots \subseteq M_t = M$ be a chain of submodules of $M$, which we may assume is a nontrivial $A$-module. Given a filtration $G^*$ on $M$ of dimension $\theta := \frac{1}{2} \dim(F^*)$ and finite multiplicity, let $G^*_j$ be the filtration on $M_j/M_{j-1}$ given by $G^*_j = (G^i \cap M_j + M_{j-1})/M_{j-1}$. We note that, because $G^*_j \cong (G^i \cap M_j)/(G^i \cap M_{j-1})$, the sum $\sum_{j=1}^{t} \dim_k G^*_j$ telescopes to $\dim_k G^i$ for each $i$. By Lemma 3.3,

$$\dim_k F^i \leq \dim_k G^{(C+1)i}_j \dim_k G^{(C+2)i}_j$$

for every $j$ and all sufficiently large $i$. Adding up over $j = 1, \ldots, t$, we obtain

$$t \dim_k F^i \leq \sum_{j=1}^{t} \left( \dim_k G^{(C+1)i}_j \dim_k G^{(C+2)i}_j \right)$$

$$\leq \left( \sum_{j=1}^{t} \dim_k G^{(C+1)i}_j \right) \left( \sum_{j=1}^{t} \dim_k G^{(C+2)i}_j \right) = \dim_k G^{(C+1)i} \dim_k G^{(C+2)i}.$$

Dividing by $i^{2\theta}$ and taking limit superior yields

$$t e(F^*) \leq \limsup_{i \to \infty} \frac{\dim_k G^{(C+1)i}}{i^{\theta}} \frac{\dim_k G^{(C+2)i}}{i^{\theta}}$$

$$\leq \left( \limsup_{i \to \infty} \frac{\dim_k G^{(C+1)i}}{i^{\theta}} \left( \limsup_{i \to \infty} \frac{\dim_k G^{(C+2)i}}{i^{\theta}} \right) \right)$$

$$= (C + 1)^\theta (C + 2)^\theta \left( \limsup_{i \to \infty} \frac{\dim_k G^{(C+1)i}}{((C+1)i)^\theta} \right) \left( \limsup_{i \to \infty} \frac{\dim_k G^{(C+2)i}}{((C+2)i)^\theta} \right)$$

$$\leq (C + 1)^\theta (C + 2)^\theta e(G^*)^2.$$

We conclude that

$$t \leq \frac{e(G^*)^2(C + 1)^\theta(C + 2)^\theta}{e(F^*)}.$$
which proves our two claims. □

**Remark 3.9.** Theorem 3.8 shows in particular that any holonomic module is finitely generated, so the notion of good filtration applies, and adopting the notation of that theorem, we have

$$\text{length}_A M \leq e(M, F^\bullet)^2 (C + 1)^\theta (C + 2)^\theta / e(F^\bullet).$$

**Proposition 3.10.** Let $(A, F^\bullet)$ be a linearly simple filtered $k$-algebra with nonzero finite dimension and multiplicity. Then any holonomic $A$-module is cyclic.

**Proof.** This follows essentially from the classic proof for the Weyl algebra [Con95, Theorem 10.2.5]. Note that the same proof works in this context without the left Noetherian hypothesis on the ring, as $M$ has finite length and $A$ is not an Artinian module over itself. □

### 4. Rings of differential operators and Bernstein algebras

From this section onward, we direct our focus to rings of differential operators on commutative $k$-algebras. After recalling some basic terminology, we take a look at local cohomology modules from the standpoint of $D$-module theory, and use the machinery developed in the previous sections to determine sufficient conditions under which local cohomology modules are holonomic—which in particular implies the finiteness of the sets of associated primes of these modules. Narrowing our focus to rings of differential operators on commutative finitely generated graded $k$-algebras, we introduce a class of filtrations on those rings that generalize the classic Bernstein filtration on the Weyl algebra. We conclude by introducing a class of algebras over which one can develop a nice theory of holonomic $D$-modules.

#### 4.1. Rings of differential operators.

**Generalities.** Let $R$ be a commutative $k$-algebra, and consider the ring of $k$-linear endomorphisms $\text{End}_k(R)$. The $k$-linear differential operators of order $\leq i$, where $i$ is a nonnegative integer, are defined inductively as follows: A differential operator of order 0 is simply the multiplication by an element of $R$. If $i > 0$, then a differential operator of order $\leq i$ is a $k$-linear map $\delta : R \to R$ such that for every $r \in R$, the commutator $[\delta, r] := \delta \circ r - r \circ \delta$ is a differential operator of order $\leq i - 1$, where we consider $r : R \to R$ as the multiplication by $r$. Equivalently, a $k$-linear map $\delta : R \to R$ is a differential operator of order $\leq i$ if for every $r_0, \ldots, r_i \in R$ the $(i + 1)$-fold commutator $[\cdots [[\delta, r_0], r_1], \ldots, r_i]$ is zero. We say that $\delta \in \text{End}_k(R)$ is a differential operator of order $i$, and write $\text{ord}(\delta) = i$, if $\delta$ is a differential operator of order $\leq i$, but not of order $< i$.

**Remark 4.1.** For later use, we note that if $R$ is generated as a $k$-algebra by a set $\Sigma$, then to verify that $\delta \in \text{End}_k(R)$ is a differential operator of order $\leq i$, it suffices to verify that $[\delta, r]$ is a differential operator of order $\leq i - 1$ for all $r \in \Sigma$, or that $[\cdots [[\delta, r_0], r_1], \ldots, r_i] = 0$ for all $r_0, \ldots, r_i \in \Sigma$. 

The set consisting of all $k$-linear differential operators on $R$ of order $\leq i$ is a $k$-subspace of $\text{End}_k(R)$, which we denote by $D^i_{R|k}$. Differential operators of all orders form a ring
\[ D_{R|k} := \bigcup_{i \in \mathbb{N}} D^i_{R|k} \subseteq \text{End}_k(R). \]
The chain of $k$-vector spaces $D^0_{R|k} \subseteq D^1_{R|k} \subseteq D^2_{R|k} \subseteq \cdots$ is called the order filtration on $D_{R|k}$, though we caution the reader that this is not a filtration in the sense of Definition 2.1, since these are generally not finite-dimensional $k$-vector spaces and $D^0_{R|k} \cong R \not\subseteq k$. Despite that, we occasionally extend some terminology introduced for filtrations to the order filtration—specifically, we say that a filtration $\mathcal{F}^\bullet$ on $D_{R|k}$ is linearly dominated by the order filtration if there exists $C \in \mathbb{N}_{>0}$ such that $\mathcal{F}^i \subseteq D^C_{R|k}$ for every $i \in \mathbb{N}$.

**Differential operators in positive characteristic.** Turning to positive characteristic, suppose now that $R$ is a commutative algebra over a perfect field $k$ of characteristic $p > 0$. Assume that $R$ is $F$-finite, that is, $R$ is finitely generated as an $R^{p^e}$-module for some (equivalently, all) $e > 0$, where $R^{p^e}$ is the subring of $R$ consisting of all $p^e$-th powers of its elements. Then
\[ D_{R|k} = \bigcup_{e \in \mathbb{N}} D^{(e)}_{R|k} \]
where $D^{(e)}_{R|k} := \text{End}_{R^{p^e}}(R)$ consists of the differential operators of level $e$ [Smi87, Theorem 2.7] (see also [Yek92, Theorem 1.4.9]).

If $R$ is reduced, we may consider the ring $R^{1/p^e} = \{r^{1/p^e} \mid r \in R\}$ consisting of the $p^e$-th roots of the elements of $R$, and identify $D^{(e)}_{R|k}$ with $\text{End}_k(R^{1/p^e})$ via the map $\delta \mapsto \delta^{1/p^e}$, where
\[ (1.1) \quad \delta^{1/p^e}(r^{1/p^e}) = \delta(r)^{1/p^e}. \]
We note that $D^{p^e-1}_{R|k} \subseteq D^{(e)}_{R|k}$, and so
\[ (2.2) \quad D^i_{R|k} \subseteq D^i_{R|k}^{([\log_p(i+1)])} \]
and if $R$ is generated by $n$ elements as a $k$-algebra, then
\[ (2.3) \quad D^{(e)}_{R|k} \subseteq D^{2(p^e-1)}_{R|k}. \]
Both of these facts are established in the work of Smith [Smi87, Theorem 2.7].

**Differential operators on polynomial rings.** If $S = k[x_1, \ldots, x_n]$ is a polynomial ring over a field $k$ of characteristic zero, then $D_{S|k}$ coincides with the Weyl algebra $S(\partial_1, \ldots, \partial_n)$, where $\partial_i = \frac{\partial}{\partial x_i}$ are the partial derivatives. A $k$-linear differential operator on $S$ can be written, in its unique normal form, as $\delta = \sum_{\alpha, \beta} a_{\alpha, \beta} x^\alpha \partial^\beta$, where $\alpha, \beta \in \mathbb{N}^n$, all but finitely many of the coefficients $a_{\alpha, \beta} \in k$ are zero, and we adopt the multi-index notation $x^\alpha := x_1^{\alpha_1} \cdots x_n^{\alpha_n}$, $\partial^\beta := \partial_1^{\beta_1} \cdots \partial_n^{\beta_n}$.

The order filtration in this case is given by
\[ D^i_{S|k} = \left\{ \sum_{\alpha, \beta} a_{\alpha, \beta} x^\alpha \partial^\beta : |\beta| \leq i \right\}, \]
where $|\beta| = \beta_1 + \cdots + \beta_n$. Note that the $D^i_{S|k}$ are not finite-dimensional $k$-vector spaces. The main example of a finite-dimensional filtration on $D_{S|k}$ is the Bernstein filtration $B^*_S$ given by

$$B^i_S = \left\{ \sum a_{\alpha \beta} x^\alpha \partial^\beta : |\alpha| + |\beta| \leq i \right\},$$

which we shall study in greater generality in Section 4.3.

**Remark 4.2.** In the terminology used by Smith [Smi01] and Boldoni [Bol13], the order filtration and the Bernstein filtration are filtrations associated to the weight vectors $(0,1) \in \mathbb{Z}^2$ and $(1,1) \in \mathbb{Z}^2$, respectively. More generally one may consider filtrations associated to weight vectors $(u,v) \in \mathbb{Z}^2$.

If $S = k[x_1, \ldots, x_n]$ is a polynomial ring with coefficients in a perfect field $k$ of characteristic $p > 0$, then

$$D_{S|k} = S \left( \frac{1}{p!} \partial^{p^e} \bigg| i = 1, \ldots, n, \ e \in \mathbb{N} \right)$$

where $\frac{1}{p!} \partial^{p^e}$ is the operator that maps $x_1^{\alpha_1} \cdots x_n^{\alpha_n} \mapsto \binom{\alpha_i}{p^e} x_1^{\alpha_1} \cdots x_i^{\alpha_i - p^e} \cdots x_n^{\alpha_n}$ (so, in particular, $x_i^{p^e} \mapsto 1$).

**Differential operators on finitely generated algebras.** Returning to arbitrary characteristic, we now consider differential operators on finitely generated algebras. Let $S$ be a polynomial ring over a field $k$ of arbitrary characteristic, and $R = S/I$ for some ideal $I \subseteq S$. The ring of $k$-linear differential operators on $R$ has been described in terms of the $k$-linear differential operators on $S$ [MR87, Theorem 15.5.13] (see also [Mil86, MM18]). Namely, we have

$$D^{i}_{R|k} \cong \frac{\{ \delta \in D^{i}_{S|k} : \delta(I) \subseteq I \}}{ID^{i}_{S|k}}.$$  

The order of the differential operators is preserved under the previous isomorphism; thus the order filtration on $D^{i}_{R|k}$ is given by

$$D^{i}_{R|k} \cong \frac{\{ \delta \in D^{i}_{S|k} : \delta(I) \subseteq I \}}{ID^{i}_{S|k}}.$$  

**Differential operators on graded algebras.** When discussing commutative graded algebras, we shall adopt the following convention.

**Convention 4.3.** Throughout this paper, by a *commutative graded* $k$-algebra we mean a positively graded commutative ring $R = \bigoplus_{i \in \mathbb{N}} R_i$ with $R_0 = k$, that is finitely generated as a $k$-algebra.

If $R$ is a commutative graded $k$-algebra, the ring of differential operators $D_{R|k}$ naturally inherits a $\mathbb{Z}$-grading that extends the grading on $R$, where we declare a differential operator $\delta : R \rightarrow R$ to be homogeneous of degree $d$ if $\delta(R_i) \subseteq R_{i+d}$ for each $i$.

If $S$ is a standard graded polynomial ring, then under the previous grading, the partial derivatives $\partial_i$ are homogeneous of degree $-1$. More generally, if we consider $S$ as a graded ring with $\deg(x_i) = w_i$, then $D_{S|k}$ is a graded ring with $\deg(\partial_i) = -w_i$,
and \( \deg \left( \frac{1}{p} \partial \right) = -p^r w_i \) when \( k \) is a field of positive characteristic \( p \). As a consequence, if \( \delta \in D_{S/k}^j \), then \( \deg(\delta) \geq -iw \), where \( w = \max \{ w_i \} \). By (4.4), if \( I \) is a homogeneous ideal of \( S \) and \( R = S/I \), then \( D_{R/k}^j \) is a graded algebra, again satisfying \( \deg(\delta) \geq -iw \) for every \( \delta \in D_{R/k}^j \).

4.2. Čech and local cohomology as \( D \)-modules. A commutative \( k \)-algebra \( R \) has a natural structure of a left \( D_{R/k}^j \)-module. In general, given a \( D_{R/k}^j \)-module \( M \) and an element \( f \in R \), the localization \( M_f \) is also a left \( D_{R/k}^j \)-module. We define the action of a differential operator \( \delta \) of order zero by \( \delta(v f t) = \delta(v) f t \). Assuming the action has been defined for differential operators of order less than \( j \), for \( \delta \in D_{R/k}^j \) we define

\[
\delta \left( \frac{v}{f^i} \right) = \delta(v) - [\delta, f^i] \left( \frac{v}{f^i} \right).
\]

Note that this well defined, since \([\delta, f^i]\) has order at most \( j - 1 \). With this \( D_{R/k}^j \)-module structure on \( M_f \), the localization map \( M \to M_f \) is a morphism of \( D_{R/k}^j \)-modules.

The Čech complex of \( M \) with respect to a sequence of elements \( f = f_1, \ldots, f_\ell \in R \) is defined by

\[
\check{C}^* (f; M) : 0 \to M \to \bigoplus_i M f_i \to \bigoplus_{i,j} M f_i f_j \to \cdots \to M f_1 \cdots f_\ell \to 0
\]

where the maps on every summand are localization maps up to a sign. The Čech cohomology modules of \( M \) with respect to the sequence \( f \) are defined by

\[
H^j_I(M) = H^j(\check{C}^* (f; M)).
\]

If \( g \) is another sequence of elements of \( R \) such that \((f) = (g) =: I\), then \( H^j_I(M) = H^j_M \) for each \( j \), which justifies our denoting this module simply by \( H^j_I(M) \).

The Čech cohomology modules \( H^j_I(M) \) inherit a \( D_{R/k}^j \)-module structure from their construction, and agree with the local cohomology modules of \( M \) with support in \( I \) whenever \( R \) is a Noetherian ring.

We show in this section that holonomicity is preserved by localization and Čech cohomology.

**Lemma 4.4.** For any \( f \in R \), \( \delta \in D_{R/k}^j \), and \( j \in \mathbb{N} \),

\[
f^j \delta = \sum_{i=0}^{j} (-1)^i \binom{j}{i} \delta^{(i)} f^{j-i}
\]

where the \( \delta^{(i)} \) are defined inductively by \( \delta^{(0)} = \delta \) and \( \delta^{(i+1)} = [\delta^{(i)}, f] \).

**Proof.** We proceed by induction on \( j \), with the case \( j = 0 \) being trivial. For the inductive step, we have

\[
f^{j+1} \delta = f f^j \delta = \sum_{i=0}^{j} (-1)^i \binom{j}{i} f^{i} \delta^{(i)} f^{j-i}
\]
that is linearly dominated by the order filtration. Suppose that a filtration $F$ is compatible with $\theta$.

Let $\theta$ be a commutative $k$-algebra. Let $F^\bullet$ be a filtration on $D_{R[k]}$ that is linearly dominated by the order filtration. Let $M$ be a left $D_{R[k]}$-module with a filtration $G^\bullet$ that is compatible with $F^\bullet$. Suppose that $G^\bullet$ has finite dimension $\theta$ and finite multiplicity. Then for any $f \in R$, there exists a filtration $\tilde{G}^\bullet$ on $M_f$ that is compatible with $F^\bullet$, has dimension at most $\theta$, and if its dimension equals $\theta$, then its multiplicity is finite.

Proof. Given $f \in R$, choose $a$ such that $f \in F^a$; fix $C$ such that $F^i \subseteq D_{R[k]}^C$ for all $i$. Set $\tilde{G}^j := \frac{1}{f^j} G^j(C + a + 1)$. Then $\tilde{G}^\bullet$ is a finite-dimensional, ascending, exhaustive filtration on $M_f$, and the claims about the dimension and multiplicity of $\tilde{G}^\bullet$ follow from the fact that $\dim_k \tilde{G}^j \leq \dim_k G^j(C + a + 1)$ for each $j$.

We need to verify that this filtration is compatible with $F^\bullet$. Using the notation of Lemma 4.4, if the order of $\delta$ is less than or equal to $t$, we get

$$f^{j+t} \delta f^{-j} = \delta f^t - \binom{j+t}{t} \delta(1)f^{t-1} + \cdots + (-1)^{t-1} \binom{j+t}{t} \delta(t)$$

as an equality in $D_{R_j[k]}$; in particular, this operator restricts to an operator in $D_{R[k]}$. If $\delta \in F^t$, then $\delta$ has order at most $C t$ and $\delta(k) \in F^{t+ak}$ for all $k$, so the previous equation shows that $f^{C_j + C t} \delta f^{-C_j} \in F^{(C + a + 1)}$. We then have

$$\delta \cdot \tilde{G}^j = \delta \cdot \frac{1}{f^{C_j}} G^j(C + a + 1) \subseteq \frac{1}{f^{C_j + C t}} F^{(C + a + 1)} G^j(C + a + 1) \subseteq \frac{1}{f^{C+ (j+t)}} G^{(i+j)(C + a + 1)} = \tilde{G}^{i+j}$$

as required.

Theorem 4.6. Let $R$ be a commutative $k$-algebra. Let $F^\bullet$ be a filtration on $D_{R[k]}$ that is linearly dominated by the order filtration. Suppose that $(D_{R[k]}, F^\bullet)$ is linearly simple with finite dimension and finite positive multiplicity. If $M$ is a holonomic $D_{R[k]}$-module, then the following hold.

(i) $M_f$ is holonomic for every $f \in R$.

(ii) $H^j_I(M)$ is holonomic for every finitely generated ideal $I \subseteq R$ and $j \in \mathbb{N}$.

Proof. The claim for a localization of $M$ follows immediately from Lemma 4.5. Finite direct sums of localizations of $M$ are therefore holonomic $D_{R[k]}$-modules by Proposition 3.6(ii). Thus, the kernel of any map in the Čech complex is holonomic by Proposition 3.6(i), and since each $H^j_I(M)$ is a quotient of one of these kernels, it is holonomic, again by Proposition 3.6(i).
We now proceed to show that the previous result and Theorem 3.8 imply that the Čech cohomology modules of a holonomic $D$-module have finite sets of associated primes. Toward that end, we first show that simple $D$-modules have at most one associated prime.

**Lemma 4.7.** Let $R$ be a commutative $\mathbb{k}$-algebra. If $M$ is a simple $D_{R|\mathbb{k}}$-module, then $M$ has at most one associated prime.

**Proof.** This follows from [Bjö79, Lemmas 3.3.16 and 3.3.17], which we reproduce here for the reader’s convenience. Given a simple left $D_{R|\mathbb{k}}$-module $M$, let $u \in M \setminus \{0\}$, so that $M = D_{R|\mathbb{k}}u$. We claim that $p := \sqrt{\text{Ann}_R(u)}$ is prime and independent of the choice of $u$. From this, it follows easily that $p$ is the only possible associated prime of $M$ (though $M$ could potentially fail to have associated primes).

To verify that $p$ does not depend on the choice of $u$, let $v$ be another nonzero element of $M$. Then there exists $\delta \in D_{R|\mathbb{k}}$ such that $v = \delta u$. Suppose $f \in R$ is such that $f^i u = 0$ for some $i$. If $\delta$ has order $j$, then Lemma 4.4 tells us that $f^{i+j} \delta \in D_{R|\mathbb{k}}f^j$, and consequently, $f^{i+j}v = 0$. This shows that $\sqrt{\text{Ann}_R(u)} \subseteq \sqrt{\text{Ann}_R(v)}$, and switching the roles of $u$ and $v$ we get the reverse containment.

To verify that $p$ is prime, let $f, g \in R$ and suppose that $fg \in p$, but $g \notin p$. Thus, $(fg)^i u = 0$ for some $i$, but $v := g^iu \neq 0$, and it follows that $f \in \text{Ann}_R(v) = p$. Lastly, note that $p$ is prime, since $M$ is nontrivial.

**Proposition 4.8.** Let $R$ be a commutative $\mathbb{k}$-algebra. Let $\mathcal{F}^*$ be a filtration on $D_{R|\mathbb{k}}$ that is linearly dominated by the order filtration. Suppose that $(D_{R|\mathbb{k}}, \mathcal{F}^*)$ is linearly simple with finite dimension and positive finite multiplicity. If $M$ is a holonomic $D_{R|\mathbb{k}}$-module, then $\text{Ass}_R H^i_j(M)$ is a finite set for every finitely generated ideal $I \subseteq R$ and $i \in \mathbb{N}$.

**Proof.** If $M$ is a holonomic $D_{R|\mathbb{k}}$-module, then so is $H^i_j(M)$ by Theorem 4.6(ii). Theorem 3.8 then shows that $H^i_j(M)$ has finite length as a $D_{R|\mathbb{k}}$-module, so there exists an ascending chain

$$0 = M_0 \subseteq M_1 \subseteq \cdots \subseteq M_\ell = H^i_j(M)$$

of $D_{R|\mathbb{k}}$-modules such that each quotient $M_j/M_{j-1}$ is simple. We conclude that $\text{Ass}_R H^i_j(M)$ is contained in $\bigcup_{j=1}^\ell \text{Ass}_R M_j/M_{j-1}$, a finite set by Lemma 4.7.

As a side note, we point out that a prime ideal that is minimal over the annihilator of an element of a module is called a *weakly associated prime* of the module [Bon07, p. 341, Exercise 17]. So, in Lemma 4.7 we actually showed that simple $D$-modules have a unique weakly associated prime, while in Proposition 4.8 we showed that the Čech cohomology modules of a holonomic $D$-module have finitely many weakly associated primes.

### 4.3. Generalized Bernstein filtrations

The aim of this subsection is to extend the Bernstein filtration beyond the polynomial ring case. We assume the following:

**Setup 4.9.** Let $\mathbb{k}$ be a field, and $R$ a commutative graded $\mathbb{k}$-algebra, as in Convention 4.3. Set $m = \bigoplus_{i > 0} R_i$, $n = \dim_k m/m^2$, and $w = \max\{t \in \mathbb{N} | [m/m^2]^t_1 \neq 0\}$. We fix a polynomial ring $S = \mathbb{k}[x_1, \ldots, x_n]$ over $\mathbb{k}$, a grading on $S$ with $\deg x_i = w_i \in \mathbb{N}_{>0}$,
and a homogeneous ideal $I \subseteq S$ such that $R \cong S/I$ as graded rings. We observe that $w = \max \{ w_1, \ldots, w_n \}$.

**Definition 4.10.** Let $R$ be as in Setup 4.9, and $a$ a real number greater than $w$. The generalized Bernstein filtration $\mathcal{B}_{a,R}^i$ on $D_{R|k}$ with slope $a$ is given by

$$\mathcal{B}_{a,R}^i := k \cdot \{ \delta \in D_{R|k} \text{ homogeneous } | \text{ deg}(\delta) + a \ord(\delta) \leq i \}.$$ 

If the slope is clear from the context, or irrelevant, then we simply write $\mathcal{B}_{R}^i$.

**Example 4.11.** Let $S$ be a standard graded polynomial ring over a field of characteristic zero. Then the generalized Bernstein filtration with slope 2 is just the usual Bernstein filtration on the Weyl algebra. If $S = k[x_1, \ldots, x_n]$ is a positively graded polynomial ring with $\text{deg}(x_i) = w_i$, we may interpret the generalized Bernstein filtration with integral slope $a$, in the context of Remark 4.2, as the filtration associated to the weight vector $(w, a-w) := (w_1, \ldots, w_n, a-w_1, \ldots, a-w_n) \in \mathbb{Z}^{2n}$.

**Lemma 4.12.** If $R$ is as in Setup 4.9 and $\mathcal{B}_{a,R}^i$ is a generalized Bernstein filtration on $D_{R|k}$, then the following hold.

(i) $\dim_k \mathcal{B}_{a,R}^i$ is finite for every $i$.
(ii) There exists $\varepsilon > 0$ such that $\text{deg}(\delta) + (a-\varepsilon) \text{ord}(\delta) > 0$ for all homogeneous $\delta \in D_{R|k} \setminus k$.

**Proof.** By explicit computation, this holds for a polynomial ring. It then follows for $R$ from the fact that a differential operator on a quotient of a polynomial ring is the image of a differential operator on the polynomial ring. \qed

**Proposition 4.13.** If $R$ is as in Setup 4.9, then every generalized Bernstein filtration on $D_{R|k}$ is a k-algebra filtration in the sense of Definition 2.1.

**Proof.** The generalized Bernstein filtration $\mathcal{B}_{a,R}^i$ is multiplicative because $\ord(\delta_1 \delta_2) \leq \ord(\delta_1) + \ord(\delta_2)$ and $\text{deg}(\delta_1 \delta_2) \leq \text{deg}(\delta_1) + \text{deg}(\delta_2)$ for any homogeneous operators $\delta_1, \delta_2 \in D_{R|k}$. It is clearly ascending, and is finite dimensional by Lemma 4.12(i). It is exhaustive because any homogeneous operator $\delta \in D_{R|k}$ lies in $\mathcal{B}_{a,R}^i$ for $i = \lceil \text{deg}(\delta) + a \text{ord}(\delta) \rceil$. Finally, if $\delta$ is a homogeneous element of $\mathcal{B}_{a,R}^0$, then $\text{deg}(\delta) + a \text{ord}(\delta) \leq 0$, so Lemma 4.12(ii) tells us that $\delta \in k$. Thus, $\mathcal{B}_{a,R}^0 \subseteq k$, and since the reverse inclusion is obvious, equality holds. \qed

**Proposition 4.14.** If $R$ is as in Setup 4.9 and $\mathcal{B}_{R}^i$ is a generalized Bernstein filtration on $D_{R|k}$, then $\mathcal{B}_{R}^i$ is linearly dominated by the order filtration.

**Proof.** Suppose $\mathcal{B}_{R}^i$ has slope $a$. By Lemma 4.12(ii) we have some $\varepsilon > 0$ such that $\text{deg}(\delta) + (a-\varepsilon) \text{ord}(\delta) > 0$ for every homogeneous operator $\delta$ not in $k$. Set $C = \lceil 1/\varepsilon \rceil$. Then, for $\delta$ homogeneous in $\mathcal{B}_{R}^i \setminus k$ we have $\varepsilon \text{ord}(\delta) < \text{deg}(\delta) + a \text{ord}(\delta) \leq i$, so $\text{ord}(\delta) < Ci$, from which it follows that $\mathcal{B}_{R}^i \subseteq D_{R|k}^{Ci}$. \qed

Next, we show that all generalized Bernstein filtrations on $D_{R|k}$ are linearly equivalent.

**Proposition 4.15.** If $R$ is as in Setup 4.9, then any two generalized Bernstein filtrations $\mathcal{B}_{a,R}$ and $\mathcal{B}_{b,R}$ on $D_{R|k}$ are linearly equivalent.
Proof. If \( a \leq b \), choose an integer \( C \) such that \( b \leq C(a - w) \). Then we have \( B^i_{b,R} \subseteq B^i_{a,R} \) and \( B^i_{a,R} \subseteq B^i_{b,R} \) for all \( i \). \( \square \)

The following is an immediate consequence of Remark 3.2 and Proposition 4.15.

**Proposition 4.16.** If \( R \) is as in Setup 4.9, and \( B^*_{a,R} \) and \( B^*_{b,R} \) are generalized Bernstein filtrations on \( D_{R|k} \), then \( (D_{R|k}, B^*_{a,R}) \) is linearly simple if and only if \( (D_{R|k}, B^*_{b,R}) \) is linearly simple. \( \square \)

Other consequences of Proposition 4.15—that the dimension, and the positivity and finiteness of the multiplicity of a Bernstein filtration are all independent of the slope—are explored in the next subsection. Coming back to the case of a polynomial ring \( S = \mathbb{k}[x_1, \ldots, x_n] \) over a field \( \mathbb{k} \) of characteristic zero, we now show that \( D_{S|k} \) with a generalized Bernstein filtration is linearly simple.

**Proposition 4.17.** Let \( S \) be a positively graded polynomial ring over a field \( \mathbb{k} \) of characteristic zero. If \( B^*_S \) is a generalized Bernstein filtration on \( D_{S|k} \), then \( (D_{S|k}, B^*_S) \) is linearly simple; that is, there exists a positive integer \( C \) such that for every \( i \in \mathbb{N} \) and every nonzero \( \delta \in B^i_S \), we have \( 1 \in B^C_S \cdot \delta \cdot B^C_S \).

**Proof.** Suppose \( B^*_S \) has slope \( a \), which we may assume is an integer, by Proposition 4.16. Suppose that \( S = \mathbb{k}[x_1, \ldots, x_n] \) and \( \deg(x_j) = -\deg(\partial_j) = w_j \) for each \( j \), so that \( x_j \in B^i_S \) and \( \partial_j \in B^{i-w_j}_S \). We shall verify that the claim holds for \( C = \max\{w_j, a - w_j\} \). This is trivially true when \( i = 0 \), so suppose that \( i > 0 \) and \( \delta \in B^i_S \setminus \{0\} \). Let \( e_j \) denote the \( j \)-th standard basis vector of \( \mathbb{Z}^n \). The identity \( [x^\alpha \partial^\beta, \partial_j] = -\alpha_j x^\alpha \partial^{\beta+e_j} \) shows that, as long as the normal form of \( \delta \) contains a monomial \( x^\alpha \partial^\beta \) with \( \alpha_j \neq 0 \) for some \( j \), the commutator \([\delta, \partial_j] \) is a nonzero element of \( B^{i-w_j}_S \). An inductive argument then allows us to assume that \( 1 \in B^C_S \cdot [\delta, \partial_j] B^C S^{i-w_j} \). But \([\delta, \partial_j] \) lies in \( B^{i-w_j}_S \cdot \delta \cdot B^{i-w_j}_S \), so we conclude that

\[
1 \in B^C_S \cdot [\delta, \partial_j] B^{i-w_j}_S \cdot \delta \cdot B^{i-w_j}_S \subseteq B^{C + i}_S \cdot \delta \cdot B^{C + i}_S
\]

where the last containment follows from the inequalities \( C \geq a - w_j \) and \( w_j \geq 1 \).

If the normal form of \( \delta \) contains a monomial \( \partial^\beta \) with \( \beta_j \neq 0 \) for some \( j \), we mimic the previous argument using, instead, the identity \([\partial^\beta, x_j] = \beta_j \partial^{\beta-\epsilon_j} \). This time around, we use the inequalities \( C \geq w_j \) and \( a - w_j \geq 1 \), the latter being a consequence of our assumption that \( a \in \mathbb{N} \) and \( a > w \).

Finally, if neither condition is satisfied, then \( \delta \in \mathbb{k} \setminus \{0\} \), and the result is clear. \( \square \)

We conclude this subsection by showing that the associated graded ring of a generalized Bernstein filtration on a polynomial ring is itself a polynomial ring.

**Proposition 4.18.** Let \( S = \mathbb{k}[x_1, \ldots, x_n] \) be a positively graded polynomial ring over a field \( \mathbb{k} \) of characteristic zero. If \( B^*_S \) is a generalized Bernstein filtration on \( D_{S|k} \) with an integral slope, then the associated graded ring \( \gr(B^*_S) \) is a polynomial ring in \( 2n \) variables, and in particular, is commutative.

**Proof.** Let \( a \in \mathbb{N} \) be the slope of \( B^*_S \), and assume that \( \deg(x_j) = -\deg(\partial_j) = w_j \), for each \( j \). As in Example 4.11, \( B^*_S \) is the filtration associated to the weight vector
(w, a - w) ∈ Z^{2n}. Since w_j + (a - w_j) > 0 for all j, the associated graded ring \( \text{gr}(\mathcal{B}^*_w) \) is a polynomial ring in \( 2n \) variables [Smi01, Proposition 2.2, Example 2.4]. \( \square \)

4.4. Bernstein algebras. We retain the hypotheses of Setup 4.9. In order to have a good theory of holonomic \( D_{R|k} \)-modules generalizing what is known in the regular case, we would like not only to have Bernstein’s inequality, but also to have the dimension of \( D_{R|k} \) be twice the dimension of \( R \). We note first that dimension for the ring of differential operators is not well defined in general.

Example 4.19. Let \( k = \Gamma_p \) and \( R = k[x_1, \ldots, x_d] \). Note that \( D_{R|k} \) is not finitely generated, so the notion of standard filtration for \( D_{R|k} \) as a \( k \)-algebra as in Definition 2.12 does not apply. If we set \( \mathcal{F}^i = \left[ D_{R|k}^{(\ell)} \right]_{\leq i} \), then one verifies easily that \( \mathcal{F}^* \) is a filtration in the sense of Definition 2.1 and that \( \dim(\mathcal{F}^*) = d \). Proposition 2.7 then tells us that for any \( \lambda \geq d \), there exists a filtration on \( D_{R|k} \) with dimension \( \lambda \).

However, the generalized Bernstein filtrations yield a well-defined notion of dimension for the ring of differential operators, and finitely generated \( D_{R|k} \)-modules, as the following result shows.

Proposition 4.20. If \( R \) is a commutative graded \( k \)-algebra, as in Setup 4.9, and \( \mathcal{B}^*_a,R \) and \( \mathcal{B}^*_b,R \) are generalized Bernstein filtrations on \( D_{R|k} \), then

(i) \( \dim(\mathcal{B}^*_a,R) = \dim(\mathcal{B}^*_b,R) \),
(ii) \( e(\mathcal{B}^*_a,R) < \infty \) if and only if \( e(\mathcal{B}^*_b,R) < \infty \),
(iii) \( e(\mathcal{B}^*_a,R) > 0 \) if and only if \( e(\mathcal{B}^*_b,R) > 0 \).

Moreover, if \( M \) is a finitely generated left or right \( D_{R|k} \)-module, then, in the notation of Definition 2.10,

(iv) \( \dim(M, \mathcal{B}^*_a,R) = \dim(M, \mathcal{B}^*_b,R) \),
(v) \( e(M, \mathcal{B}^*_a,R) < \infty \) if and only if \( e(M, \mathcal{B}^*_b,R) < \infty \),
(vi) \( e(M, \mathcal{B}^*_a,R) > 0 \) if and only if \( e(M, \mathcal{B}^*_b,R) > 0 \).

Proof. This follows from Corollary 2.6 and Propositions 2.11 and 4.15. \( \square \)

Definition 4.21. Let \( R \) be as in Setup 4.9, and \( M \) a finitely generated \( D_{R|k} \)-module. Then \( \dim(D_{R|k}) := \dim(\mathcal{B}^*_R) \) and \( \dim(M) := \dim(M, \mathcal{B}^*_R) \), where \( \mathcal{B}^*_R \) is a generalized Bernstein filtration on \( D_{R|k} \).

Proposition 4.20 ensures that these definitions do not depend on the choice of the generalized Bernstein filtration.

The class of algebras for which we have a good theory of holonomic \( D_{R|k} \)-modules is the following.

Definition 4.22. Let \( R \) be as in Setup 4.9, and \( \mathcal{B}^*_R \) a generalized Bernstein filtration on \( D_{R|k} \). We say that \( R \) is a Bernstein algebra if

(i) \( (D_{R|k}, \mathcal{B}^*_R) \) is linearly simple,
(ii) \( \dim(\mathcal{B}^*_R) = 2 \dim(R) \), and
(iii) \( 0 < e(\mathcal{B}^*_R) < \infty \).
Note that Propositions 4.16 and 4.20 show that conditions (i)–(iii) in the previous definition do not depend on the choice of the slope for $B_{R}^{•}$. 

We give sufficient conditions for a commutative graded $k$-algebra to be a Bernstein algebra in terms of the differential signature introduced by Brenner and the third and fourth authors of this manuscript [BJNB19].

**Definition 4.23** ([DDSG + 18, BJNB19]). Let $R$ be a commutative graded $k$-algebra of dimension $d$, with maximal homogeneous ideal $m$.

(i) For each positive integer $i$, the $i$-th differential power of $m$ is the ideal 
\[ m^{(i)} = \{ f \in R | \delta(f) \in m \text{ for all } \delta \in D_{R[k]}^{i-1} \}. \]

(ii) The differential signature of $R$ is the real number 
\[ s^{\text{diff}}(R) = \limsup_{i \to \infty} \frac{d! \cdot \dim_k R/m^{(i)}}{i^d}. \]

**Remark 4.24.** Let $G$ be a finite group that acts linearly on a polynomial ring $R$ over a field $k$ of characteristic zero. Then the differential signature of the ring of invariants $R^{G}$ is positive [BJNB19, Theorem 6.15]. Moreover, the differential signature of a strongly $F$-regular $k$-algebra is also positive [BJNB19, Theorem 5.17].

The next result presents a perfect pairing between a certain quotient of $D_{R[k]}^{i-1}$ and $R/m^{(i)}$. This was implicitly introduced in previous work regarding convergence of differential signature [BJNB19, Section 8].

**Lemma 4.25** ([DNB20, Lemma 3.4]). If $R$ is a commutative graded $k$-algebra with homogeneous maximal ideal $m$, and 
\[ J_{R[k]} = \{ \delta \in D_{R[k]} | \delta(R) \subseteq m \}, \]
then there exists a non-degenerate $k$-bilinear function
\[ D_{R[k]}^{i-1} / (J_{R[k]} \cap D_{R[k]}^{i-1}) \times R/m^{(i)} \to R/m \]
defined by $(\overline{\delta}, \overline{\tau}) \mapsto \overline{\delta(\tau)}$.

**Lemma 4.26.** Let $R$ be as in Setup 4.9, and $B_{R}^{•}$ a generalized Bernstein filtration on $D_{R[k]}$. If $G^{•}$ is the $D_{R[k]}$-module filtration on $R$ given by $G^i = B_{R}^{i} \cdot 1 \subseteq R$, then $\dim(G^{•}) = \dim(R)$, and $e(G^{•}) = e(R)$, which is finite and positive.

**Proof.** As $G^1 = B_{R}^{1} \cdot 1 = [R]_{\leq 1}$, the result follows from the theory of Hilbert functions for commutative finitely generated graded $k$-algebras.

**Theorem 4.27.** Let $R$ be as in Setup 4.9, and $B_{R}^{•}$ a generalized Bernstein filtration on $D_{R[k]}$. If $s^{\text{diff}}(R) > 0$ and $(D_{R[k]}, B_{R}^{•})$ is linearly simple, then $R$ is a Bernstein algebra. In particular, $R$, its localizations $R_f$ for $f \in R$, and its local cohomology modules $H^i_f(R)$ for $I \subseteq R$ are all holonomic $D_{R[k]}$-modules.

**Proof.** For each positive integer $i$, set $\alpha_i = \dim_k R/m^{(i)}$. By Lemma 4.25, there exist $\delta_1, \ldots, \delta_{\alpha_i} \in D_{R[k]}^{i-1}$ and $f_1, \ldots, f_{\alpha_i} \in R$ homogeneous such that $\delta_j(f_k) = 0$ if $j \neq k$, and $\delta_j(f_j) = 1$. In particular, this implies that $\delta_1, \ldots, \delta_{\alpha_i}$ are linearly independent...
over \( R \). Let \( \alpha \) be the slope of \( B_R^* \), and \( d = \dim(R) \). Noting that \( \deg(\delta_j) \leq 0 \) for each \( j \), we see that \([R]_{\leq i}\{\delta_1, \ldots, \delta_{\alpha_i}\} \leq B_R^{(a+1)i}\), and thus
\[
\limsup_{i \to \infty} \frac{\dim_k B_R^i}{i^{2d}} \geq \limsup_{i \to \infty} \frac{\dim_k B_R^{(a+1)i}}{((a+1)i)^{2d}} \geq \limsup_{i \to \infty} \frac{\dim_k([R]_{\leq i}\{\delta_1, \ldots, \delta_{\alpha_i}\})}{((a+1)i)^{2d}}.
\]
The linear independence of the \( \delta_j \) over \( R \) implies that \( \dim_k([R]_{\leq i}\{\delta_1, \ldots, \delta_{\alpha_i}\}) = \alpha_i \dim_k[R]_{\leq i} \), so
\[
\limsup_{i \to \infty} \frac{\dim_k B_R^i}{i^{2d}} \geq \limsup_{i \to \infty} \frac{\alpha_i \dim_k[R]_{\leq i}}{((a+1)i)^{2d}} \geq \limsup_{i \to \infty} \frac{\dim_k[R]_{\leq i}}{i^{2d}} \geq \frac{1}{(a+1)^{2d} \cdot \text{diff}(R)} \cdot e(R).
\]
Since the last quantity is positive, this shows that \( \dim(B_R^*) \geq 2d \).

To prove the reverse inequality, let \( G^* \) be as in Lemma 4.26. Then \( G^* \) is a filtration on the \( D_R[k] \)-module \( R \) compatible with \( B_R^* \), of dimension \( d = \dim(R) \), so Bernstein’s inequality (Theorem 3.4) tells us that \( \dim(B_R^*) \leq 2d \).

Having established that \( \dim(B_R^*) = 2d \), the calculation displayed above also shows that \( e(B_R^*) \) is positive, whereas Theorem 3.4 tells us that if \( (D_R[k], B_R^*) \) is \( C \)-linearly simple, then
\[
e(B_R^*) \leq (C + 1)^d (C + 2)^d e(G^*)^2 = (C + 1)^d (C + 2)^d e(R)^2 < \infty.
\]
The claims about holonomicity follow from Theorem 4.6, Proposition 4.14, and Lemma 4.26. \qed

In the final two sections of this paper, we shall use Theorem 4.27 to introduce two interesting classes of Bernstein algebras.

5. Rings of invariants of finite groups in characteristic zero are Bernstein algebras

Let \( R \) be a polynomial ring over a field \( k \) of characteristic zero, and \( G \) a finite group acting linearly on \( R \). The goal of this section is to prove that the ring of invariants \( R^G \) is a Bernstein algebra. In particular, Bernstein’s inequality is satisfied, and the dimension of \( D_{R^G}[k] \) is twice the dimension of \( R^G \). We also relate holonomic modules over \( R \) and over \( R^G \).

5.1. Bernstein inequality for rings of invariants. If \( R \) and \( G \) are as in the preceding paragraph, the action of \( G \) on \( R \) induces a degree and order-preserving action on \( D_{R[k]} \), defined as follows: for each \( g \in G \) and \( \delta \in D_{R[k]} \), we define \( g \cdot \delta \in D_{R[k]} \) by
\[
(g \cdot \delta)(r) := g \cdot \delta(g^{-1} \cdot r).
\]
It is easy to verify that if \( \delta \in (D_{R[k]})^G \), then \( \delta \) maps \( R^G \) into itself, so we have a well-defined map
\[
(D_{R[k]})^G \to D_{R^G[k]}
\]
given by restriction. Note that as $G$ is finite, this map is injective [Sch95, Theorem 6.3(1)] (see also [Tra06, Theorem 2] for an elementary proof).

For our applications, we need the restriction map (5.1) to be not merely injective, but surjective as well, to allow us to relate generalized Bernstein filtrations on $D_{R|k}$ and on $D_{RG|k}$. This is made possible by the following result.

**Lemma 5.1.** Let $G$ be a finite group that acts linearly on a polynomial ring $R$ over a field $k$. Assume that $|G|$ is nonzero in $k$. Then there exists a normal subgroup $H \subseteq G$ such that $R^H$ is a polynomial ring (that may not be standard graded), and such that $(D_{R^H|k})^{G/H} \cong D_{RG|k}$ under the natural restriction map for every $i$.

**Proof.** We identify $R$ with the ring of polynomial functions on a $k$-vector space $V$. Let $H \trianglelefteq G$ be the subgroup generated by all elements $g$ in $G$ such that the rank of $\text{id} - g$ on $V$ is one; such elements are called pseudoreflections in the literature. The subgroup $H$ is normal, and $R^H$ is a polynomial ring by the Shephard–Todd Theorem [ST54] (see also [NS02, Theorem 7.1.4] for a modern proof, in arbitrary characteristic).

The inclusion map $R^G \to R^H$ is étale in codimension one. This is well known to experts, but we include an argument for convenience of the reader. Since the étale locus is preserved by base change, we may assume that $k$ is algebraically closed. Let $g_1, \ldots, g_t \in G$ be a set of representatives for $G/H \setminus \{H\}$. Let $X \subseteq V$ be the union of the fixed spaces of $g_1, \ldots, g_t$. Note that $X$ has codimension at least two in $V$. It suffices to show that for any maximal ideal $\mathfrak{m}$ of $R$ that corresponds to a point $v \in V \setminus X$, the inclusion map $R^G_{\mathfrak{m}\cap R^G} \to R^H_{\mathfrak{m}\cap R^H}$ is étale. To this end, we note that the stabilizer of $v$ in $G$ is contained in $H$. Then, by [Kem02, Proposition 1.1], the inclusion map induces an isomorphism on the completions $\hat{R}^G_{\mathfrak{m}\cap R^G} \cong \hat{R}^H_{\mathfrak{m}\cap R^H}$, and the claim follows.

Thus, the restriction map

$$D^i_{R^H|k} \to D^i_{RG|k}(R^G, R^H),$$

where $D^i_{RG|k}(R^G, R^H)$ denotes the differential operators from $R^G$ to $R^H$ as $R^G$-modules, is an isomorphism for all $i$ [BJNB19, Proof of Proposition 6.4]. Restricting to $G/H$ invariants on both sides yields the desired isomorphism.

The case of the previous lemma where $G$ contains no pseudoreflections is a theorem of Kantor [Kan77, Chapitre III, Théorème 4].

With the notation of Lemma 5.1, we have $R^G = (R^H)^{G/H}$, where $R^H$ is a polynomial ring and the action of $G/H$ on $R^H$, although not necessarily linear, fixes $k$ and is degree preserving. Lemma 5.1 allows us to work in the following setting.

**Setup 5.2.** Let $R = k[x_1, \ldots, x_n]$ be a polynomial ring over a field $k$ of characteristic zero, with an arbitrary positive grading. Let $G$ be a finite group that acts on $R$ by degree-preserving $k$-linear automorphisms, and suppose that $D_{RG|k} \cong (D_{R|k})^G$ under the natural restriction map (5.1). Henceforth we freely identify $D_{RG|k}$ with $(D_{R|k})^G$. Let $B^*_R$ and $B^*_{RG}$ be generalized Bernstein filtrations on $D_{R|k}$ and $D_{RG|k}$ with the same integral slope. Then under the aforementioned identification we have

$$B^*_{RG} = (B^*_R)^G = B^*_R \cap D_{RG|k}$$

for each $i$. 
Lemma 5.3. In the context of Setup 5.2, there exists a natural injective ring homomorphism \( gr(B_{RC}^i) \rightarrow gr(B_{RC}^i) \). This is a module-finite map of commutative rings, and \( gr(B_{RC}^i) \) is a finitely generated \( \mathbb{k} \)-algebra of dimension \( 2 \dim(R^G) \).

Proof. We are identifying \( D_{RC}^i \) with \( (D_{R[k]}^i)^G \subseteq D_{R[k]}^i \); under this identification, (5.2) is telling us that \( B_{RC}^i \) is the filtration on \( D_{RC}^i \) induced by \( B_{R}^i \). Thus, we have a natural injective map \( gr(B_{RC}^i) \rightarrow gr(B_{R}^i) \), which gives an isomorphism \( gr(B_{RC}^i) \cong gr(B_{R}^i)^G \). Proposition 4.18 shows that \( gr(B_{R}^i) \) is a polynomial ring of dimension \( 2 \dim(R) = 2 \dim(R^G) \), so the remaining claims follow from basic invariant theory of finitely generated commutative \( \mathbb{k} \)-algebras.

Lemma 5.4. Under Setup 5.2, \( D_{R[k]}^i \) is a finitely generated right \( D_{RC}^i \)-module. Moreover, there exist finitely many elements \( \gamma_1, \ldots, \gamma_{r} \in D_{R[k]}^i \) and a positive integer \( v \) such that \( B_{R}^i \subseteq B_{R}^i \cdot B_{R}^{i+v} + \cdots + B_{R}^i \cdot B_{R}^{i+v} \) for every \( i \in \mathbb{N} \).

Proof. By Lemma 5.3 and Proposition 2.14, \( B_{R}^i \) is a good filtration on \( D_{R[k]}^i \) as a right \( (D_{RC}^i, B_{RC}^i) \)-module. Thus, \( D_{R[k]}^i \) is finitely generated as a right module over \( D_{RC}^i \) and \( B_{R}^i \) is shift equivalent to a standard filtration \( \{\gamma_1, \ldots, \gamma_{r}\}B_{RC}^i \). □

Our main technical result in this section is the following.

Theorem 5.5. Let \( G \) be a finite group that acts linearly on a polynomial ring \( R \) over a field \( \mathbb{k} \) of characteristic zero. If \( B_{RC}^i \) is a generalized Bernstein filtration on \( D_{RC}^i \), then \( (D_{RC}^i, B_{RC}^i) \) is linearly simple.

Proof. Lemma 5.1 allows us to work under Setup 5.2. Fix a finite set \( \Sigma \) of generators for \( R^G \) as a \( \mathbb{k} \)-algebra, and choose \( d \) so that \( \Sigma \subseteq B_{RC}^i \). Choose \( C \in \mathbb{N}_{>0} \) such that for each \( i \in \mathbb{N} \) we have \( B_{RC}^i \subseteq D_{RC}^i \), as in Proposition 4.14, and \( 1 \in B_{RC}^i \cdot \delta \cdot B_{RC}^i \) for all \( \delta \in B_{R}^i \setminus \{0\} \), as in Proposition 4.17. Fix \( \gamma_1, \ldots, \gamma_{r} \in D_{R[k]}^i \) with \( B_{R}^i \subseteq B_{R}^i \cdot B_{R}^{i+v} + \cdots + B_{R}^i \cdot B_{R}^{i+v} \) for all \( i \), as in Lemma 5.4, and note that, by possibly increasing \( v \), we may assume that \( v > \text{ord}(\gamma_j) \) and \( \gamma_j \in B_{R}^i \) for all \( j \).

We wish to show that there exists \( K \in \mathbb{N}_{>0} \) such that for each \( i \in \mathbb{N} \) and each nonzero \( \delta \in B_{R}^i \), we have \( 1 \in B_{R}^i \cdot \delta \cdot B_{R}^i \). Note, however, that since \( B_{R}^i = \mathbb{k} \), this claim holds for \( i = 0 \) with any \( K \), so we shall focus on the case of a positive \( i \).

Fix a positive integer \( i \) and a nonzero element \( \delta \in B_{R}^i \), and let \( m = \text{ord}(\delta) \). By Remark 4.1, there exists a nonzero \( m \)-fold commutator \( \cdots[[\delta, r_1], r_2], \ldots, r_m] \) with \( r_1, \ldots, r_m \in \Sigma \subseteq B_{RC}^i \). Let \( f \) denote this iterated commutator; then \( f \in R^G \setminus \{0\} \) and \( f \in B_{RC}^i \cdot \delta \cdot B_{RC}^i \). Since \( m \leq Ci \) by our choice of \( C \), we have

\[
(5.3) \quad f \in B_{RC}^i \cdot \delta \cdot B_{RC}^i.
\]

For \( j \in \{1, \ldots, r\} \), write \( \gamma^{(0)}_j = \gamma_j \) and recursively define \( \gamma^{(k+1)}_j = [\gamma^{(k)}_j, f] \). Note that \( \gamma^{(v)}_j = 0 \) by our choice of \( v \), and Lemma 4.4 tells us that we can write

\[
(5.4) \quad f^v \gamma_j = f^v + c_1 \gamma^{(1)}_j f^{v-1} + \cdots + c_{v-1} \gamma^{(v-1)}_j f + c_v \gamma^v_j f.
\]

for some integers \( c_1, \ldots, c_{v-1} \). Since (5.3) shows that \( f \in B_{R}^i \cdot \delta \cdot B_{RC}^i \) by our choice of \( v \), we have \( \gamma^{(k)}_j \in B_{R}^i \cdot B_{RC}^i \cdot \delta \cdot B_{RC}^i \cdot B_{RC}^i \) for each \( k \). Setting \( \alpha = 3Cde \), (5.4) yields

\[
(5.5) \quad f^v \gamma_j \in B_{R}^i \cdot B_{RC}^i \cdot \delta \cdot B_{RC}^i \cdot f.
\]
As $f^v$ is a nonzero element of $B_R^{\beta_i}$, our choice of $C$ implies that $1 \in B_R^{C\alpha_i} \cdot f^v \cdot B_R^{C\alpha_i}$. Writing $B_R^{C\alpha_i} \subseteq \gamma_1 \cdot B_R^{C(1)+v} + \cdots + \gamma_v \cdot B_R^{C(1)v}$ and using (5.5) we see that $1 \in B_R^{(C+1)v} \cdot f \cdot B_R^{C(1)v}$, so setting $\beta = (C+1)v$ we see that

\begin{equation}
1 \in B_R^{\beta} \cdot f \cdot B_R^{\beta}.
\end{equation}

Applying a Reynolds operator, we shall be able to replace the $B_R^{\beta}$ in (5.6) with $B_R^{\beta_R}$. Indeed, the map $\rho : D_R[y] \to (D_R[y])^G = D_{R^G}[y]$ given by $\delta \mapsto \frac{1}{|G|} \sum_{g \in G} g \cdot \delta$ maps $B_R^\delta$ into $(B_R^\delta)^G = B_R^{\delta_R}$ by (5.2). This is a map of right $D_{R^G}[y]$-modules, so applying $\rho$ to an equation expressing the containment in (5.6) we find that $1 \in B_R^{\beta_i} \cdot f \cdot B_R^{\beta_i}$. To wrap up the proof, we invoke (5.3) to conclude that

$$1 \in B_R^{\beta_i} \cdot B_R^{\beta_R} \cdot \delta \cdot B_R^{\beta_R} \subseteq B_R^{\beta_R + C \delta_R} \cdot \delta \cdot B_R^{\beta_R + C \delta_R}$$

and stress that $\beta + C \delta_R$ depends neither on $\delta$ nor on $\beta$. \hfill \Box

**Corollary 5.6.** Let $G$ be a finite group that acts linearly on a polynomial ring $R$ over a field $k$ of characteristic zero. Then the ring of invariants $R^G$ is a Bernstein $k$-algebra. In particular, every $D_{R^G}[y]$-module satisfies Bernstein inequality with respect to any generalized Bernstein filtration. Furthermore, $R^G$, its localizations $R^G_I$ for $f \in R^G$, and its local cohomology modules $H^I_1(R^G)$ for $I \subseteq R^G$ are all holonomic $D_{R^G}[y]$-modules, and thus have finite length as $D_{R^G}[y]$-modules.

**Proof.** This follows from Theorems 4.27 and 5.5, using the fact that the differential signature of $R^G$ is positive [BJNB19, Theorem 6.15]. \hfill \Box

We end this subsection with a couple of examples to illustrate that the main result of this section does not hold in the setting of rational singularities, even for hypersurfaces.

**Example 5.7.** Let $k$ be a field of characteristic zero, and

$$R = \frac{k[w, x, y, z]}{(w^3 + x^3 + y^3 + z^3)}.$$ 

This is a standard graded hypersurface domain with rational singularities for which $D_{R[k]}$ has no elements of negative degree [Mal20, Theorem 1.2]. Consequently, $(D_{R[k]}, \mathcal{B}_R^*)$ is not linearly simple, and thus $R$ is not a Bernstein algebra. Moreover, the maximal ideal $(w, x, y, z)$ is a proper nontrivial $D_{R[k]}$-submodule of $R$, whence $R$ is not a simple $D_{R[k]}$-module. For this ring, the residue field $R/(w, x, y, z) \cong k$ is a $D_{R[k]}$-module; any filtration on this module has dimension zero.

**Example 5.8.** Let $k$ be a field of characteristic zero, and

$$S = \frac{k[s, t, u, v, w, x, y, z]}{(su^2x^2 + sv^2y^2 + twxy + tw^2z^2)}.$$ 

This is a standard graded hypersurface domain with rational singularities that has a local cohomology module with infinitely many associated primes [SS04, Theorem 5.1], and hence not a Bernstein algebra by Proposition 4.8.
5.2. Holonomicity and differential direct summands. Let \( R \) be a polynomial ring over a field \( \mathbb{k} \) of characteristic zero and let \( G \) be a finite group acting linearly on \( R \). The ring of invariants \( R^G \) is then a direct summand of \( R \). Namely, the inclusion \( R^G \hookrightarrow R \) has a splitting \( \beta : R \to R^G \) given by the Reynolds operator. This is one of the main examples in the theory of differential direct summands [ÀHNB17, ÀHJ+19]. We briefly recall the basics in our setting and refer to loc. cit. for more insight.

First, notice that for any \( \delta \in D_{R^G} \), the map \( \beta \circ \delta |_{R^G} : R^G \to R^G \) is an element of \( D_{R^G} \). That is, we have the following diagram:

\[
\begin{array}{c}
R^G \\
\downarrow \delta \\
R^G \\
\downarrow \beta \\
R
\end{array}
\]

We say that a \( D_{R^G} \)-module \( M \) is a differential direct summand of a \( D_{R^G} \)-module \( N \) if \( M \subseteq N \) and there exists an \( R^G \)-linear splitting \( \Theta : N \to M \), called a differential splitting, such that

\[
\Theta(\delta \cdot v) = (\beta \circ \delta |_{R^G}) \cdot v
\]

for every \( \delta \in D_{R^G} \) and \( v \in M \), where the action on the left-hand side is the \( D_{R^G} \)-action, considering \( v \) as an element of \( N \), and the action on the right-hand side is the \( D_{R^G} \)-action. Among the properties that these modules satisfy we have

\[
\text{length}_{D_{R^G}}(M) \leq \text{length}_{D_{R^G}}(N) \quad [\text{ÀHNB17, Proposition 3.4}].
\]

In particular, any differential direct summand of a holonomic \( D_{R^G} \)-module has finite length.

The main examples of differential direct summands of holonomic modules are the rings \( R^G \subseteq R \) themselves, the localizations \( R^G_f \subseteq R_f \) at elements \( f \in R^G \), and the local cohomology modules \( H^i_R(R^G) \subseteq H^i_R(R) \) at ideals \( I \subseteq R^G \).

The goal of this subsection is to prove that the holonomic \( D_{R^G} \)-modules are precisely the differential direct summands of holonomic \( D_{R^G} \)-modules.

**Theorem 5.9.** Let \( G \) be a finite group acting linearly on a polynomial ring \( R \) over a field \( \mathbb{k} \) of characteristic zero, and suppose that \( G \) contains no pseudoreflections. Then a \( D_{R^G} \)-module \( M \) is holonomic if and only if it is a differential direct summand of a holonomic \( D_{R^G} \)-module with respect to the splitting \( \beta : R \to R^G \) given by the Reynolds operator.

**Proof.** As in Setup 5.2, we can identify \( D_{R^G} \) with \((D_{R^G})^G \subseteq D_{R^G}\), and choose generalized Bernstein filtrations so that \( \mathcal{B}_R^\bullet = \mathcal{B}_R^\bullet \cap D_{R^G}\). Let \( M \) be a holonomic left \( D_{R^G} \)-module, and \( \mathcal{G}^\bullet \) a good filtration on \( M \) compatible with \( \mathcal{B}_R^\bullet \). As in Lemma 5.4, take \( \gamma_1, \ldots, \gamma_t \in D_{R^G} \) and a positive integer \( v \) such that \( \mathcal{B}_R^i \subseteq \gamma_1 \cdot \mathcal{B}_R^{i+v} + \cdots + \gamma_t \cdot \mathcal{B}_R^{i+v} \) for all \( i \). By possibly replacing \( v \) with a larger value, we may assume that \( \mathcal{B}_R^i \cdot \gamma_i \subseteq \gamma_1 \cdot \mathcal{B}_R^{i+v} + \cdots + \gamma_t \cdot \mathcal{B}_R^{i+v} \) for each \( i \) and \( t \).

Let \( N = D_{R^G} \otimes_{D_{R^G}} M \), and for each \( i \in \mathbb{N} \) let \( \mathcal{H}^i \) be the \( \mathbb{k} \)-subspace of \( N \) spanned by \( \{ \gamma_1 \otimes \mathcal{G}^v, \ldots, \gamma_t \otimes \mathcal{G}^v \} \). Then \( \mathcal{H}^\bullet \) is finite dimensional, ascending, and, as the \( \gamma_i \) generate \( D_{R^G} \) over \( D_{R^G} \), exhaustive. Note that if \( m \in \mathcal{G}^v \) and \( i \) is...
positive, then
\[ B^i_R(\gamma \otimes m) \subseteq \sum_{k=1}^{\ell} \gamma_k B^{i+v} \otimes m = \sum_{k=1}^{\ell} \gamma_k \otimes B^{i+v} m \subseteq \sum_{k=1}^{\ell} \gamma_k \otimes G^{v+i+j} \]
which shows that \( B^i_R \mathcal{H} \subseteq \mathcal{H}^{i+j} \). The same holds for \( i = 0 \), since \( B^0_R = k \). Thus, \( \mathcal{H}^\bullet \) is a filtration compatible with \( B^\bullet_R \). It follows easily from the fact that \( M \) is holonomic that \( \mathcal{H}^\bullet \) has dimension \( \dim(R) \) and finite multiplicity, so \( N \) is holonomic.

Now we check that \( M \) is a differential direct summand of \( N \). The averaging map \( \rho : D_{R|k} \to (D_{R|k})^G \) given by \( \delta \mapsto \frac{1}{|G|} \sum_{g \in G} g \cdot \delta \) induces a \( D_{R|k} \)-linear splitting \( \Theta \) of the natural map \( M \to N \); in particular, \( M \) injects into \( N \). As \( (\beta \circ \delta) \big|_{R^G} = \rho(\delta) \) for each \( \delta \in D_{R|k} \), the maps \( \beta \) and \( \Theta \) induce a differential direct summand structure.

For the converse, let \( M \) be a differential direct summand of \( N \) with respect to \( \beta \) and some \( \Theta \). It follows from (5.2) that \( B^i_{R^G} = \rho(B^i_R) \), so any element of \( B^i_{R^G} \) can be realized as \( (\beta \circ \delta) \big|_{R^G} \) for some \( \delta \in B^i_{R^G} \). It then follows from the differential direct summand condition that the image under \( \Theta \) of a good filtration for \( N \) is compatible with the generalized Bernstein filtration \( B^\bullet_{R^G} \) on \( D_{R^G|k} \), and has dimension at most \( \dim(R^G) \) and finite multiplicity. \( \square \)

6. **Strongly \( F \)-regular finitely generated graded algebras with FFRT are Bernstein algebras**

In this section, we focus on commutative rings of prime characteristic, more precisely on the class of rings with finite \( F \)-representation type, introduced by Smith and Van den Bergh [SVdB97]. We prove that if such a ring is strongly \( F \)-regular, then it is a Bernstein algebra, and thus Bernstein’s inequality is satisfied, and the dimension of \( D_{R|k} \) is twice the dimension of \( R \).

To discuss finite \( F \)-representation type, we need a class of rings for which the analogue of the Krull–Schmidt Theorem holds, and over which the Frobenius map is finite. Throughout this section we work in the following setting.

**Setup 6.1.** Let \( k \) be a perfect field of prime characteristic \( p \), and \( R \) a commutative graded \( k \)-algebra, as in Convention 4.3, that is a domain. Set \( m = \bigoplus_{i \geq 0} R_i \), \( n = \dim_k m/m^2 \), and \( w = \max \{ t \in \mathbb{N} \mid [m/m^2]_t \neq 0 \} \).

In the remarks that follow we introduce a suitable category of modules to work with, and make some considerations about the structure of rings of endomorphisms of such modules—especially concerning maximal homogeneous two-sided ideals.

**Remark 6.2** (A Krull–Schmidt category). If \( R \) is as in Setup 6.1, then the category \( \mathcal{C} \) of finitely generated \( Q \)-graded \( R \)-modules and homogeneous homomorphisms is a Krull–Schmidt category—that is, every nonzero object in \( \mathcal{C} \) can be expressed uniquely, up to order and isomorphism, as a direct sum of indecomposable objects. Indeed, given objects \( M \) and \( N \) in \( \mathcal{C} \), suppose \( M \) is generated by elements of degrees \( d_1, \ldots, d_m \), and let us denote the \( k \)-vector space of homogeneous homomorphisms \( M \to N \) by \( \text{Hom}_R(M, N)^0 \). The map \( \text{Hom}_R(M, N)^0 \to \bigoplus_{i=1}^m \text{Hom}_k(M_{d_i}, N_{d_i}) \) given by restriction is an injective \( k \)-linear map; its codomain is a finite-dimensional \( k \)-vector space, and thus so is its domain, \( \text{Hom}_R(M, N)^0 \). This implies that \( \mathcal{C} \) is a Krull–Schmidt category [Ati56, Corollary to Lemma 3, Theorem 1].
Remark 6.3 (On the structure of rings of endomorphisms). For every \( \mathbb{Q} \)-graded \( R \)-module \( M \), the module of (not necessarily graded) \( R \)-endomorphisms \( \Lambda = \text{End}_R(M) \) is a ring with unity, which is usually not commutative. If \( M \) is finitely generated, then \( \Lambda \) is a \( \mathbb{Q} \)-graded ring, with the decomposition \( \Lambda = \bigoplus_{i \in \mathbb{Q}} \Lambda_i \), where \( \Lambda_i = \text{End}_R(M)_i \) consists of the graded endomorphisms of degree \( i \) for each \( i \in \mathbb{Q} \) [NVO82, Corollary I.2.11]. If, in addition, \( M \) is indecomposable in the category \( \mathcal{C} \) of Remark 6.2, then the degree 0 component \( \Lambda_0 = \text{End}_R(M)_0 \) is a local ring, that is, the set of all nonunits is a two-sided ideal, which is necessarily the unique maximal (right, left, and two-sided) ideal of \( \Lambda_0 \) [Ati56, Lemma 7]. This, in turn, implies that \( \Lambda \) has a unique maximal homogeneous (left, right, and two-sided) ideal—namely, the ideal generated by all the homogeneous nonunits, or equivalently, the set of all elements whose homogeneous components are all nonunits [Li12, Theorem 2.5].

If \( N = M^a \), where \( M \) is indecomposable in \( \mathcal{C} \), then \( \text{End}_R(N) \) can be identified with \( \text{End}_R(M)^{a \times a} \), the ring of \( a \times a \) matrices with entries in \( \text{End}_R(M) \). Since all homogeneous two-sided ideals of \( \text{End}_R(M)^{a \times a} \) are of the form \( \mathfrak{A}^{a \times a} \), for \( \mathfrak{A} \) a homogeneous two-sided ideal of \( \text{End}_R(M) \), it follows that \( \text{End}_R(N) \) also has a unique maximal homogeneous two-sided ideal, namely the set of all matrices whose entries decompose as sums of homogeneous nonunits.

Note that if \( N' \) is also a direct sum of \( a \) copies of \( M \), but with rational degree shifts applied to the various summands, then \( \text{End}_R(N') \) agrees with \( \text{End}_R(N) \) as an ungraded ring, but their gradings may differ by shifts in the off-diagonal entries. The endomorphism ring \( \text{End}_R(N') \) again has a unique maximal homogeneous two-sided ideal—in fact the same one as \( \text{End}_R(N) \), but with possible changes in the grading.

Generalizing further, suppose now that

\[
N = M_1^{a_1} \oplus \cdots \oplus M_\ell^{a_\ell}
\]

where \( M_1, \ldots, M_\ell \) are indecomposable in \( \mathcal{C} \), and \( M_i \) is not graded-isomorphic to \( M_j(d) \) for any \( d \in \mathbb{Q} \) and \( i \neq j \). An endomorphism \( \phi \in \text{End}_R(N) \) can be viewed as a block matrix \( (\phi_{ij})_{1 \leq i, j \leq \ell} \), where \( \phi_{ij} \in \text{Hom}_R(M_j, M_i)^{a_i \times a_j} \). The endomorphism ring \( \text{End}_R(N) \) has \( \ell \) maximal homogeneous two-sided ideals, \( \mathfrak{N}_1, \ldots, \mathfrak{N}_\ell \), where each \( \mathfrak{N}_k \) consists of all \( (\phi_{ij}) \) such that every homogeneous component of every entry of \( \phi_{kk} \) is a nonunit. Although this appears to be a well-known fact to the specialists, for lack of an appropriate reference, we provide the proof below, in Proposition 6.4. Once again, the considerations just made are unaffected by degree shifts in the various components of \( N \).

Proposition 6.4. Suppose \( N = M_1^{a_1} \oplus \cdots \oplus M_\ell^{a_\ell} \), as in Remark 6.3. As in that remark, we view the endomorphisms of \( N \) as block matrices \( (\phi_{ij})_{1 \leq i, j \leq \ell} \), with \( \phi_{ij} \in \text{Hom}_R(M_j, M_i)^{a_i \times a_j} \). For each \( k = 1, \ldots, \ell \), let \( n_k \) be the unique maximal homogeneous two-sided ideal of \( \text{End}(M_k)_{a_k \times a_k} \), and let \( \mathfrak{N}_k \) be the subset of \( \text{End}_R(N) \) consisting of block matrices \( (\phi_{ij}) \) with \( \phi_{kk} \in n_k \) (that is, every homogeneous component of every entry of \( \phi_{kk} \) is a nonunit). Then \( \mathfrak{N}_1, \ldots, \mathfrak{N}_\ell \) are all of the maximal homogeneous two-sided ideals of \( \text{End}_R(N) \).

Proof. We first show that \( \mathfrak{N}_1 \) is a homogeneous two-sided ideal. Clearly, \( \mathfrak{N}_1 \) is a \( \mathbb{Q} \)-graded additive subgroup of \( \text{End}_R(N) \), and the multiplicative properties of an ideal can thus be verified using homogeneous elements. Take homogeneous elements \( \Phi = (\phi_{ij}) \in \mathfrak{N}_1 \) and \( \Psi = (\psi_{ij}) \in \text{End}_R(N) \), and suppose \( \Phi \Psi \not\in \mathfrak{N}_1 \), so the upper left
block of that product, $\sum_{k=1}^{\ell} \phi_{1k} \psi_{k1}$, does not lie in $n_1$. As $\phi_{11} \in n_1$, this implies that $\phi_{1k} \psi_{k1} \notin n_1$ for some $k \in \{2, \ldots, \ell\}$. This, in turn, implies that there are entries $\delta : M_k \to M_1$ in $\phi_{1k}$, and $\gamma : M_1 \to M_k$ in $\psi_{k1}$, such that $u = \delta \gamma : M_1 \to M_1$ is a unit. Thus, $\gamma$ is injective, and $u^{-1} \delta$ is a splitting of $\gamma$. As $M_k$ is indecomposable, $\gamma$ must be surjective as well—but this contradicts our assumption that $M_1$ is not graded-isomorphic to $M_k(d)$ for any $d \in \mathbb{Q}$. This shows that $\Phi \Psi \in \mathfrak{N}_1$, and that the other $\mathfrak{N}_k$ are homogeneous two-sided ideals, follow similar steps.

We now show that each proper homogeneous two-sided ideal $\mathfrak{A}$ is contained in some $\mathfrak{N}_k$. For each $k = 1, \ldots, \ell$, let $\mathfrak{a}_k$ be the image of $\mathfrak{A}$ under the projection $\text{End}_R(N) \to \text{End}_R(M_k)^{\alpha_k \times \alpha_k}$, and note that $\mathfrak{a}_k$ is a homogeneous two-sided ideal of $\text{End}_R(M_k)^{\alpha_k \times \alpha_k}$. If $\mathfrak{a}_k$ is not proper, then $\mathfrak{A}$ contains an element $\Phi = (\phi_{ij})$ where $\phi_{kk} = 1$, the identity of $\text{End}_R(M_k)^{\alpha_k \times \alpha_k}$. Multiplying $\Phi$ on both sides by the element $\Psi_k = (\psi_{ij}) \in \text{End}_R(N)$ with $\psi_{kk} = 1$ and zeros elsewhere, we see that $\Psi_k$ itself lies in $\mathfrak{A}$. If none of the $\mathfrak{a}_k$ were proper, this reasoning would show that $\mathfrak{A}$ contains $\sum_{k=1}^{\ell} \mathfrak{a}_k$, the identity of $\text{End}_R(N)$, contradicting its properness. Thus, $\mathfrak{a}_k$ is proper for some $k$, whence $\mathfrak{a}_k \subseteq n_k$ and $\mathfrak{A} \subseteq \mathfrak{N}_k$.

Next, we recall definitions that involve the structure of rings regarding the Frobenius homomorphism. To this end, note that the ring of $p^e$-th roots $R^{1/p^e}$ is a $\mathbb{Q}$-graded (in fact, $\frac{1}{p^e} \mathbb{N}$-graded) $R$-module, with $(R^{1/p^e})_{i/p^e} = (R_i)^{1/p^e}$, and under this grading the inclusion $R \to R^{1/p^e}$ is homogeneous. Note also that, because $R$ is a finitely generated commutative algebra over a perfect field, $R$ is $F$-finite, that is, $R^{1/p^e}$ is a finitely generated $R$-module.

**Definition 6.5** ([SVdB97, Definition 3.1.1]). Let $R$ be as in Setup 6.1. The ring $R$ has finite $F$-representation type, FFRT for short, if there exists a finite set of indecomposable finitely generated $\mathbb{Q}$-graded $R$-modules, $M_1, \ldots, M_e$, such that $R^{1/p^e}$ is isomorphic to a direct sum of finitely many copies of the $M_i$, with possible rational degree shifts, for every $e \in \mathbb{N}$.

Rings of finite $F$-representation type include invariant rings of linearly reductive groups, simple hypersurface singularities, and the homogeneous coordinate ring of $\text{Gr}(2, n)$ [SVdB97, RSVdB19a, RSVdB19b].

**Definition 6.6.** Let $R$ be as in Setup 6.1. The splitting ideals of $R$ are defined by

$$I_e(R) = \{ r \in R \mid \varphi(r^{1/p^e}) \in m \text{ for each } \varphi \in \text{Hom}_R(R^{1/p^e}, R) \}$$

for each $e \in \mathbb{N}$. The ring $R$ is $F$-pure if $I_e(R) \neq R$ for some (equivalently, all) $e \geq 1$, and strongly $F$-regular if $\bigcap_{e \in \mathbb{N}} I_e(R) = 0$.

We point out that these definitions for $F$-purity and strong $F$-regularity are not the usual ones found in the literature. Hochster and Roberts [HR76] were the first to study $F$-purity, while the notion of strong $F$-regularity was originally defined by Hochster and Huneke [HH89]. The splitting ideals $I_e(R)$ first appeared in the work of Aberbach and Enescu [AE05] and Yao [Yao06], although in a different formulation; our formulation appears in the work of Tucker [Tuc12].

The following result was proved by Polstra and Tucker in the case of complete local rings, and extends to our setting through localization and completion at $m$. 


Lemma 6.7 (PT18, Lemma 5.2, second proof of Theorem 5.1). Let $R$ be as in Setup 6.1. If $R$ is strongly F-regular, then there exists $a \in \mathbb{N}$ such that

$$I_{a+\epsilon}(R) \subseteq \mathfrak{m}^e$$

for all $e \in \mathbb{N}$. \hfill $\square$

Toward the proof of the main technical result in this section, Theorem 6.9, it is convenient to isolate the following elementary lemma.

Lemma 6.8. Let $A$ be a $\mathbb{Z}$-graded ring, not necessarily commutative, with $A_i = 0$ for all $i \ll 0$. Let $\delta$ be a nonzero element of $A$, and let $\delta$ be its homogeneous component of largest degree. Suppose $A\delta A = A$. Then every nonzero homogeneous element $\gamma$ of $A$ can be expressed as a sum of elements of the form $\alpha \delta \beta$, where $\alpha, \beta \in A$ are homogeneous and $\deg(\alpha \delta \beta) \leq \deg(\gamma)$. In particular, $A\delta A = A$ as well.

Proof. We use induction on the degree of $\gamma$, noting that the base of induction holds (vacuously) because of our assumption on $A$. Let $\gamma \in A$ be a nonzero homogeneous element, and suppose the claim holds for like elements of smaller degree. Since $A\delta A = A$, we can write $\gamma = \sum_{i=1}^{r} \alpha_i \delta \beta_i$ for some $\alpha_i, \beta_i \in A$. By expanding and comparing homogeneous components, we may assume that $\alpha_i$ and $\beta_i$ are homogeneous and $\deg(\alpha_i \delta \beta_i) = \deg(\gamma)$ for each $i$. Now write $\delta = \delta_1 + \cdots + \delta_k$, where each $\delta_j$ is homogeneous with $\deg(\delta_j) < \deg(\delta)$. Then

$$\gamma = \sum_{i=1}^{r} \alpha_i \delta \beta_i - \sum_{i=1}^{r} \sum_{j=1}^{s} \alpha_i \delta_j \beta_i$$

where each nonzero term in the double sum is homogeneous of degree less than $\deg(\gamma)$, so applying the induction hypothesis to those terms gives us the result. \hfill $\square$

We are now ready to prove the main result in this section.

Theorem 6.9. Let $R$ be as in Setup 6.1, and suppose that $R$ is strongly F-regular with FFRT. If $\mathcal{B}_R^*$ is a generalized Bernstein filtration on $D_{R[k]}$, then $(D_{R[k]}, \mathcal{B}_R^*)$ is linearly simple.

Proof. Recall from Setup 6.1 that $n = \dim_k \mathfrak{m}/\mathfrak{m}^2$ and $w = \max \{ t \in \mathbb{N} \mid [\mathfrak{m}/\mathfrak{m}^2]_t \neq 0 \}$. Proposition 4.16 allows us to assume that the slope of $\mathcal{B}_R^*$ is $2w$. Fix $Z \in \mathbb{N}_{>0}$ such that $\mathcal{B}_R^* \subseteq D_{R[k]}^{Z_i}$ for each $i$, as in Proposition 4.14, and $a \in \mathbb{N}_{>0}$ such that $I_{a+\epsilon}(R) \subseteq \mathfrak{m}^e$ for every $e \in \mathbb{N}$, as in Lemma 6.7.

As $R$ has FFRT, there exist finitely generated $\mathbb{Q}$-graded $R$-modules $M_1, \ldots, M_\ell$ that are indecomposable in the category $\mathcal{C}$ of Remark 6.2, with $M_i$ not graded-isomorphic to $M_j(d)$ for any $i \neq j$ and $d \in \mathbb{Q}$, and such that each $R^{1/p^e}$ is a direct sum of copies of the $M_i$, with possible rational degree shifts, and every $M_i$ is a direct summand of some $R^{1/p^{e_i}}$, again with a possible degree shift. Set $b = \max \{ e_1, \ldots, e_\ell \}$. As $R$ is strongly F-regular, it is in particular F-split, so each $R^{1/p^{e_i}}$ is an $R$-direct summand of $R^{1/p^b}$, and the decomposition of $R^{1/p^b}$ as a direct sum of indecomposable $\mathbb{Q}$-graded $R$-modules contains all the $M_i$, up to degree shift, by the Krull–Schmidt Theorem.

Let $i \in \mathbb{N}$ and $\delta \in \mathcal{B}_R^* \setminus \{0\}$. We wish to show the existence of $C \in \mathbb{N}_{>0}$, independent of $i$ or $\delta$, such that $1 \in \mathcal{B}_R^{C_i} \cdot \delta \cdot \mathcal{B}_R^{C_i}$. As in the proof of Theorem 5.5, we assume that $i > 0$. 

Let $\tilde{\delta}$ be the homogeneous component of $\delta$ of largest degree. Then $\tilde{\delta} \in B^R_k \subseteq D_{R/k}^{Z_i}$, and hence $-wZi \leq \deg(\tilde{\delta}) \leq i$. Because $R$ can be generated by elements of degree at most $w$, the nonzero operator $\tilde{\delta}$ must act nontrivially on degree $\leq w \ord(\tilde{\delta})$, that is, there exists $f \in R$ homogeneous with $\deg(f) \leq w \ord(\tilde{\delta}) \leq wZi$ such that $g := \tilde{\delta}(f) \neq 0$. We note that $\deg(g) = \deg(f) + \deg(\tilde{\delta}) \leq wZi + i$. In particular, $f$ and $g$ are not in $m^{(wZ+2)i}$, and thus if we set $c = \lceil \log_p((wZ + 2)i) \rceil$, we see that $f$ and $g$ do not lie in $I_{a+e}(R) \subseteq m^{p^c}$. Equivalently, $f^{1/p^c}$ and $g^{1/p^c}$ do not lie in $I_{a+e}(R^{1/p^c})$, and putting $c = a + b + c$, we deduce that $R^{1/p^c} f^{1/p^c}$ and $R^{1/p^c} g^{1/p^c}$ are free direct summands of $R^{1/p^c}$.

As $D_{R/k}^{Z_i} \subseteq D_{R/k}^{(c)}$ by (4.2), $\delta$ is $R^{p^c}$-linear, and the map $\delta^{1/p^c} : R^{1/p^c} \to R^{1/p^c}$ defined as in (4.1) is $R^{1/p^c}$-linear, and thus $R$-linear. This map induces a bijection between the free summands $R^{1/p^c} f^{1/p^c}$ and $R^{1/p^c} g^{1/p^c}$. Given our choice of $b$, and viewing $\delta^{1/p^c}$ as a block matrix as in Remark 6.3, it follows that for each $j$, the block of $\delta^{1/p^c}$ with entries in $\End_R(M_j)$ must contain at least one (homogeneous) unit. This shows that $\delta^{1/p^c}$ does not lie in any maximal homogeneous two-sided ideal of $\End_R(R^{1/p^c})$. Equivalently, $\delta$ does not lie in any maximal homogeneous two-sided ideal of $\End_{R^{p^c}}(R) = D_{R/k}^{(c)}$, and hence the two-sided homogeneous ideal it generates must be the unit ideal, that is,

$$D_{R/k}^{(c)} \cdot \delta \cdot D_{R/k}^{(c)} = D_{R/k}^{(c)}.$$  

Since $D_{R/k}^{(c)} \subseteq D_{R/k}^{np^c}$ by (4.3), $D_{R/k}^{(c)}$ is zero in degree $< -wnp^c$. Lemma 6.8 then shows the existence of $\alpha_j, \beta_j \in D_{R/k}^{(c)}$ homogeneous with $\deg(\alpha_j \delta \beta_j) \leq 0$ such that

$$1 = \sum_{j=1}^m \alpha_j \delta \beta_j,$$

Recalling that $c = \lceil \log_p((wZ + 2)i) \rceil$ and $e = a + b + c$, we now observe that

$$D_{R/k}^{(c)} \subseteq D_{R/k}^{np^c} \subseteq D_{R/k}^{np^{e+b+1}(wZ+2)i}$$

and set $Y = np^{e+b+1}(wZ + 2)$. The $\alpha_j$ and $\beta_j$ lie in $D_{R/k}^{Yi}$, so their degrees are bounded below by $-wYi$. As $\deg(\alpha_j \delta \beta_j) \leq 0$, we see that

$$\deg(\alpha_j) \leq -\deg(\tilde{\delta}) - \deg(\beta_j) \leq wZi + wYi$$

and so

$$\deg(\alpha_j) + 2w \ord(\alpha_j) \leq wZi + wYi + 2wYi.$$  

We have just shown that $\alpha_j \in B^{C_i}_{R}$, where $C = w(Z + 3Y)$. Likewise, $\beta_j \in B^{C_i}_{R}$, and (6.1) tells us that $1 \in B^{C_i}_{R} \cdot \delta \cdot B^{C_i}_{R}$, which concludes the proof.

**Corollary 6.10.** Let $R$ be as in Setup 6.1, and suppose that $R$ is strongly $F$-regular with FFRT. Then $R$ is a Bernstein algebra. In particular, every $D_{R/k}$-module satisfies Bernstein inequality with respect to any generalized Bernstein filtration. Furthermore, $R$, its localizations $R_f$ for $f \in R$, and its local cohomology modules $H^I_f(R)$ for $I \subseteq R$ are holonomic $D_{R/k}$-modules, and hence have finite length as $D_{R/k}$-modules.

Proof. This follows from Theorems 4.27 and 6.9, using the fact that the differential signature of a strongly $F$-regular $k$-algebra is positive [BJNB19, Theorem 5.17].

We end with a couple of examples to demonstrate the necessity of the hypotheses.

Example 6.11. Let $k$ be a field of positive characteristic, and $R = \frac{k[x, y]}{(xy)}$. Then $R$ has FFRT, but is not strongly $F$-regular. The ring $R$ is not a Bernstein algebra since $(D_{R/k}, B^*_R)$ is not linearly simple; moreover, $R$ is not a simple $D_{R/k}$-module. For this ring, the residue field $R/(x, y) \cong k$ is a $D_{R/k}$-module; any filtration on this module has dimension zero.

Example 6.12. Let $k$ be a field of positive characteristic, and $S = \frac{k[s, t, u, v, w, x, y, z]}{(su^2x^2 + sv^2y^2 + tuxvy + tw^2z^2)}$. This is a strongly $F$-regular standard graded domain that has a local cohomology module with infinitely many associated primes [SS04, Theorem 5.1], and hence, $S$ is not a Bernstein algebra by Proposition 4.8.
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