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Abstract—In this paper, we consider the downlink of multi-user multiple-input-multiple-output system operating in the narrowband and outdoor of millimeter-wave propagation environment. First, we propose a receive spatial modulation (RSM) scheme based on energy efficient transceiver architecture for the single user system. We derive the RSM system assuming single radio-frequency (RF) chain at the user terminal (UT) and then, we propose a novel extension for multiple RF chains. At the UT, we consider analog switches to control which antennas are active during the transmission according to an optimization algorithm aimed at maximizing the spectral efficiency. At the base station (BS), we use analog switches to control the ON/OFF status of the RF chains based on an optimization algorithm to improve the energy efficiency at the BS. Then, we extend the proposed RSM scheme for multiple users. Specifically, we propose an algorithm to jointly optimize number of users, set of antennas and the power allocated for each user to maximize the weighted sum spectral efficiency. After that, for a given number of users and antennas per user, we formulate the power allocation problem as non convex optimization program. Hence, we propose alternating optimization algorithm to convert the non convex program into multiple convex problems. Finally, we compare the performance and the convergence of the proposed alternating optimization with successive convex approximation framework. Simulation results are presented to illustrate the single and multiple users system performance of the RSM scheme compared to conventional modulation transmission.

Index Terms—Receive spatial modulation, massive MIMO and millimeter-wave.

I. INTRODUCTION

The rapid growth of wireless industry opens the door for several use cases such as internet of things and device to device communications [1], [2] which require boosting the wireless network speed for attaining reliable communications. The vast spectrum available in millimeter-wave (mmWave) frequency band is one of the most promising candidates in achieving high speed communications [3], [4], [5]. However, the propagation of the radio signals at high carrier frequencies suffers from severe path-loss which is a bottleneck in increasing the coverage area [6]. Fortunately, the small wavelengths of the mmWave signals allow packing large number of antennas not only at the base station (BS) but also at the user terminal (UT) [7]. These massive antennas can be exploited in attaining high beamforming and combining gains to overcome the path-loss associated with the mmWave propagation. However, in conventional multiple-input-multiple-output (MIMO) transceivers, each antenna is connected to specific radio-frequency (RF) chain and high resolution analog-to-digital-converter (ADC). Unfortunately, these devices are expensive and power hungry especially at mmWave frequency band. Fully connected hybrid analog and digital precoding schemes [8], [9], [10] have been developed with the aim of replacing some of the power consuming RF chains by energy efficient analog devices. However, these architectures can be power consuming due to adding many analog devices with non negligible power consumption [11]. Partially connected hybrid architectures [12], [13], [14] have been proposed to improve the energy efficiency (EE) of the fully connected transceivers by reducing the number of analog devices. However, improving the EE entails a degradation in the spectral efficiency (SE).

Transmit spatial modulation (TSM) schemes have been developed with the aim of reducing number of RF chains at the transmitter (BS in the downlink (DL)) [15], [16]. In TSM, single antenna is active at the BS and the input data bits are divided into two parts. The first part is used to select the index of the active antenna while the second part is mapped into $M$-ary symbol that transmitted through the active antenna. Then, the UT applies the appropriate joint detector to the index of the active antenna and the $M$-ary symbol [17]. In generalized TSM schemes [18], [19], multiple antennas are activated according to the input data bits. However, the small number of active antennas at the BS reduces the beamforming gain and thus, TSM schemes become challenging in the DL transmission of the mmWave signals.

On the other hand, receive spatial modulation (RSM) schemes have been proposed for the indoor [20] and outdoor [21], [22], [23] of the DL mmWave propagation based on energy efficient UT architecture. In DL RSM, part of the input bits (spatial symbol) is used to activate set of UT antennas and the other part is mapped into $M$-ary modulation symbol. In [21], the authors exploited the definition of the RSM in attaining energy efficient UT design where the spatial symbol is detected using analog devices and the modulation symbol is detected by single RF chain. In [24], a DL multi-user RSM scheme has been proposed; however, a power consuming fully digital UT architecture is considered.

In this paper, we consider DL RSM scheme for multi-user MIMO system operating at mmWave outdoor and narrowband environment. The main novelty and contributions of this work are as follows

- We propose novel and energy efficient UT architecture that can work in two modes, RSM or conventional modulation (CM) through adjusting controlling switches.
For the sake of improving the SE, we extend the work in [21] into multiple RF chains at the UT and we propose novel combining scheme that achieves higher SE.

- We propose low complexity receive and transmit antenna selection algorithms aimed at maximizing the BS EE.

- We propose novel fast and efficient algorithm to jointly optimize number of users, set of antennas and the power allocated per user to maximize the weighted sum SE.

- At given set of users and antennas per user, we formulate the power allocation as non convex optimization problem. Then, we propose alternating optimization algorithm that convert the non convex program into multiple convex problems. Finally, we compare the performance and the convergence of the alternating optimization method with the successive convex approximation framework [25], [26].

- We present the simulation results to evaluate the proposed system performance and compare the RSM scheme with the CM transmission.

II. SYSTEM MODEL

We consider the downlink of mMIMO system operating at narrowband transmission of mmWave frequencies and outdoor environment. At first, we design the single user system and next we extend the design to multi-user system. The BS and each UT are equipped with $N_t$ and $N_r$ antennas, respectively.

A. BS design

As shown in Fig. 1a, we consider fully digital BS; however we can reduce the power consumption at the BS by deactivating set of RF chains based on the channel and we update this set every coherence time. We can control the ON/OFF status of the RF chains through $N_t$ control switches each connects/disconnects one antenna to RF chain and high resolution ADC as depicted in Fig. 1a. This architecture achieves high spectral efficiency (SE) under power consumption constrains as illustrated in Fig. 11a in [11]. In Sec. III-G, we illustrate how the antennas are selected at the BS where only $(N_b \leq N_t)$ transmit antennas are active and the rest are silent during the coherence interval.

B. UT design

We consider the energy efficient UT architecture proposed at [21] that consists of single RF chain, one high resolution ADC (power hungry devices) and $N_r$ ADs, $N_r$ 1-bit ADCs (power efficient devices) as depicted in Fig. 1b. The AD measures the amplitude of the mmWave signal in the RF domain with negligible power consumption, high sensitivity and massive input impedance [27]. In RSM systems [28], deactivating the spatially correlated antennas at the UT reduces the effect of the spatial correlation among the UT antennas caused by the sparse propagation of mmWave signals in the outdoor environments and enhances the (SE) of RSM systems. In this work, we consider $N_a \leq N_t$ UT antennas are active during a transmission and we provide detailed analysis about the receive antenna selection (RAS) procedure in section xx. In Fig. 1c, for the sake of improving the SE, we propose a novel energy efficient UT circuitry to extend the architecture in Fig. 1b into multiple RF chains. In the proposed architecture, we consider energy efficient control switches. First, the switch $S^i_k$ controls the ON/OFF status of the $k$th UT antenna. Second, only one of the switches $(S^i_{1}, \cdots, S^i_{N_r})$ is ON to connect the $i$th received symbol to a specific RF chain. Finally, the witch $S_{ij}$ can be always closed (independent combining scheme) or controlled by the received spatial symbol (dependent combining scheme) as illustrated in section xx. The switches status remains fixed within the channel coherence time.

C. Transceiver circuitry power consumption

We consider the electronic devices power consumption to evaluate the EE of the transceiver circuitry at the UT (EE$_{UT}$) and at the BS (EE$_{BS}$). The power consumed by different devices can be modeled in terms of reference power ($P_{ref}$) as follows [11], [29]

$$P_{L_{NA}} = P_{ref}, P_{ADC} = P_{DAC} = \text{FoM} \times f_s \times 2^n, \quad (1)$$

$$P_{RF} = 2P_{ref}, P_{SW} = 0.25P_{ref}, P_{PA} = \left(\frac{1}{\eta} - 1\right) P_t \quad (2)$$

where $P_{L_{NA}}$, $P_{RF}$, $P_{ADC}$, $P_{SW}$ and $P_{PA}$ are the low noise amplifier, RF chain, analog-to-digital-converter, phase shifter, switch and power amplifier power consumption, respectively. The baseband power consumption $P_{BB} = 10P_{ref}$ [11], the sampling frequency $f_s$ equals to twice the bandwidth, $n$ is the ADC quantization bits, the figure of merit FoM is technology dependent that takes 34.4 dB/Conv.-step at $n = 12$ and $f_s = 600$ MS/s [30], the power amplifier efficiency $\eta$ reaches 40% at 28 GHz [31] and $P_t$ is the transmit power from the BS. The AD consumes negligible amount of power. The power consumption and the EE of different circuitries can be expressed as

$$P_{C,BS} = N_b (P_{RF} + P_{DAC} + P_{PA}) + P_{BB} \quad (3)$$

$$P_{C,UT-SRF} = N_a (3P_{SW} + P_{L_{NA}}) + P_{RF} + P_{ADC} + P_{BB} \quad (4)$$

$$P_{C,UT-MRF} = N_a (3P_{SW} + P_{L_{NA}}) + N_{RF} (P_{RF} + P_{ADC}) + P_{BB} \quad (5)$$

$$\text{EE}_{BS} = \frac{\text{SE}}{P_{C,BS}}, \quad \text{EE}_{UT} = \frac{\text{SE}}{P_{C,UT}} \quad (6)$$

where $N_{RF}$ is the number of RF chains.

D. Channel model

The propagation of mmWave signals through an outdoor environment is accompanied by tiny reflection coefficients and sever path loss, and this leads to limited scattering clusters and spatially sparse channels. Thus, we adopt the widely used geometry-based channel model [32] for system performance evaluation. In this model, the MIMO channel matrix can be expressed as

$$\mathbf{H} = \sqrt{\frac{N_t N_r}{P_t C}} \sum_{i=1}^{C} g_i \mathbf{v}_r(\theta_i) \mathbf{v}_t(\phi_i)^H \quad (7)$$

where $\mathbf{H} \in \mathbb{C}^{N_r \times N_t}$, $C$ is the number of scattering clusters, $P_t$ is the path-loss, the $i$th cluster has path gain $g_i$, azimuth
angles of departure and arrival $\phi_i$ and $\theta_i$, respectively and transmit and receive array response vectors $v_t(\phi_i)$ and $v_r(\theta_i)$, respectively. We consider uniform linear array (ULA) where the $N$-elements response vector can be expressed as

$$v(\phi) = \frac{1}{\sqrt{N}} \left[ 1, e^{jkd\sin(\phi)}, ..., e^{j(N-1)kd\sin(\phi)} \right]^T$$

where $k = \frac{2\pi}{\lambda}$ and $d$ is the inter-elements spacing.\(^1\)

\(^1\)The proposed modulation scheme can be adapted to the wideband transmission by transmitting long symbols with many subcarriers (orthogonal frequency division multiplexing (OFDM)) or short symbols with single carrier and channel pre-equalization.

E. System assumptions

For the sake of reducing the training overhead, we exploit the channel reciprocity of mmWave propagation by applying time-division-duplex (TDD) protocol where the CSI is needed only at the BS. The BS can acquire the CSI during the uplink phase through low training overhead [8]. The BS transmits DL control signals to enable the detection parameters at the UTs as explained in [21].

III. SINGLE USER

A. Single RF RSM with dependent combining (SRF-RSM-DC)

In [21], the authors proposed SRF-RSM-DC scheme aims at improving the UT EE while attaining high SE where the
incoming bit stream is modulated into two symbols in which \( N_a \) bits are used to control the power level received by \( N_a \) antennas (spatial symbol \( s_i \in \mathbb{R}^{N_a \times 1} \), can be detected by energy efficient devices) and the other bits are modulated based on \( M \)-ary constellation (modulation symbol \( x_j \)). The spatial symbol \( s_i \) comprises \( N_a \) bits from the incoming binary bit stream where the \( k \)th spatial bit can be zero or one \( (s_{ik} \in \{0, 1\}) \). In the SRF-RSM-DC scheme, the transmit vector at the precoder input can be expressed as

\[
x_i^T = \begin{cases} 
  s_i x_j & \text{if } s_i \neq 0_N, \\
  s_i & \text{if } s_i = 0_N,
\end{cases}
\]

(9)

where \( x_j \) can not be transmitted with all zeros \( s_i \) to not loose the modulation symbol. In order to control the received signal power per antenna, we apply ZF precoder at the BS where the received signal vector can be expressed as

\[
y = H_a P x_i^T + n
\]

(10)

where \( H_a \in \mathbb{C}^{N_a \times N_a} \) is the channel matrix after selecting \( N_a \) antennas at the UT and \( N_b \) antennas at the BS, the design of \( H_a \) is illustrated in section xx, \( n \in \mathbb{C}^{N_a \times 1} \) is independent and identically distributed noise vector with \( \mathcal{CN}(0, \sigma^2) \) entries and \( P \in \mathbb{C}^{N_b \times N_b} \) is the ZF precoder that fixed during the coherence interval and satisfies

\[
E\left[\|P x_i^T\|^2\right] = \text{Tr}\{P R_{ss} P^H\} = P_t,
\]

(11)

where

\[
R_{ss} = E[s_i^H s_i] = \frac{1}{N_a} \sum_{i=1}^{N_a} s_i s_i^H,
\]

(12)

The ZF precoding matrix can be expressed as

\[
P = \sqrt{\alpha_r P_t} H_a^H (H_a H_a^H)^{-1},
\]

(13)

where \( \alpha_r \) is a normalization factor to adjust the transmit power. By substituting equation (13) in equation (11), we can express the factor \( \alpha_r \) as

\[
\alpha_r = \frac{1}{\text{Tr}\{(H_a H_a^H)^{-1} R_{ss}\}}
\]

(14)

The signal received by the \( k \)th ARA can be expressed as

\[
y_k = \sqrt{\alpha_r P_t} H_a^H x_j + n_k
\]

(15)

where equation (15) can be re-expressed as

\[
y_k = \begin{cases} 
  \sqrt{\alpha_r P_t} x_j + n_k & \text{if } s_{ik} = 1 \\
  n_k & \text{if } s_{ik} = 0
\end{cases}
\]

(16)

where the spatial symbol controls the received power per ARA.

According to the energy efficient UT circuitry in Fig. 1b, we consider a reduced complexity detector where we can detect the spatial symbol using energy efficient analog devices and detect the modulation symbol using one RF chain only. In the spatial symbol detection, the AD connected to the \( k \)th ARA measures the amplitude of the received signal by this antenna that can be expressed as

\[
a_k = \begin{cases} 
  \left|\sqrt{\alpha_r P_t} x_j + n_k\right| & \text{if } s_{ik} = 1 \\
  |n_k| & \text{if } s_{ik} = 0
\end{cases}
\]

(17)

and then, we compare the measured amplitude with a threshold to detect the \( k \)th spatial bit as follows

\[
\hat{s}_{ik} = \begin{cases} 
  1 & \text{if } a_k \geq \gamma \\
  0 & \text{if } a_k < \gamma
\end{cases}
\]

(18)

In [21], a closed form expressions for the spatial symbol detection threshold \( \gamma \) have been proved at different SNR regimes. The spatial error occurs when we transmit \( s_{ik} = 1 \) and we detect \( \hat{s}_{ik} = 0 \) or vice versa is \( P_s \). The average spatial bit error probability \( (P_s) \) can be expressed as

\[
P_s = \frac{1}{2} (P_1 + P_0)
\]

\[
P_1 = \text{Pr}(a_k < \gamma | s_{ik} = 1) = 1 - Q_1\left(\frac{1}{\sigma} \sqrt{2 a_h}, \frac{1}{\sigma} \sqrt{2 \gamma}\right)
\]

\[
P_0 = \text{Pr}(a_k > \gamma | s_{ik} = 0) = Q_1\left(\frac{1}{\sigma} \sqrt{2 a_l}, \frac{1}{\sigma} \sqrt{2 \gamma}\right)
\]

(19)

where \( a_k \) has Ricean distribution [33] and \( Q_1(\cdot) \) denotes the first order Marcum Q-function and

\[
a_h = \frac{\sqrt{\alpha_r P_t}}{a_l}, \quad a_l = 1, \quad \gamma = \frac{a_h + a_l}{2}.
\]

(20)

We exploit each ARA to enable detection of one spatial bit per transmission with success probabilities \( (1 - P_1) \) and \( (1 - P_0) \) and thus, the achievable spatial mutual information can be characterized by the binary asymmetric channel [34] mutual information expression that can be expressed as

\[
I_{SRF-RSM-DC} = N_a \left( H\left(\frac{P_t + 1 - P_l}{2}\right) - H(P_l) - H(1 - P_t)\right)
\]

(21)

where \( H(P) = -P \log_2 P - (1 - P) \log_2 (1 - P) \) is the the entropy function.

In the modulation symbol detection of the SRF-RSM-DC scheme, for the sake of not accumulating noise at the RF chain, the received signal per the ARA passes through the RF chain only if the detected spatial bit is one. This can be ensured through switches controlled by the detected spatial bits as illustrated in Fig. 1b. Let us consider the transmitted spatial symbol is \( s_i \) and the detected one is \( \hat{s}_i \) and thus, the combined signal at the RF chain can be expressed as

\[
y_{c,SRF-RSM-DC} = s_i^T y = \sqrt{\alpha_r P_t} s_i^T x_j + s_i^T n
\]

(22)

and the combined SNR can be expressed as

\[
\text{SNR}_{i,SRF-RSM-DC} = \frac{(s_i^T s_i)^2}{\max\left(\sum_{k=1}^{N_a} \hat{s}_{ik}, 1\right)} \frac{\alpha_r P_t}{\sigma^2}.
\]

(23)

The errors in the spatial symbol detection affects the combined SNR and thus, the modulation symbol bit error probability can be expressed as

\[
P_{m,SRF-RSM-DC} = \sum_{i=1}^{2^{N_a} - 1} \text{Pr}(s_i) \sum_{l=1}^{2^{N_a}} \left( \text{Pr}(\hat{s}_l | s_i) \right)
\]

\[
\text{BEP}(x_j \in \mathcal{C}_M | \text{SNR}_{i,SRF-RSM-DC})
\]

\[
\text{Pr}(\hat{s}_l | s_i) = \prod_{k=1}^{N_a} \text{Pr}\left( a_k \tilde{s}_{ik} = \gamma \mid \hat{s}_{ik} = 0, \hat{s}_{ik} \right), \text{Pr}(s_i) = \frac{1}{2^{N_a} - 1}
\]

(24)
where BEP \((x_j \in C_M)\) is the bit error probability of \(M\)-ary modulation scheme. Since the received power level per ARA affects the quality of the spatial symbol detection, constant amplitude modulation schemes \((M-\text{PSK})\) are shown in [21] to achieve the best performance as the received power does not depend on the constellation point. Since we exploit the diversity of the multiple UT antennas to detect single modulation symbol only, the modulation symbol mutual information can be given by the multiple-input-single-output expression taking into account the shaping loss resulting from transmitting \(M-\text{PSK}\) symbols as

\[
I_{M-\text{PSK}}^{\text{SRF-RSM-DC}} = (1 - 2^{-N_a}) \sum_{i=1}^{2^{N_a} - 1} \Pr(s_i) \sum_{l=1}^{2^{N_a}} \Pr(\hat{s}_l|s_i) \times I_{M-\text{PSK}}(\text{SNR}_{l,c}^{\text{SRF-RSM-DC}}).
\]

where \(I_{M-\text{PSK}}\) at given SNR can be expressed as [35]

\[
I_{M-\text{PSK}}(\text{SNR}) = \beta^2 \log_2 e - \int_0^\infty re^{-\frac{r^2 + \beta^2}{4}} I_0(\beta r) \log_2 I_0(\beta r) dr
\]

where \(\beta^2 = 2\text{SNR}\) and the SE of the SRF-RSM-DC scheme can be expressed as

\[
\text{SE}_{\text{SRF-RSM-DC}} = I_S^{\text{SRF-RSM-DC}} + I_M^{\text{SRF-RSM-DC}}.
\]

B. Single RF RSM with independent combining (SRF-RSM-IC)

In the SRF-RSM-DC scheme, we cannot transmit \(x_j\) with all zeros \(s_i\). The probability of getting \(s_i = 0_{N_t}\) is \(1/2^{N_a}\) and thus, at small \(N_a\), we do not transmit \(x_j\) with high probability and this could degrade the SE. Therefore, we propose a SRF-RSM-IC scheme where we detect \(x_j\) and \(s_i\) independently. In this scheme, \(s_{ik} \in \{0 < c_0 < 0.5, 1 - c_0\}\) and the received modulation symbol per ARA always passes through the RF chain regardless the value of \(s_{ik}\). This can be achieved by the flexible architecture in Fig. 1b through keeping the switches between \(y_k\) and the RF chain always closed. Accordingly, we can transmit \(x_j\) with all zeros spatial bits and the transmit signal vector at the precoder input can be expressed as

\[
x_i^j = s_i x_j \quad \forall s_i.
\]

Since we have the same UT hardware constraints as the SRF-RSM-DC scheme, we apply the spatial symbol detector as in equation (18) that leads to same expressions of spatial errors and spatial mutual information \((I_S^{\text{SRF-RSM-IC}})\) as depicted in equations (19) and (21), respectively. In this case, the received amplitudes depend on \(c_0\) as follows

\[
a_t = (1 - c_0) \sqrt{\alpha_y P_t}, \quad a_t = c_0 \sqrt{\alpha_y P_t}
\]

In the SRF-RSM-IC scheme, the combined signal does not depend on the detected spatial symbol and all the received signals per ARAs are combined together as follows

\[
y_c^{\text{SRF-RSM-IC}} = 1_{N_a}^T y = \sqrt{\alpha_y P_t} I_{N_a}^T s x_j + 1_{N_a}^T n
\]

and the combined SNR can be expressed as

\[
\text{SNR}_{c,\text{SRF-RSM-IC}} = \frac{(1_{N_a}^T s_i)^2 \alpha_y P_t}{N_a \sigma^2}.
\]

As the combined SNR is free from spatial errors, the modulation symbol bit error probability and the modulation mutual information in equations (24) and (25), respectively, can be re-expressed as

\[
P_m^{\text{SRF-RSM-IC}} = \sum_{i=1}^{2^{N_a}} \Pr(s_i) \times \text{BEP}(x_j \in M-\text{PSK}|\text{SNR}_{c,\text{SRF-RSM-IC}}),
\]

\[
I_M^{\text{SRF-RSM-IC}} = \sum_{i=1}^{2^{N_a}} \Pr(s_i) I_{M-\text{PSK}}(\text{SNR}_{c,\text{SRF-RSM-IC}}).
\]

We design the spatial symbol power level factor \(c_0\) to maximize the SE as follows

\[
\text{maximize} \quad I_S^{\text{SRF-RSM-IC}} + I_M^{\text{SRF-RSM-IC}}
\]

\[
\text{subject to} \quad 0 \leq c_0 \leq 0.5.
\]

where the optimal value of \(c_0\) in equation (33) can be obtained using the bisection method [36]. The SE of the SRF-RSM-IC scheme can be expressed as

\[
\text{SE}_{\text{SRF-RSM-IC}} = I_S^{\text{SRF-RSM-IC}} + I_M^{\text{SRF-RSM-IC}}.
\]

C. Single RF Conventional modulation (SRF-CM)

The badly conditioned and highly spatially sparse mmWave channels may lead to activating one ARA only and thus, transmitting one modulation symbol without spatial modulated bits (CM) could achieve better SE than RSM. The flexible architecture in Fig. 1b can be adapted to CM by activating one receive antenna and transmit fixed spatial bit equals to one. Assuming ZF precoding, the received signal per the active antenna and the SNR \(c\) can be expressed as

\[
y_c = \sqrt{\alpha_y P_t} x_j + n, \quad \text{SNR}_c = \frac{\alpha_y P_t}{\sigma^2},
\]

\[
\alpha_c = \frac{1}{\text{Tr}\left\{\left(H_n H_n^H\right)^{-1}\right\}}.
\]

In CM, we do not transmit spatial symbol and thus, the constant amplitude constellation constraint is not necessary and \(M\)-quadrature-amplitude-modulation \((M\text{-QAM})\) modulation scheme achieves the highest SE in this case. The bit error probability and the SE of the CM scheme assuming the shaping loss of \(M\text{-QAM}\) [37] symbols can be expressed as

\[
P_m^{\text{SRF-CM}} = \text{BEP}(x_j \in M\text{-QAM}|\text{SNR}_c),
\]

\[
\text{SE}_{\text{SRF-CM}} = \log_2 \left(1 + \frac{\alpha_c P_t}{\sigma^2 / \pi e^{b}}\right).
\]

D. Multiple RF RSM with independent combining (MRF-RSM-IC)

We can transmit multiple modulation symbols and single spatial symbol per channel use by employing multiple RF chains at the UT. Therefore, the SE can be affected more by transmitting the modulation symbols and this motivates the IC scheme where the modulation symbols are always transmitted.
regardless the spatial symbol value. In this case, the transmit signal vector at the precoder input can be expressed as

\[ x_i^T = \Lambda(s_i) F x_j \]  

(38)

where \( \Lambda(s_i) \in \mathbb{R}^{N_a \times N_a} \) diagonal matrix whose entries \( \Lambda_{ii} \in (\alpha_0, 1 - \alpha_0) \), \( x_j \in \mathbb{C}^{N_a \times 1} \), \( N_m \leq N_r \) is the number of the transmitted modulation symbols and \( F \in \mathbb{R}^{N_a \times N_m} \) is orthogonal mapping matrix that can be expressed as

\[
F_{nm} = \begin{cases} 1 & \text{if } n - m = lN_m, \\ l = 0, \ldots, \left\lfloor \frac{N_0 - 1}{N_m} \right\rfloor, \\ 0 & \text{else} \end{cases}
\]  

(39)

The transmit covariance matrix \( R_{ss} \) can be expressed as

\[
R_{ss} = E[ \Lambda(s_i) F F^H \Lambda(s_i)^H ] = \frac{1}{2N_s} \sum_{i=1}^{2N_s} \Lambda(s_i) F F^H \Lambda(s_i)^H
\]  

(40)

The detection of the spatial symbol and the spatial mutual information \( I_{ss}^{MRF-RSM-IC} \) are the same as single RF case. The combined signal vector \( y_c \) of the modulation symbols and the combined SNR of the \( i \)th modulation symbol can be expressed as

\[
y_c = F^T (\sqrt{\alpha_r P_i} \Lambda(s_i) F x_j + n)
\]  

(41)

\[
\text{SNR}_{c,i} = \frac{\|F^T \Lambda(s_i) F\|_F^2 \alpha_r P_i}{\sigma^2}
\]  

(42)

The modulation symbols mutual information and the SE of the MRF-RSM-IC scheme can be expressed as

\[
I_{ss}^{MRF-RSM-IC} = \sum_{i=1}^{N_m} \sum_{l=1}^{2N_s} \Pr(s_i) I_{M-PSK} (\text{SNR}_{c,i})
\]

\[
\text{SE}_{MRF-RSM-IC} = I_{ss}^{MRF-RSM-IC} + I_{M}^{MRF-RSM-IC}.
\]  

(43)

E. Multiple RF Conventional modulation (MRF-CM)

In CM scheme with multiple RF at the UT, we perform antenna selection as in Algorithm 1 and transmit \( N_m \leq N_r \) \( M \)-QAM symbols to maximize the SE that can be expressed as

\[
\text{SE}_{MRF-CM} = \sum_{i=1}^{N_m} \log_2 \left( 1 + \frac{\alpha_r P_i}{2\pi \sigma^2} \right).
\]  

(44)

The outdoor propagation at mmWave frequencies is spatially sparse and thus, the channel is badly conditioned and tends to be rank deficient when activating all of the receive antennas. However, we can ensure full-rank channel by selecting the receive antennas set that maximizes the SE and thus, we can apply the ZF precoder. On the other hand, FD BS is power consuming at mmWave band and hence, TAS can be applied to improve the EE at the BS (EEBS) such that not all of the RF chains at the BS are active simultaneously. For the sake of reducing the computational complexity, we start with the RAS assuming all of the transmit antennas are active and after that, we apply the TAS algorithm. The number of search iterations needed for the proposed RAS+TAS algorithms \((n_p)\) and for exhaustive search \((n_e)\) can be expressed as

\[
n_p = N_r + N_t
\]

\[
n_e = \sum_{i=1}^{N_r} \binom{N_r}{i} \sum_{j=1}^{N_t} \binom{N_t}{j}.
\]  

(45)

As an illustrative example to the significant reduction in the search complexity, let use consider realistic antennas numbers \( (N_r = 128 \text{ and } N_t = 16) \) and hence, \( n_p = 144 \) and \( n_e \approx 2.2 \times 10^{10} \). The RAS and TAS algorithms are determined at the BS and then, the UT be informed about the ARA through a control channel. In the sequel, we present fast and efficient antenna selection algorithms and we compare their performance and complexity with the exhaustive search based selection.

F. Receive antenna selection

In Algorithm 1, we apply the QR decomposition [38] on the channel matrix such that the power received per antenna \((P_r)\) can be expressed in terms of the upper triangular matrix \( R \) (resulting from the QR decomposition) as follows

\[
P_r \propto \frac{1}{\text{Tr} \left( (HH^H)^{-1} \right)} \approx \frac{1}{\text{Tr} \left( (R^H R)^{-1} \right)} \propto \prod_{i=1}^{N_r} R_{ii}^2.
\]  

(46)

where \( R_{ii} \) is the \( i \)th diagonal entry of \( R \). The diagonal entries of \( R \) are sorted in descending order and each entry \( R_{ii} \) corresponds to specific receive antenna with index \( e(i) \). Thus, we keep adding the receive antennas with large \( R_{ii} \) to the set \( S_r \) and evaluate the SE at each iteration. Finally, the algorithm stops when the SE degrades and thus, set \( S_r \) comprises the ARA.

G. Transmit antenna selection

As shown in Algorithm 2, we apply the QR decomposition on the matrix \( H(S_t,:) \) to sort the transmit antennas in a similar way as in equation (46). Initially, we assume all of the transmit antennas are active and then, we deactivate one antenna per
Algorith 2 TAS via QR decomposition

1: Input : $H, S_r, H_r = H(S_r, :), \eta$ and $SE_{RAS}$
2: Output : $S_t$
3: [QR e] = QR $(H_r)$ such that $H_r (:: e) = QR$
4: for $i = 1 : N_t$
5: $H_a = H(S_r, e(1 : N_t - i))$
6: Determine $R(i) = I_S + I_d$
7: Determine $EE(i) = R(i)/P_{C,BS}$
8: if $(R(i) < \eta SE_{RAS})$, break, end if
9: end for
10: $S_t = e(1 : N_t - i + 1)$
11: $SE_{RAS} + \text{TAS} = R(i - 1)$
12: $EE_{BS \rightarrow RAS + TAS} = EE(i - 1)$
13: return $S_t, SE_{RAS + TAS}$ and $EE_{BS \rightarrow RAS + TAS}$

iteration that corresponds to the minimum $R_{i,k}$ value. Deactivating transmit antennas reduces the SE and improves the $EE_{BS}$ and thus, we keep deactivating the transmit antennas such that the SE is greater than or equals to threshold $(\eta SE_{RAS})$ where $(0 \leq \eta \leq 1)$. Finally, the set $S_t$ includes the active transmit antennas indices.

IV. Multi-user RSM

In this section, we consider single BS serves $N_t$ users each has $N_a$ antennas in the DL by applying ZF precoding. We provide novel joint transmit power allocation and UTs antenna selection algorithm to maximize the weighted sum SE assuming RSM transmission scheme. At a given number of users and set of antennas per user, we formulate the power allocation as non convex optimization problem. Next, we propose an alternating optimization algorithm to convert the non convex problem into series of convex problems. The alternating optimization is an iterative algorithm and at each iteration we solve convex optimization problem. Finally, we compare the performance and the convergence of the proposed alternating optimization with the successive convex approximation framework.

A. Joint MU power allocation and antenna selection

For simplicity, let us consider the system model assuming single RF chain at each UT; however, the analysis can be straightforward extended to multiple RF chains. The BS broadcasts different SM symbol to each user such that the transmit signal after precoding can be expressed as $x_t = \sum_{k=1}^{N_a} \sqrt{b_k} P_k s_{i,k} x_{j,k}$, with

$E[x_t^H x_t] = \sum_{k=1}^{N_a} b_k \text{Tr} \{ P_k R_{s_{i,k}, s_{i,k}}^H \} = \sum_{k=1}^{N_a} b_k \mu_k = P_t$, $R_{s_{i,k}, s_{i,k}} = \frac{1}{2N_u} \sum_{i=1}^{2N_u} s_{i,k} s_{i,k}^H$, $P = H_r^H (H_r H_r^H)^{-1}$, $P_k = P \left( :, 1 + \sum_{i=0}^{N_a} N_a, i : \sum_{i=1}^{N_a} N_a, i \right)$, $N_a, 0 = 0$. (47)

where, per the $k^{th}$ user, $x_{j,k}$ is $M$-PSK modulation symbol, $s_{i,k} \in \mathbb{R}^{N_u \times 1}$ is the spatial symbol and its entries $s_{i,k}(n) \in \{ 0 < a_{0,k} < 0.5, 1 - a_{0,k} \}$, $\forall n = 1, \cdots, N_a, k$ (number of active antennas at the UT), $P_k \in \mathbb{C}^{N_t \times N_u}$ is the sub-precoding matrix, $b_k$ is power allocation factor, $R_{s_{i,k}, s_{i,k}}$ represents the spatial symbol covariance matrix, $P \in \mathbb{C}^{N_t \times \sum_{k=1}^{N_u} N_a}$ is the multi-user ZF precoding matrix, $H_a = [H_{0,1}, \cdots, H_{0,N_t}]^T \in \mathbb{C}^{N_t \times \sum_{k=1}^{N_u} N_a}$ is the channel matrix of all the users after applying the antenna selection and $H_{a,k}$ represents the user channel matrix after selecting antennas from the matrix $H_a$. The signal received by the $k^{th}$ user can be expressed as $y_k = H_a(k) \left( \sum_{i=1}^{N_a} \sqrt{b_k} P_k s_{i,k} x_{j,k} \right) + n_k$ (48) where the combined SNR at the $k^{th}$ user can be expressed as

$$\text{SNR}_{k} = \frac{(1_T_{N_a,k} s_{i,k})^2}{b_k N_a/s^2}. \quad (49)$$

The received signal in Eq. (48) is similar to that of the single user case in Eq. (15). Thus, the $k^{th}$ mutual information for the spatial symbol $(I_{S,k})$ and for the modulation symbol $(I_{M,k})$ can be expressed in a similar way as in Eq. (21) and Eq. (32), respectively as

$I_{S,k} = N_a \times \left[ \mathcal{H} \left( \frac{P_{0,k} \sqrt{2} a_{h,k}}{P_{1,k} \sqrt{2} \gamma_k} \right) \right]$, $I_{M,k} = \sum_{i=1}^{2N_a,k} \text{Pr}(s_{i,k}) I_{M - PSK}(\text{SNR}_{i,k})$. (50)

where the error probabilities can be expressed as

$P_{1,k} = 1 - Q_1 \left( \frac{1}{\sigma} \sqrt{2} a_{h,k}, \frac{1}{\sigma} \sqrt{2} \gamma_k \right)$, $P_{0,k} = Q_1 \left( \frac{1}{\sigma} \sqrt{2} a_{h,k}, \frac{1}{\sigma} \sqrt{2} \gamma_k \right)$, $a_{h,k} = (1 - a_{0,k}) \sqrt{b_k}$, $a_{i,k} = a_{0,k} \sqrt{b_k}$ and

$$\gamma_k = \frac{a_{h,k} + a_{l,k}}{2}. \quad (51)$$

and the SE of the $k^{th}$ user can be expressed as

$$\text{SE}_{k} = I_{S,k} + I_{M,k}. \quad (52)$$

In Algorithm 3, we jointly optimize number of users, set of active users antennas, high and low spatial amplitude levels and the power allocated for each user to maximize the weighted sum SE. At first, we apply the QR decomposition on $H = [H_1, \cdots, H_{N_U}]^T$ to sort the UT antennas indices. The set $A$, in line 4 of Algorithm 3, includes the sorted UTs antenna indices such that $A(1)$ refers to the antenna index with maximum $R_{i,k}$ value. Next, we add one antenna per iteration from set $A$. For the resulting user distribution and active antennas per user, we allocate the transmit power $P_{r,k} = b_k \mu_k$ and design the spatial levels $a_{0,k}$ to maximize the
weighted sum SE. Hence, the power allocation optimization problem can be expressed as

\begin{equation}
\begin{aligned}
\text{(P1)} & \quad \text{maximize} & & \sum_{k=1}^{N_u} \rho_k (I_{M,k} + I_{S,k}) \\
& \quad \text{subject to} & & \sum_{k=1}^{N_u} b_k \mu_k = P_t, \\
& & & 0 \leq \alpha_{0,k} \leq 0.5, \\
& & & \forall k = 1, \ldots, N_u,
\end{aligned}
\end{equation}

where \( \rho_k \) is the SE weight per the \( k \)-th user and \( \mu_k \) can be expressed as

\begin{equation}
\begin{aligned}
\mu_k &= \left( \frac{\alpha_{0,k}^2 + (1 - \alpha_{0,k})^2}{2} - \frac{1}{4} \right) \Tr \{ P_k^H P_k \} \\
& \quad + \frac{1}{4} \Tr \{ I_{N_a,k} P_k^H P_k \}.
\end{aligned}
\end{equation}

At each iteration, we determine the weighted sum SE resulting from the solution of (P1) and if it degrades, we discard the antenna added at this iteration. We repeat the above procedure with all antennas in the set \( A \).

From Eq. (50), the spatial and modulation symbols mutual information are not convex functions in the power allocation variables \( b_k \) and the spatial level factors \( \alpha_{0,k} \) and thus, the objective function of problem (P1) is non-convex. Moreover, problem (P1) has non-convex joint power constraint. In the sequel, we propose alternating optimization algorithm to convert the non-convex problem (P1) into convex optimization problems at each iteration. After that, we compare the performance and the convergence of the proposed algorithm with successive convex approximation scheme.

**B. MU power allocation using alternating optimization**

In Algorithm 4, we propose an alternating optimization method to solve problem (P1). First, we consider arbitrary values of the spatial levels \( \alpha_{0,k} \). Thus, the constraint of problem (P1) become linear in \( b_k \). However, the objective function still not convex. Therefore, we propose piecewise approximations for the modulation and the spatial symbols mutual information as follows

\begin{equation}
\begin{aligned}
\hat{I}_{M,k} &= \min_a \left\{ I_{M,k} b_k + \frac{d}{db_k} I_{M,k} b_k (b_k - a_k) \right\}, \\
\alpha_0 &= 0, \alpha_{n+1} = a_n + \frac{K}{\frac{d^2}{db_k^2} I_{M,k} b_k}, \quad n = 0, \ldots, N.
\end{aligned}
\end{equation}

where \( K \) is a constant and \( N \) is the number of piecewise functions,

\begin{equation}
\hat{I}_{S,k} = N_a, k \min \{ I_{S,1,k}, I_{S,2,k} \},
\end{equation}

where \( I_{S,1,k} \) and \( I_{S,2,k} \) are tangents to \( I_{S,k} \) and passes through \( I_{S,k} = 0 \) and \( I_{S,k} = 0.9 \), respectively. At given spatial levels \( \alpha_{0,k} \) and thanks to the approximations in Eq. (55) and Eq. (56), we formulate problem (P1) as convex program

\begin{equation}
\begin{aligned}
\text{(P2)} & \quad \text{maximize} & & \sum_{k=1}^{N_u} \rho_k (\hat{I}_{M,k} + \hat{I}_{S,k}) \\
& \quad \text{subject to} & & \sum_{k=1}^{N_u} b_k \mu_k = P_t, \\
& & & 0 \leq \alpha_{0,k} \leq 0.5, \\
& & & \forall k = 1, \ldots, N_u.
\end{aligned}
\end{equation}

that can be efficiently solved to determine the transmit power allocated for the \( k \)-th user \( P_{t,k} = b_k \mu_k \) as illustrated in step 3 of Algorithm 4. After that, we solve problem (P1) using the obtained \( P_{t,k} \) from step 3 to determine the updated values of \( b_k \) and \( \alpha_{0,k} \) as

\begin{equation}
\begin{aligned}
\text{(P3)} & \quad \text{maximize} & & \sum_{k=1}^{N_u} \rho_k (I_{M,k} + I_{S,k}) \\
& \quad \text{subject to} & & b_k \mu_k = P_{t,k}, \\
& & & 0 \leq \alpha_{0,k} \leq 0.5, \\
& & & \forall k = 1, \ldots, N_u.
\end{aligned}
\end{equation}

Problem (P3) has individual power constraints and the objective function is sum of independent mutual information per user. Thus, we formulate problem (P3) as \( N_u \) sub-problems each can be expressed as

\begin{equation}
\begin{aligned}
\text{(P4)} & \quad \text{maximize} & & I_{M,k} + I_{S,k} \\
& \quad \text{subject to} & & b_k = \frac{P_{t,k}}{\mu_k}, \\
& & & 0 \leq \alpha_{0,k} \leq 0.5,
\end{aligned}
\end{equation}

where the optimal value of \( \alpha_{0,k} \) can be obtained using the bisection methods [36] and \( b_k = P_{t,k}/\mu_k \). Finally, we repeat steps 3 and 4 of Algorithm 4 until convergence.
Algorithm 5 Power allocation using successive convex approximation

1: Initialization: $\gamma^{(0)} = 1, \tau = 1, \epsilon = 0.1$ and $a_k^{(0)}$ is a feasible point as function is approximated using second order expansion at any $n$
2: Solve problem (P6) to determine $a_k^{(n)}$, $\forall k = 1, \cdots, N_U$
3: $a_k^{(n+1)} = a_k^{(n)} + \gamma^{(n)}(\hat{a}_k^{(n)} - a_k^{(n)})$
4: $\gamma^{(n+1)} = \gamma^{(n)}(1 - \epsilon \gamma^{(n)})$
5: Go to step 2 until $\|a_k^{(n+1)} - a_k^{(n)}\|_2 \leq \epsilon$

C. MU power allocation using successive convex approximation

In order to apply the framework of the successive convex approximation [26], the constraints of the power allocation problem must represent convex set. Thus, we modify the system model in Eq. (47) by replacing the power allocation variables $b_k$ and the spatial levels $0 \leq a_{0,k} \leq 1$ with high level amplitudes $a_{h,k}$ and low level amplitudes $a_{l,k}$ as

$$ x_i^{SCA} = \sum_{k=1}^{N_U} P_k s_{i,k} x_{j,k}, s_{i,k}(n) \in \{a_{l,k}, a_{h,k}\}, $$

and hence, we solve the convex problem (P6) to obtain $\hat{a}_k^{(n)}$ as shown in step 2 of Algorithm 5. At step 3, we use the determined $\hat{a}_k^{(n)}$ to update the solution $a_k^{(n+1)}$. The above procedure is repeated until convergence.

V. SIMULATION RESULTS

In this section, we evaluate the system performance of the proposed RSM schemes compared to CM methods for single and multiple users transmissions. In the simulations environment, we consider the stochastic channel model in Eq. (7) with $g_i \sim CN(0, 1), (\phi_i \in [-\pi/6, \pi/6], \theta_i \in [-\pi, \pi])$ are uniformly distributed and $\sigma^2 = -84$ dBm. The proposed UT architecture in Fig. 1c is flexible where it works either with RSM or CM transmissions through adjusting controlling switches. Thus, flexible RSM (FRSM) scheme achieves the best performance of RSM and CM methods.

Fig. 2 shows the SE comparison between RSM-DC, RSM-IC and CM schemes for single user system assuming single RF chain at the UT and the RAS method proposed in Algorithm 1. At low number of scattering clusters $C$, the IC scheme outperforms the DC but they have similar performance at high $C$. In the DC scheme, the modulation symbol is not transmitted with high probability at low $C$ and this degrades the SE. Higher values of $C$ allow transmitting more spatial bits and thus, the SE of the RSM schemes improve more than CM transmission considering single RF at the UT.

Fig. 3 illustrates the SE of the FRSM scheme compared to the CM transmission for single user system assuming multiple RF chains at the UT and applying the RAS procedure proposed in Algorithm 1. The FRSM scheme outperforms the CM especially at low number of RF chains at the UT. Increasing $N_{rf}$ at the UT allows transmitting more modulation symbols and single spatial symbol. Thus, the SE of FRSM and CM transmissions are approaching at high $N_{rf}$.

Fig. 4 shows the SE − EE$_{UT}$ trade-off of the FRSM scheme compared to CM transmission for the single user system assuming multiple RF chains at the UT and the RAS method in Algorithm 1. The FRSM outperforms the CM in SE and EE at low and high SNR regimes. Increasing $N_{rf}$ improves the SE and increases the power consumption at the UT which entails a degradation in the EE$_{UT}$.

Fig. 5 illustrates the SE − EE$_{BS}$ trade-off of the proposed FRSM scheme with RAS compared to that with RAS and TAS for the single user system. Applying TAS after RAS improves the EE$_{BS}$ as the power consumed by the RF chains at the BS reduces. However, TAS entails a reduction in the SE as deactivating the transmit antennas reduces the transmit beamforming gain.

Fig. 6 shows the SE of the proposed FRSM scheme with the RAS and TAS methods proposed in Algorithms 1 and 2; respectively, compared to that of exhaustive search based antenna selection. The proposed antenna selection algorithms approach the performance of the exhaustive search with a significant reduction in the computational complexity as illustrated in Eq. (45).

Fig. 7 illustrates the sum SE of four users by allocating the power using the alternating optimization method proposed in
Algorithm 4 compared to that of successive convex approximation illustrated in Algorithm 5 assuming ten random initial points. The proposed alternating optimization converges much faster than the successive convex approximation.

Fig. 8 shows the per user spatial and modulation symbols mutual information. We allocate the power among four users by applying the proposed alternating optimization algorithm. Users with high SNR, achieve higher values of modulation symbol mutual information while the spatial mutual information saturates at low SNR as we transmit spatial bits as many as number of active antennas at the UT (less than or equal to $C$).

Fig. 9 shows the sum SE of the proposed joint user, antenna and power allocation Algorithm 3 compared to that of exhaustive search based antenna selection over all the users. The proposed algorithm tightly approaches the performance of the exhaustive search but with significant reduction in the search complexity.

Fig. 10 illustrates the sum SE of the proposed RSM scheme in Algorithm 3 with alternating optimization power allocation compared to CM transmission with water filling power allocation [39]. The RSM scheme achieves higher values of SE than CM as the spatial mutual information requires low SNR to reach saturation as depicted in Fig. 8.

VI. CONCLUSION

In this paper, we proposed RSM scheme for the DL of multi-user MIMO system operating in mmWave outdoor and narrowband environment. We developed novel and energy efficient flexible UT architecture that works with RSM or CM transmissions. The spatial mutual information saturates at low SNR and thus, RSM schemes outperforms CM especially at low SNR. We extended the work in [21] into multiple RF chains at the UT and we studied the SE-EE trade-off. We proposed receive and transmit antenna selection algorithms aimed at maximizing the BS energy efficiency. These algorithms approach the exhaustive search performance but with much less computational complexity. For the multi-user scenario, we jointly optimized number of users, set of antennas and the power allocated per user to maximize the weighted sum SE. At given set of users and antenna per user, we formulate the power
Fig. 8: Per user spatial and modulation symbols mutual information of the proposed alternating optimization scheme assuming 10 random initial points, $N_U = 4$, $C = 3$, $P_t/P_l\sigma^2 = 14, 13, 12$ and 11 dB for the four users, $N_t = 128$, $N_r = 16$ and (average over 1000 channel realizations).

Fig. 9: Sum SE of the proposed joint user, antenna selection and power allocation Algorithm 3 compared to the exhaustive search over all the UTs antennas combinations at $N_U = 3$, $C = 1, 2, 3$ and $P_t = 70, 75, 80$ dB, $N_t = 128$, $N_r = 3$ and (average over 1000 channel realizations).

Fig. 10: Sum SE of the proposed RSM in Algorithm 3 compared to CM with water filling power allocation at $N_U = 4$, $N_{rf} = 1$, $C = 6$ and $P_t = 80, 85, 90, 95$ dB, $N_t = 128$, $N_r = 16$ and (average over 1000 channel realizations).

 allocation as non convex optimization problem. Then, we proposed alternating optimization algorithm to convert the non convex program into many convex problems. The proposed alternating optimization outperforms the successive convex approximation in terms of performance and convergence. The study of the uplink multiple access channel using TSM is a future work topic.
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