A systematic review describes models for recruitment prediction at the design stage of a clinical trial
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Abstract

Objective: Patient recruitment in clinical trials is challenging with failure to recruit to time and target sample size common. This may be caused by unanticipated problems or by overestimation of the recruitment rate. This study is a systematic review of statistical models to predict recruitment at the design stage of clinical trials.

Study Design and Setting: The Online Resource for Recruitment research in Clinical Trials database was searched to identify articles published between 2008 and 2016. Articles published before 2008 were identified from a relevant systematic review. Google search was used to find potential methods in gray literature.

Results: Thirteen eligible articles were identified of which, 11 focused on stochastic approaches, one on deterministic models, and one included both stochastic and deterministic methods. Models varied considerably in the factors included and in their complexity. Key aspects included their ability to condition on time; whether they used average or center-specific recruitment rates; and assumptions around center initiation rates. Lack of flexibility of some models restricts their implementation.

Conclusion: Deterministic models require specification of few parameters but are likely unrealistic although easy to implement. Increasingly, stochastic models require greater parameter specification, which, along with greater complexity may be a barrier to their implementation.
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1. Introduction

Successfully recruiting the prespecified number of trial participants remains a difficult challenge negatively impacting all stakeholders [1]. Twenty-six percent of trials funded by the Swiss National Science Foundation were prematurely discontinued because of slow recruitment [2]. Despite investment targeting recruitment difficulties [3,4], there has been no improvement over time and 45% of trials supported by two prestigious UK funding bodies, fail to meet their original recruitment targets [5].

Recruitment of patients in trials is complex and participation rates that are lower than expected may be due to several factors [6]. Common reasons for failure to recruit are delays with contracting, center initiation delays, inadequate planning, insufficient staff, and overoptimistic expectations. A cohort examination of trials that were discontinued early found overestimation of the prevalence of eligible participants was among the most frequently reported reasons [7]. A key problem is therefore within recruitment prediction at the design stage.

Many interventions targeting recruitment and retention difficulties have been suggested and implemented, despite the absence of evidence to support their use [8]. An identification and prioritization study was undertaken around recruitment in clinical trials with the aim to identify and prioritize unanswered questions around recruitment. The
What is new?

Key findings

- Decisions to fund clinical trials are a balance of factors including the importance of the clinical question and the time and costs required. Recruitment should be viewed as a stochastic rather than a deterministic process because the costs are highly driven by the length of time to recruit to the target sample size.
- Increasingly complex statistical models are being proposed as a potential solution, but they require parameter estimates for the distributions used, which may be difficult for researchers to provide.

What this adds to what was known?

- Thirteen articles were identified of which four were included in a previous related systematic review. The previous related review did not differentiate models that could be used during the planning stage and this article adds to that systematic review by isolating these models and updating the review.
- Models were assessed and categorized according to their nature and ability to incorporate information for recruitment prediction, including time-dependent factors such as staggered center initiations and seasonal variations, and ability to specify rates per center or average rates across centers.

What is the implication and what should change now?

- This systematic review and comparison of available methods will help researchers to identify models meeting the requirements of their study and to determine the information required for their implementation. Modeling recruitment as a stochastic process at the design stage allows for the uncertainty to be included in the prediction figures.

question “What are the best ways to predict recruitment rates to a randomized trial and what impact do such predictions have on recruitment?” was identified as a top ten priority question to be investigated and answered [9].

The purpose of our study is to systematically review methods to predict recruitment in the design stage of clinical trials.

2. Methods

2.1. Identification of potentially eligible studies

The search strategy was split by articles published before or after July 2008. The systematic review of Barnard et al. [10] was used to identify eligible articles published up to July 2008 (see Fig. 1). This review includes models for recruitment prediction at the design stage or during ongoing recruitment. Articles published after July 2008 to 2016 were identified by searching the “Recruitment prediction” domain in the Online Resource for Recruitment research in Clinical triAls (ORRCA) [11], a searchable database of research relevant to clinical trial recruitment. The development of ORRCA is described elsewhere [12]. At the time of the ORRCA search (June 2018), it included publications up to 2016.

References of eligible articles were also reviewed for additional articles including book chapters.

A Google search was conducted (June 2018) to identify gray literature (see Supplementary material).

2.2. Eligibility criteria/study selection

Research articles describing statistical methods for recruitment prediction at the design stage of a clinical trial were eligible for inclusion.

Exclusion criteria were as follows:

1) Articles discussing recruitment that did not include statistical methods for recruitment prediction;
2) Review articles that did not propose a new model, although the reference list of these articles was searched for potentially relevant articles;
3) Articles describing statistical models that could not be implemented before the start of participant enrollment.

The titles and abstracts of all retrieved articles were reviewed by E.G. The full texts of these articles were obtained and the final inclusion was determined after discussion by E.G., S.D., and C.G. Disagreements between reviewers were resolved by consensus.

2.3. Data extraction

Data extraction was determined after discussion by all the authors. The information extracted from each article included the statistical model, model parameters required for its implementation, consideration of seasonal effects, factors relating to multicentre trials such as recruitment rates variation, centers initiation rates, and whether the models had been implemented and evaluated using real data and/or simulated data. Google Form was used for data extraction, with data extracted by E.G. and then checked and discussed with C.G.

This is a systematic review of statistical models. Methods to assess risk of bias are not applicable. We did not publish a protocol for this review. The Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) checklist [13] is provided as supplementary material.
3. Results

3.1. Search results

The search results are presented in Fig. 1. A total of thirteen articles were eligible for inclusion. One article focused only on deterministic models [14], another article described both deterministic and stochastic approaches [15] and eleven articles described only stochastic methods.

3.2. Classification of models

Key features of the models were identified and used to group them accordingly. Models are either deterministic in that they assume a fixed recruitment rate or stochastic in that there is random variation around an average recruitment rate. In an unconditional model, the specified recruitment rate stays the same, whereas in a conditional model, the rate varies according to time.

Recruitment rates may be homogenous within a period or nonhomogeneous incorporating variation in the expected recruitment rate.

The model classifications and data extracted are summarized in Table 1 and 2.

3.2.1. Deterministic models

3.2.1.1. Unconditional model. The unconditional model assumes a constant linear recruitment rate. The trial’s recruitment period is simply calculated as the sample size target divided by the total number of recruited patients expected each month. The method can incorporate variability in center recruitment rates by averaging the recruitment rate across all centers, providing the overall rate is then constant over time. Carter et al. [15] and Comfort [14] described the limitations of this approach with Comfort providing a simple equation to support implementation for multicentre trials.

3.2.1.2. Conditional model. The conditional model allows for time-dependent changes in the overall recruitment rate [15]. It splits the overall recruitment period into successive intervals, with each interval having its own recruitment rate. The conditional model can incorporate recruitment rate variation between centers and allow for reduced capacity in recruitment. There is no closed form for this flexible but deterministic approach which is easiest to implement within a spreadsheet package [15].

As an alternative to requiring a spreadsheet implementation but at a cost of reduced flexibility, Comfort described a conditional deterministic model termed a second-order recruitment model (SORM) [14]. In this piecewise model, the recruitment rate is initially conditional on the cumulative number of centers open to recruitment with centers starting with an average initiation rate until all centers are open to recruitment. At this point, enrollment becomes linear and unconditional. Comfort provided closed form equations (mathematical processes that can be completed in a finite number of operations) to implement the model.
Table 1. Model categorization and description of parameters required for their implementation

<table>
<thead>
<tr>
<th>Model class</th>
<th>Description</th>
<th>Parameters required to implement the model at the design stage</th>
<th>Model output</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deterministic unconditional models</td>
<td>The model assumes a constant rate of recruitment throughout the study.</td>
<td>• Sample size target; • expected number of patients to be enrolled per month.</td>
<td>Comfort • time required to recruit to target sample size; • number of participants that can be achieved within a set recruitment period; Carter • time required to recruit to target sample size.</td>
</tr>
<tr>
<td>Deterministic Conditional models</td>
<td>Piecewise model: equations are provided for recruitment, conditional on centers opening rates followed by a constant unconditional rate of recruitment once all centers are open. This approach does not use statistical distributions or equations and is best implemented within a spreadsheet.</td>
<td>• Number of centers • average center initiation rate • total recruitment time • recruitment rate (patient/center/month) • sample size target • sample size target • number of centers • expected number of patients per center • the length of time in which the center is open to recruitment • seasonality and other time-dependent factors impacting recruitment</td>
<td>• Time required to recruit to target sample size. • Time required to recruit the target sample size, adjusting for time-dependent changes in the overall accrual rate.</td>
</tr>
<tr>
<td>Stochastic Poisson models</td>
<td>Unconditional Poisson: the average rate at which patients arrive is constant over time [15–18]; or Conditional Poisson: the recruitment rate of the Poisson process is uniformly distributed on [0, y] where y is the expected number of patients per month/per center [15,17].</td>
<td>• sample size target; • the rate at which events occur in the Poisson process; • start and end time; or • all the above and use a uniformly distributed number (0,1) to multiply the expected accrual rate.</td>
<td>Unconditional Poisson • probability of achieving the target within time specified (Senn, Carter [15,17]); • number of patients to be recruited by each interim time point, given the expected rate of recruitment (Lee); Conditional Poisson • time needed to obtain the desired sample size with a high probability allowing for a time-dependent variation in the rate.</td>
</tr>
<tr>
<td>Stochastic Poisson-Gamma models</td>
<td>Patients arrive at clinical centers independently, based on the Poisson process and the rates among centers vary as samples from a gamma distribution.</td>
<td>• sample size target; • total recruitment time; • number of centers; • the time when each center is open to recruitment; or with centers initiation delays described as random variables in specified intervals.</td>
<td>• Time required to recruit the predefined sample size accounting for the planned dates of centers initiation and the different recruitment rate per center; • the minimal number of centers needed to complete recruitment by a certain date with a given confidence at any stage of the study.</td>
</tr>
<tr>
<td>Bayesian models</td>
<td>NB. Focus restricted to prior specifications.</td>
<td>Gajewski • sample size target; • recruitment duration;</td>
<td>Gajewski • patient accrual across a fixed time period;</td>
</tr>
</tbody>
</table>

(Continued)
and the model takes its name from the “quadratic” term in the equation for the conditional piece of the model. This method assumes that recruitment rate is constant once all centers are open and that each center recruits at the same average rate.

3.2.2. Stochastic models

The use of a stochastic process allows for fluctuations observed around an average recruitment rate and importantly the associated uncertainty and variation to be expressed.

3.2.2.1. Stochastic Poisson

3.2.2.1.1. Unconditional Poisson model. The unconditional Poisson model is the simplest of the stochastic approaches and only requires specification of the average recruitment rate across centers in the trial, as described by Senn [16]. Carter et al. [15] described how the probability density function can be obtained for the time needed to recruit the target sample size by simulating data from the Poisson distribution.

Both Carter [17] and Lee [18] used a normal approximation to the Poisson distribution.

Carter [17] showed how, if the average recruitment rate is constant over the recruitment period, the normal approximation to the Poisson distribution can be used to formulate the recruitment period required to achieve the sample size target with a specified level of confidence. Alternatively, the formula can be rearranged to determine the required recruitment rate when the recruitment period is fixed.

Lee [18] also used a normal approximation and proposed setting interim target recruitment points that need to be attained to achieve the sample size target with a specified probability. This probability is used to determine the minimum required recruitment goal at interim points. This again uses the Poisson distribution with a constant average recruitment rate and a normal approximation with closed-form formulas provided. See Moussa [27] for code to implement Lee’s method and an extension to include cost implications.

3.2.2.1.2. Conditional Poisson model. Given the often unrealistic assumption of a homogenous recruitment rate, by similarly conditioning on time as per the deterministic conditional model, Carter [17] allowed for a time-varying
The accrual rate. The average recruitment rate needs to be specified for each time interval of the recruitment period and the number of observations then simulated from the Poisson distribution according to the number of units of time contained in that interval. Carter et al. [15] later adapted this approach further to allow the average recruitment rate itself from each interval to be simulated from a uniform distribution.

### 3.2.2.2. Poisson-gamma model (P-G)

The Poisson-gamma model for recruitment prediction was introduced by Anisimov and Fedorov [28,29] and further described by Anisimov [19–21]. The model uses the Poisson process to describe variation in recruitment over time, and models variation in the recruitment rates between centers using the gamma distribution. The model allows for variation in center opening with each center initiation time being uniformly distributed within a given interval [20]. This model was applied to real trial recruitment data and found to fit well with sufficient number of centers, (> 10 [20] or > 20 [19,29]), but advised to estimate the rates individually with fewer centers.

When applied to recruitment prediction of an ongoing study, the initial recruitment model is updated with the

| Table 2. Model classification and factors defining their flexibility and assumptions |
|--------------------------------------------|---------------------------------|---------------------------------|---------------------------------|---------------------------------|---------------------------------|---------------------------------|---------------------------------|
| Author | Site recruitment rates | Site initiation rate: all open at TO (T0), fixed average initiation rates (D) stochastic initiation rates (S) | Variation in site recruitment rates, Yes (Y)/No (N) | No of sites ≥ 10, Yes (Y)/No (N) | Implementation |
| Carter [15] | Y | T0 | Yb | N | N | N | Y | N | Carter (R) |
| Comfort [14] | | | | | Comfort (S) |
| Carter [15] | N | D | Y | N | Y | N | N | N | Carter (R) |
| Comfort [14] | | | | | Comfort (S) |
| Senn [16] | Y | T0 | Yb | N | N | N | N | N | Senn (theoretical example) |
| Carter [15] | | | | | Carter (R & S) |
| Carter [17] | Y | T0 | Yb | N | N | Y | Y | N | Theoretical example |
| Lee [18] | Y | T0 | Yb | N | N | Y | Y | Y | |
| Carter [17] | N | D | Yb | N | Y | N | N | Y | |
| Anisimovd [19–22] | N | rates assumed to follow a gamma distribution | S | Y | Y | N | N | Y | N | Real data from 18 trials used to define the prior information |
| Gajewski [23] | N, waiting time assumed to follow an inverse gamma distribution | D | N | N | N | N | Y | Y | R & S |
| Zhang [24] | Y | D | N | N | N | Y | N | N | |
| Bakhshi [25] | N, rates assumed to follow a gamma distribution | S | Y | N | N | N | Y | N | |
| Abbas [26] | Recruitment probability constant or randomly distributed | T0 | Yb | N | N | Y | Y | N | S |

**Notes:**
- a Average recruitment rate is assumed to increase with site initiations.
- b Uses the recruitment rate across sites. Recruitment rates may vary by site so long as overall rate across sites is constant.
- c Code available in Moussa [27].
- d The model is Bayesian once accrual data are available. Here the focus is on the prior specification only.
observed recruitment data, becoming a Bayesian approach. Here we are focused on prediction at the design stage and therefore stop at the specification of the prior. Implementation of the model is nontrivial and code to support doing so is not available. In his later articles, Anisimov also considered the impact of randomization schemes and prediction of drug supply [20,22].

3.2.2.3. Bayesian methodology. The benefit of a Bayesian approach is in monitoring and prediction of ongoing recruitment. In a Bayesian method, investigators’ prior beliefs of recruitment rates are combined with observed recruitment rates to predict participant accrual for the remaining recruitment period. However, the prior specification can be viewed as the predicted or expected recruitment at the design stage and therefore we restrict our consideration to the formulations of the priors. As stated by Gajewski et al. [23], thoughtful elicitation of a prior distribution for accrual rates will force issues for future expectations about accrual patterns to be faced. In this publication, the authors provided a model to estimate the average waiting time between participants, defined as the difference in dates when patients join the study. The waiting times are assumed to be exponentially distributed with mean $\theta$. The prior distribution for $\theta$ is specified by the inverse gamma $\sim IG(nP, TP)$, where $T$ is how long the investigator believes it will take to accrue the sample size, $n$ is the sample size target, and $P$, a value between 0 and 1, is how confident the investigator is that $n$ will be achieved by time $T$. If the investigator is fully confident that $n$ can be achieved by time $T$, such that $P = 1$, then the prior sample size is the target sample size, and is otherwise reduced. $TP$ scales the response such that the expected waiting time is approximately $T/n$. This model assumes a constant accrual rate averaged across all centers. R code to implement the model is available on request from the authors of the article [23].

Zhang et al. [24] also used a Bayesian framework with a nonhomogenous Poisson process that allows recruitment rates to vary over time. Although they described how their approach could be amended to predict accrual in the planning stage of a clinical trial utilizing prior information only, they do so by assuming a constant accrual rate. The prior specification requires the anticipated average accrual rate after it stabilizes to be specified, along with the level of confidence in that prior belief. Therefore, the key difference between Gajewski et al. and Zhang et al. is in the questions asked to elicit the priors. Jiang et al. [30] provided a user-friendly interface program developed in R, based on the method of Gajewski et al. [23] for the total number of patients that can be recruited within a fixed time in a clinical trial, with an updated version of the R package available [31].

Bakhshi et al. [25] used data from a meta-analysis of previous trials to estimate the parameters in the Poisson-gamma model. This method is described as not being fully Bayesian as there are no hyperdistributions set on the parameters and the modeling of parameters has been conducted independently. They provided guidance on how to produce initial estimates at the design stage, with one parameter accounting for the trial-specific and another reflecting the different center-specific recruitment rate. The results of the meta-analysis could be used under the empirical Bayesian framework once accrual data from the trial are available.

3.2.2.4. Simulation models. Abbas et al. [26] used the Monte Carlo simulation Markov models to design different recruitment patterns using time as a discrete or continuous variable. For each simulation, the time to achieve target sample size is recorded with mean and standard deviation estimated across simulation. Models allow for discrete time with and without replacements and continuous time with a constant probability or a probability distribution applied to the conversion between states. In this method, the states can be viewed as patient identification or approach to patient enrollment.

4. Discussion

The limited resources for funding and conducting clinical trials means that the decisions on which research to fund must balance the importance of the clinical question against the time and cost required to answer it. Factors affecting recruitment may be complex and many; thus, the accuracy of recruitment prediction at the design stage is crucial.

This article systematically reviews models implemented at the design stage of a trial to predict patient recruitment. The models’ spectrum extends from simple unconditional and conditional deterministic approaches [14,15] to stochastic models that allow for variation around an average recruitment rate [17,19,22,24] and Bayesian approaches where the expectations of the investigators are translated into prior information [23–25].

Whether the recruitment rates being specified represent an average number of participants or whether they are believed to be a guaranteed minimum number is an important consideration. If it is a guaranteed minimum specified, then a deterministic model is appropriate, but to achieve this, the average recruitment rate would have to be markedly higher. If it is an average rate, then the recruitment prediction should use a stochastic approach to allow for the variation and express the uncertainty accordingly. There may be divergence between funder and researcher perspectives and the interpretation of the figures presented and this potential should be explored further.

It is understandable that researchers may be reluctant to acknowledge the impact of considering their recruitment rates as an average. At best, an average recruitment rate will reach its target with a probability of 0.5 and this alone may explain existing observations around the
percentage of trials recruiting to target as prespecified at the design stage [5]. In addition, the use of these models will not prevent overoptimistic specification of parameters but may increase awareness of factors that should be considered and how they may be incorporated. Before greater accuracy in recruitment prediction is observed, funders may also need to demonstrate willingness to fund longer recruitment periods than they may be currently perceived to do.

Although some of the authors provided the code of the method they introduced [15,23,27] (see Supplementary material), it is unclear whether this is sufficient for potential users to be able to implement them. The complexity of some models may be a barrier to their implementation. However, the simplest stochastic models use the Poisson process, which is familiar to many statisticians and yet anecdotal experience would suggest they are not widely implemented. This may be because statisticians are not inherently involved in recruitment prediction.

The approaches used to predict recruitment, including sources of information utilized, remains frequently hidden and unreported. Information may be available from other relevant clinical trials, from national disease registries and databases, from audit data from select centers that may be extrapolated across centers or a “best guess” approach based on clinician experience albeit without supporting data being readily available. Reliability of each needs to be assessed; however, not all factors that can impact recruitment may be known at the design stage.

In multicentre clinical trials, variation in center recruitment targets needs consideration. Combinations of factors, such as center size, center initiation dates, and eligible patient population, need to be considered alongside factors that may be less amenable to prediction from historic data, such as the size of existing center research portfolios and resources to support new research, the extent of support for the clinical question itself, and patient willingness to participate. Approaches such as the Poisson-gamma recruitment model attempt to incorporate this level of complexity. However, this requires a distribution to be applied to center recruitment rates and may be conceptually challenging for many in terms of specification of the parameters and how to obtain supporting data.

Although it is clear that modeling recruitment represents a statistical challenge, until these models are implemented within the mainstream, the solutions proposed will be unattainable for many and any resulting improvements will not be observed. This requires consideration before developing further academic models that may never be implemented either because of their complexity or because of the wide variation depicted for the required recruitment period.

This review is the first to our knowledge that focuses on methods to predict recruitment at the design stage of a trial. The search strategy for the review utilized two existing resources: the review of Barnard et al. [10] and the ORRCA database [11], meaning that there are differences in the search strategies implemented. However, no additional methods were identified via Google search or screening reference lists of eligible articles. The use of ORRCA meant that article inclusion was restricted to those published in 2016 at the latest. We will continue to monitor future ORRCA updates to determine when this review should be updated.

5. Conclusion

Predicting recruitment is an important part of the design and planning of a clinical trial.

Modeling recruitment as a stochastic process at the design stage may lead to improvements in the prediction and in understanding deviations from the “expected average”. However, benefits may be limited if the approach taken leads to excessive variation.

This systematic review and comparison of available methods will help researchers to identify models meeting the requirements of their study and in determining the information required for their implementation. Until researchers implement these methods, they are limited in their potential to provide improved predictions. To achieve this, we believe that statisticians should routinely be involved in recruitment prediction.
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