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Abstract—Advances in Next Generation Sequencing (NGS) technologies have caused the proliferation of genomic applications to detect DNA mutations and guide personalized medicine. These applications have an enormous computational cost due to the large amount of genomic data they process. Although leveraging FPGAs can improve the processing time of such amount of data, the limited memory capacity of FPGAs often restricts the potential gains. To overcome this limitation, IBM CAPI (Coherent Accelerator Processor Interface) supported platforms provide FPGAs with direct access to the CPU memory. This paper proposes a hardware/software co-design for k-mer counting, one of the most time-consuming phases of genomic applications. The proposed co-design targets CAPI-enabled FPGAs and is integrated into SMUFIN, a state-of-the-art reference-free method for finding DNA mutations. Results show that the proposed co-design outperforms the CPU-only design by a factor of 2.14×, it consumes 2.93× less energy, and it requires 1.57× less memory.
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I. INTRODUCTION

In the last years, the emergence of Next Generation Sequencing (NGS) platforms has opened the door to significant advances in the field of personalized medicine. Knowing the genome of the patients helps doctors in personalized treatment decision making, in which each patient takes specific medical treatments according to their individual characteristics or genetic information [1]. However, the computational cost of exploiting all the data generated with NGS is extremely high.

K-mer counting is a simple yet time-consuming phase of many genomics applications. One of the main challenges of k-mer counting is the huge amount of memory it requires, specially when dealing with large datasets like a complete human genome. Some methods have been proposed to speed up k-mer counting [2]–[14], being the reduction of the memory requirements one of the main goals of many works [2]–[8].

The computational capabilities of accelerators like FPGAs have persuaded engineers from different fields to propose hardware/software co-designs to accelerate their applications. However, the limited memory capacity of FPGAs is a crucial impediment to designing accelerators for applications that process massive amounts of data, as it is the case of k-mer counting. For this reason, in the last years chip manufacturers have put a lot of effort in developing communication protocols between processors and accelerators that provide accelerators with direct access to the processor memory. For instance, the IBM CAPI [15] protocol allows FPGAs to directly access the processor memory at a speed of up to 22GB/s. This feature makes CAPI-based systems ideal for accelerating workloads with large memory requirements such as genomics algorithms.

This paper presents a hardware/software co-designed accelerator for k-mer counting using a CAPI-enabled FPGA. The main contributions of this paper are: (i) an RTL design for FPGAs to accelerate the processes of extracting reads and generating k-mers; (ii) modifications to the software algorithm to remove dependencies between parallel threads, reduce overheads and use less memory; and (iii) 3 data compaction mechanisms to minimize the memory and disk requirements. We integrate the co-designed accelerator in an adapted version of SMUFIN [16], a state-of-the-art reference-free algorithm that identifies somatic mutations, and we evaluate it on a CAPI-enabled high-performance computing node with a dual-socket POWER9 processor and an FPGA. Results show that the co-design outperforms the CPU-only design by 2.14× while consuming 2.93× less energy and 1.57× less memory.

This paper is organized as follows: Section II introduces the background on genomic concepts, SMUFIN and k-mer counting, and Section III discusses the related work. Section IV presents the co-designed accelerator, which is evaluated in Section V. Section VI remarks the conclusions of this work.

II. BACKGROUND

A. DNA Reads, K-mers and K-mer Counting

NGS technologies sample the genome and divide it into small pieces. These samples are called reads and their length is usually between 50 and 200 nucleobases [17]. DNA nucleobases are represented by one of the letters A, C, G or T, so a compact 2-bit numerical representation is often used.

A k-mer is a K length sub-string of a read, so a read of length R has R-K+1 possible k-mers. K-mer frequency counting is a key step of many genomic algorithms such as genome assembly, error detection and variant calling.

B. SMUFIN Overview

SMUFIN [16] is a state-of-the-art application that detects DNA mutations by comparing normal and tumoral DNA
samples from the same patient without requiring a reference genome. To do so, SMUFIN counts the frequency of the k-mers in the two sets of reads (normal and tumoral) separately and compares them to find imbalances that determine candidate DNA positions with mutations. SMUFIN processes the whole human genome, which is stored on multiple compressed files that require 200 to 400GB of disk storage.

The original SMUFIN algorithm [16] was designed to run on multiple nodes of a supercomputer with enough memory to store the whole data required for human genome analysis. Its successor, SMUFIN2 [18], rethinks the initial design to be more scalable and flexible. To do so, SMUFIN2 uses two levels of partitioning to distribute data among processes and threads. The first level splits data for processing into one or more partitions, and each one of these partitions can then be distributed either concurrently in multiple nodes or sequentially in a single node. In this paper we use an adapted version of SMUFIN2 where the first level partitions are based on batches of input files instead of a logical data distribution. For the second level partitions we use the same mechanism as SMUFIN2, which is based on the first 5-mers of a k-mer. In the rest of this paper we use the term SMUFIN to refer to our adapted version that partitions the data in batches of files, and partitioning refers to the second level of partitioning. The adapted version of SMUFIN2 is explained in the next subsections and it is also used as the CPU baseline in the evaluation presented in Section V.

Fig. 1 shows a diagram of the SMUFIN application, which consists of 4 main phases: count, filter, merge and group. Unlike other applications, SMUFIN does not reconstruct genome sequences, yet like many de-novo assembly algorithms, its first phase is k-mer counting.

C. SMUFIN K-mer Counting Structure

K-mer counting is one of the most time-consuming phases of SMUFIN, up to 35% of the whole processing time [13]. Since the input of the count step is the whole human genome, it requires a huge amount of memory. For this reason, this algorithm is a very good candidate for being accelerated using CAPI-supported FPGAs, as they can access host memory directly without the need of making multiple copies of the genome data. To reduce the memory requirements of this step, 2 optional steps, prune and unify, can be used [13].

The prune step creates Bloom filters from all input files to identify and discard unique k-mers later in the count step. Bloom filters reduce the memory footprint of the count step by reducing the total amount of k-mers to be analyzed and the size of the intermediate histogram tables to be stored on disk. However, generating the Bloom filters is time-consuming as three hash functions are applied to each k-mer [3], [14].

The count step, due to the large memory requirements for the whole input, processes input files in batches. It reads a batch of input files, generates k-mers, and counts their frequency in the normal and in the tumoral inputs. Then it stores the k-mers and their two corresponding frequency counters on disk as intermediate histogram tables. Afterwards, it reads and analyzes the next batch of input files, repeating this process until all input files are analyzed. The resulting intermediate histogram tables are represented as hash tables with the format pair\(<(uint64)\) k-mer, (uint16) counter\[2]\>. Fig. 2 shows the structure of the count step. This step has configurable numbers of producer and consumer threads, 2 of each type in the example. SMUFIN uses a k-mer partitioning mechanism that spreads k-mers among partitions based on their first 5 bases. The number of partitions can be configured between 1 and 128. Based on the statistical distribution of the k-mers, a lookup table is used to assign partitions to k-mers with the aim of distributing k-mers evenly among partitions. The number of producer threads is equal or less than the number of files in each batch, and the number of consumer threads is equal to the number of partitions.

Producer threads read data from one input file, extract reads, generate k-mers, convert k-mers to their numeric representation, check the lookup table to determine the partition where each k-mer belongs, and insert the k-mers into the producer-consumer queues of each partition. Consumer threads are in charge of counting the number of k-mers of each partition. To do so, they read k-mers from the producer-consumer queues, discard unique k-mers using the Bloom filters generated in the prune step, count the frequency of each k-mer, and populate the intermediate histogram tables that are stored on disk. The name of these tables on disk consists of two numbers, its partition and its index. For example, if there are 100 partitions and the count step analyzes 16 batches of files, the partition numbers are 0 to 99 and the indexes are 0 to 15.

The unify step merges all the intermediate histogram tables of each partition into one final frequency table for that partition. The intermediate histogram tables are sequentially loaded from disk and, for each partition, the final frequency table is updated. Final frequency tables are represented as hash tables with a different layout than the intermediate histogram tables, so the unify step converts them to the final layout that is suitable for next steps. Finally, the unify step re-checks all the final frequency tables to discard unique k-mers that can appear due to false positives in the Bloom filters.
D. Coherent Accelerator Processor Interface

CAPI developed by IBM provides a coherent access to the host memory for accelerators (FPGAs), avoiding the performance and storage overheads of having multiple copies of data. Three versions of CAPI have been released so far. CAPI1 and CAPI2 work on top of the PCIe communication bus, while OpenCAPI, which is the third version of CAPI, uses a customized communication link. For data sizes of more than 100MB, the data transfer speed from the FPGA BRAM memory to the host memory and vice versa is 3.3, 13 and 22GB/s for CAPI1, CAPI2 and OpenCAPI, respectively.

III. RELATED WORK

A lot of effort has been put on designing memory efficient k-mer counting algorithms. Jellyfish [2] presents an algorithm using a lock-free hash table that minimizes parallelization overheads. BFCounter [3] proposes using a Bloom filter to discard unique k-mers and reduce the size of the histogram tables. The concept of partitioning is introduced in DSK [4], KMC [5] and MSPKmerCounter [6], which are all disk based algorithms. Among them, KMC uses a sorted mechanism instead of hash tables. Some other works such as Turtle [7] and KMC2 [8] have combined these ideas to improve performance.

Many works propose using GPUs and FPGAs to speed up the k-mer counting algorithm. Gerbil [9] is an open source k-mer counting software implementation with GPU support. Li et al. [10] port the k-mer counting algorithm of KCM2 to a GPU. McVicar et al. [11] and Wertenbroek et al. [12] offload the Bloom filter generation and the k-mer counting to a cloud of FPGAs with Hybrid Memory Cube. Cadenelli et al. modify the memory layout of k-mer counting and present an OpenCL co-design targeting GPUs [13] and FPGAs [14]. Compared to our work, other FPGA k-mer counting accelerators [11], [12], [14] use Bloom filters and hash tables, while we eliminate Bloom filters, accelerate k-mer generation, and use sorted vectors. Apart from k-mer counting, other genomic applications [19], [20] use co-designed accelerators for the alignment and assembly of long reads.

CAPI-supported platforms have also been used to accelerate other kind of memory intensive workloads. Sefat et al. [21] exploit CAPI to offload matrix-multiplications of a deep neural network to FPGAs. Chen et al. [22] accelerate a medical ultrasound imaging algorithm using a CAPI-enabled FPGA, and Castellane et al. [23] propose a co-designed accelerator for SHA3 cryptographic key calculations.

IV. K-MER COUNTING ACCELERATOR METHOD

This paper presents a hardware/software co-design for k-mer counting. The proposed design consists of restructurin the count step to enable the usage of the FPGA and improving the unify step. The accelerated count phase is compatible with the rest of SMUFIN phases, which are left unaltered, and could also be integrated in other genomic applications.
of producer threads and, when they all have filled their portion of source memory, triggers the FPGA design. The FPGA design reads data from the source memory, generates the k-mers, and writes them into the destination memory. Fig. 4 shows a block diagram of the FPGA design, which consists of two main modules: the Read_Extr module extracts reads from the input data and encodes them with a 2-bit representation, and the K-mer_Extr module generates k-mers.

The Read_Extr module is responsible for extracting reads from input words. CAPI2 defines that the data width of the FPGA is 64 bytes. Since the read length is 80 bases (bytes) for our input data set, the reads are split between input words. The state machine determines, in each state, what portion of the incoming input data belongs to one read and what portion to the next read. The incomplete reads are stored in Temp Reg and, once completed, they are put in Read Reg.

The Read_Extr module adds 1 bit to each read to define its type. The type is determined from the first base of each read, as explained previously. If the first base is A, C, G, T or N, the type bit is set to 0 for normal. Otherwise, it is set to 1 for tumoral and the first base is converted back to A, C, G, T or N. The read and its type are stored in the Read_FIFO in 161-bit words (80 bases/read × 2 bits/base + 1 type_bit).

The Read_Extr module also identifies k-mers with unknown bases, which are represented as ’N’ in the input data. These k-mers are marked as invalid and are omitted later by the partitioner thread. To do so, a valid bit is assigned to each base of a read and is set to 1 if the base is not ’N’. The valid bits of the reads are stored in a separate Valid_FIFO with a width of 80 bits, so each read in the Read_FIFO has a corresponding entry in the Valid_FIFO. In addition to unknown bases, the Read_Extr module handles reads with all their bases set to ’S’, which is the format that producer threads use to specify invalid entries in the source memory. These reads are skipped by not writing them in the Read_FIFO nor in the Valid_FIFO.

The next FPGA module is the K-mer_Extr, which is in charge of generating the k-mers. This module reads data from the Read_FIFO and separates the first bit, which contains the type of the read (tumoral or normal), from other bits that contain the read itself. In this FPGA design the k-mer length is set to 30. As the data width of the FPGA is 64 bytes, 8 k-mers (each 8 bytes) of the read in the Read Shift Register are picked during each clock cycle, concatenated with the type bit of their read and their corresponding valid bits, and then written to the destination memory. The valid bit is obtained by an AND operation on the valid bits in the Valid Shift Register, which correspond to all the bases of the k-mer. During the same clock cycle, the Read and the Valid Shift Registers are shifted 16 and 8 bits, respectively. If in a given clock cycle the Read Shift Register contains less than 8 k-mers, k-mers of the Next Read are generated to ensure a total of 8 k-mers are processed in each clock cycle, and the Next Read and the Valid Read registers are shifted accordingly.

The FPGA design has two pipeline stages, one for each module. Although Read_Extr can analyze 64 bytes of data at each clock cycle, the K-mer_Extr module is the bottleneck because the output data of this module is 5× larger than its input data. With data width equal to 64 bytes at the output side, only 1/6 of the output data of the K-mer_Extr module is sent to the destination memory at each clock cycle. Therefore, the Read and Valid FIFOs can become full and impose a wait time on the Read_Extr module. With a clock frequency of 250MHz the peak bandwidth is 16GB/s, or 2Gk-mer/s nominally, but in practice 1.7Gk-mer/s is obtained.

3) Partitioner thread: When the FPGA action finishes, a partitioner thread in the CPU checks the destination memory, terminates invalid k-mers, determines the partition of each k-mer, and copies the k-mers to their corresponding partition memory. Meanwhile, the producer threads start loading the rest of the reads in the source memory.

4) Consumer Threads: The consumer threads count the frequency of the generated k-mers in partition memories. Each consumer is responsible for one partition memory. Each consumer thread first sorts and then counts the k-mers of its partition. After sorting, the counting is easily accomplished by comparing each k-mer with the previous one and, if they match, incrementing the frequency counter of the k-mer. After calculating the frequency of all the k-mers, consumer thread stores its intermediate histogram table on disk.

The benefits of using sort instead of hash tables, in addition to improved performance, are the lower requirements for memory and disk. The Google sparse hash tables used in the CPU-only version need 4 extra bytes per item [13]. So in that design, to avoid writing extra bits on disk, a loop iterates on all the elements of the hash tables and their values are extracted and copied in another part of memory that is then saved on disk. This adds extra time and memory usage that is eliminated in the proposed design. As there are no hash tables in our design, k-mers and their corresponding counters are directly put in a byte aligned array of memory.

The performance of writing the intermediate histogram tables to disk heavily depends on the speed of the I/O subsystem. Hence, compacting the data can lead to better performance and less storage requirements.

5) Data Compaction: As explained in Section II-C, the intermediate histogram tables keep two frequency counters per k-mer in a format of pair<(uint64) k-mer, (uint16) counter[2]>. The consumer threads use three techniques to compress the information of these tables.

The first technique consists of grouping the batches of files by their type, so that a batch only contains normal or tumoral
files. With this technique all the k-mers of the batch of files have the same type so, instead of two frequency counters per k-mer (one tumoral and one normal), only one counter per k-mer is required. First we feed the system with normal files and then with tumor files. As the number of normal and tumor files is the same, the type of each k-mer is easily distinguishable from the index of its table name in later steps. If the index of a table is in the first half of all indexes, that table contains normal k-mers, otherwise it contains tumoral k-mers.

The second technique is based on the observation that, in practice, the frequency of 99% of the k-mers is below 255. To exploit this, we use a variable length counter controlled by a bit cntr_ex_en (counter extension enable) per k-mer that indicates the size in bytes of the counter field (0 for one byte and 1 for two bytes). This compaction method is applicable when the k-mer field contains at least 1 unused bit. For example, with a k-mer field of 64 bits, this method is suitable for k-mer lengths of 31 and lower, where at most 62 bits of the k-mer field are used (31 bases × 2 bits/base) and at least 2 bits are free and can be used to encode the cntr_ex_en bit.

The third technique reduces the space required to store one k-mer. This is achieved by replacing the first 5-mer of each k-mer with its index in the partitioning lookup table. This technique is only applicable when the number of partitions is more than 35. In this case each partition will contain less than 32 5-mers, so the index number of each 5-mer in the lookup table will be in the range of 0 to 31. Therefore, a 10-bit 5-mer is replaced by its 5-bit index. In our FPGA design the k-mer length is fixed to 30 and each k-mer occupies 8 bytes (61 bits = 30 bases × 2 bits/base + Cntr_ex_en). With this data compaction method, each k-mer fits in 56 bits (61 bits_before_compaction - 10 bits/5-mer + 5 bits/index). Note that this method is only useful when the number of saved bits reduces the k-mer field by one byte. For example, with a k-mer length of 31, this method is not useful because 58 bits are needed after compaction, which still requires 8 bytes.

These three compaction methods allow to save 30% of the space needed for storing the k-mers and their frequency counters. In the proposed design, hash table containers are no longer used. Instead, intermediate histogram tables are written sequentially in a byte aligned array of memory. In this array, each k-mer occupies 7 bytes and its corresponding frequency counter occupies one or two bytes, depending on its value.

C. Unify Step

The unify step has three responsibilities: merging all the intermediate histogram tables of each partition into a final frequency table of that partition, discarding unique k-mers, and converting the final frequency tables layout. The proposed unify step loads only the first k-mer of all intermediate histogram tables in memory, and determines the smallest k-mer of the loaded ones for each partition. If two or more k-mers are equal to the smallest one, their values are added together and stored in the final frequency table while, it is discarded if it is unique. Then the next k-mers of the tables are loaded and this procedure continues for all the k-mers of all the intermediate histogram tables.

The new unify design has four major changes compared to the CPU version: (i) it merges all intermediate histogram tables at once; (ii) it only loads the first k-mers of each table in memory; (iii) it removes unique k-mers before inserting them into the final frequency tables; and (iv) it stores final frequency tables as sorted vectors. The first modification makes the design faster while the others make it more memory efficient.

V. Evaluation

A. Experimental Setup

The experiments are done on a POWER9 system with an attached FPGA card. The POWER9 has 2 sockets with 20 cores running at 2.3GHz. Each core has 4 threads so the platform provides 160 threads in total. The 512GB RAM of the system consists of 16 32GB DDR4 DIMMs running at 2666MHz, and two 2TB Micron SATA SSDs are used as storage. The FPGA board is a CAPI2 enabled AlphaData ADM-PCIE-9V3. This board utilizes a Xilinx Virtex UltraScale Plus XCVU3P-2 (FFVC1517) FPGA with 394k lookup tables (LUTs), 788k Flip-Flops (FF), 2280 DSPs, 25.3Mb block RAMs (BRAM) and 90Mb ultra RAMs (URAM). The FPGA code is written in VHDL and compiled using Vivado v2018.1.

The input DNA samples are a customized human genome based on the Hg19 reference. Random somatic variants including single-nucleotide polymorphism and single-nucleotide variants with random insertions, deletions and inversions are applied to the input. In silico sequencing is simulated using ART Illumina21. The total input size is 312GB and consists of 256 gzip compressed FASTQ files, 128 for normal samples and 128 for tumoral. The read length is 80bp so each input file contains approximately 16M reads. To increase the speed of reading and writing files, half of input and output files are saved on one disk and the other half on the other disk.

In the evaluation we use the adapted version of SMUFIN as CPU baseline, as explained in Section II. SMUFIN accepts k-mer lengths between 24 and 32. We use a k-mer length of 30 in both the CPU baseline and the FPGA co-design.

B. Results

Table I shows the resource utilization of the FPGA. In this design the FPGA runs at a frequency of 250MHz. The k-mer counting accelerator occupies only a small fraction of the FPGA resources, while the CAPI modules present a higher resource utilization, specially in FF and BRAM. Even consuming few resources, the proposed accelerator reaches the maximum bandwidth of CAPI2, so a more complex design would not provide any benefit. For future generations of CAPI
that provide more bandwidth, like OpenCAPI, there is room to scale up the proposed design and utilize more FPGA resources.

The execution time of both designs is summarized in Fig. 5. In this exploration we try all the possible combinations of batch sizes (16, 32, 64, 128), producer threads (16, 32) and consumer threads (100, 120). Other values for these parameters reduce the performance for both designs. The CPU+FPGA design results for a batch size of 128 are not shown because the system runs out of memory in this configuration. The CPU-only design uses producer-consumer queues of 32K elements as it gives the best performance. The best configuration for the CPU+FPGA design is 120 consumer threads, 16 producer threads and batches of 16 files, while for the CPU-only design it is 120 consumer threads, 32 producer threads and batches of 32 files. Comparing the best execution times of both designs, the CPU+FPGA design presents a speedup of 2.14×.

Fig. 5 also shows the distribution of the execution time among the different steps. The CPU+FPGA design does not use Bloom filters, so the time-consuming prune step is not needed. Even without Bloom filters, the count step is 1.34× faster by offloading work to the FPGA. Although the unify step of the CPU+FPGA design merges larger tables, its execution time is similar to the unify step of the CPU-only design with the prune step enabled.

Results show that the count step of the CPU+FPGA design presents less variability in the execution times when changing the number of producer and consumer threads. For a batch size of 32 files, the performance difference between the fastest and the slowest configuration in the CPU+FPGA design is 5.94%, while for the CPU-only design it is 24.59%. The higher variability of the execution times of the CPU-only design is due to the synchronization between producer and consumer threads in the producer-consumer queues. If the number of threads is not tuned properly, producer and consumer threads experience idle time when the queues are full or empty, negatively affecting performance. In contrast, the CPU+FPGA design decouples the operation of the two types of threads, resulting in a more stable performance.

In addition to the proposed FPGA co-design, we evaluate different design alternatives to try to further increase performance. One approach is to offload the partitioner thread to the FPGA, but we observe this provides negligible speedup and it requires to reprogram the FPGA when the number of partitions changes. We also try to offload the work of the consumer threads to the FPGA, but results show that performing this work using 160 parallel threads is faster than doing it in a single FPGA. Finally, to observe the effect of the FPGA acceleration on the execution time of the co-design, we replace the FPGA design by an analogous CPU code and we observe that the k-mer generation and the whole count step are slowed down by 150× and 10×, respectively.

As explained in Section II-C, the prune step that generates the Bloom filters for the count step is optional. To quantify the impact of the prune step, Table II compares the execution time of the whole k-mer counting phase with and without the prune step for the CPU-only design. This experiment uses 16 producer threads, 100 consumer threads, and batches of 16 files. The system runs out of memory for batches with more than 16 files when the prune step is disabled. Results show that enabling the prune step improves performance by 2.73× because, although the execution of this step takes 3335 seconds, it provides important speedups in the count and unify steps. With the prune step enabled, the count step avoids the computation of unique k-mers, which reduces the execution time of this step by 1.31× and makes the intermediate histogram tables smaller. The unify step takes 15.54× more time when the prune step is disabled because it needs to merge larger tables, and the execution time of this step grows exponentially with the size of tables to be merged. The unify step can merge half of the intermediate histogram tables at once when the prune step is enabled, while without the prune step only 1/12 of these tables fits in memory at once. When the prune step is enabled the required disk space is 475GB while, with the prune step disabled, it reaches 1101GB. This shows that 57.86% of the required disk space is occupied by unique k-mers which do not provide useful information.

The number of files in each input batch affects disk and memory usage. Fig. 6 illustrates the memory and disk storage requirements of the count step for different batch sizes. The memory usage of the prune and unify steps are not dependent on the number of files in each batch and are almost constant. The prune step uses 90GB of memory, while the unify step requires 470GB of memory with the CPU-only design and 300GB of memory with the CPU+FPGA design, i.e., 1.57×

![Fig. 5. Execution time for different designs and configurations.](image)

![Fig. 6. Memory and disk usage of the count step.](image)
less memory than the CPU-only design. As seen in Fig. 6(a), the memory usage of the count step scales up with the batch size and the CPU+FPGA design needs less memory for any batch size below 128. However, its count step does not fit in the system memory for batches of 128 files. Regarding the best performing configurations (from Fig. 5), the CPU+FPGA design needs 114GB of memory while the CPU-only design requires 400GB. Regarding the disk utilization, Fig. 6(b) shows that, as the batch size increases, the disk usage decreases in both designs. This happens because, with larger batches, more files are merged together at once and more data is packed in the intermediate histogram tables, which reduces the required disk space. In conclusion, the CPU+FPGA design is faster and its count step requires 3.51× less memory. These memory and performance improvements are achieved at the cost of using 1.93× more disk space, 881GB in the CPU+FPGA design versus 456GB in the CPU-only design.

The power consumption of the count step is illustrated in Fig. 7. We measure the power consumption of the whole node with in-band readings from Linux to the OCC (On Chip Controller) [24]. It can be observed that the observed power consumption of the producers is lowered in the CPU+FPGA design by more than 200W. Peaks in the CPU+FPGA design belong to the sort part of consumer threads. There are 16 of them as the total input is analyzed in 16 batches. The power consumption of the unifying step of the CPU+FPGA design, which is not shown in Fig. 7, is also 170W below that of the CPU-only design. All together, for the whole count phase, the CPU+FPGA design consumes 0.42kWh of energy while the CPU-only design consumes 1.57× more energy. There are 16 of the 1.57×, respectively. The proposed co-design can be easily integrated in the k-mer counting phase of any genomic application and can be scaled up in future CAPI-based systems that provide higher bandwidth between the FPGA and the processor memory.

VI. CONCLUSIONS

K-mer counting is one of the most time-consuming phases of many genomic applications. Although FPGAs are very well suited to accelerate the k-mer counting algorithm, their reduced memory capacity is a big limiting factor to handle the vast amount of data that is processed with this algorithm. To overcome this limitation, the IBM CAPI interface allows FPGAs to directly access the processor memory.

This paper presents a hardware/software co-designed accelerator for k-mer counting on CAPI-enabled FPGAs. The proposed approach consists of an FPGA design to accelerate the generation of k-mers and a combination of optimizations on the software side to eliminate thread dependencies, replace hash-tables for sorted vectors, and re-define the memory layout using three data compaction mechanisms. The co-designed accelerator is able to efficiently count k-mers and unify the results without the need of Bloom filters, so the time consuming phase to generate them can also be avoided. All together, the proposed co-design greatly accelerates the k-mer counting algorithm while reducing the memory requirements, the thread synchronization overheads, and the sensitivity to the algorithm parameters. Results show that the presented co-design achieves a speedup of 2.14× over the CPU-only design while reducing the energy-to-solution and the memory requirements by 2.93× and 1.57×, respectively. The proposed co-design can be easily integrated in the k-mer counting phase of any genomic application and can be scaled up in future CAPI-based systems that provide higher bandwidth between the FPGA and the processor memory.
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