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Abstract – Network slicing is a central feature in 5G and beyond systems to allow operators to customize 
their networks for different applications and customers. With network slicing, different logical networks, i.e. 
network slices, with specific functional and performance requirements can be created over the same 
physical network. A key challenge associated with the exploitation of the network slicing feature is how to 
efficiently allocate underlying network resources, especially radio resources, to cope with the spatio-
temporal traffic variability while ensuring that network slices can be provisioned and assured within the 
boundaries of Service Level Agreements / Service Level Specifications (SLAs/SLSs) with customers. In this 
field, the use of artificial intelligence, and, specifically, Machine Learning (ML) techniques, has arisen as a 
promising approach to cater for the complexity of resource allocation optimization among network slices. 
This paper tackles the description of a feasible implementation framework for deploying ML-assisted 
solutions for cross-slice radio resource optimization that builds upon the work conducted by 3GPP and O-
RAN Alliance. On this basis, the paper also describes and evaluates an ML-assisted solution that uses a Multi-
Agent Reinforcement Learning (MARL) approach based on the Deep Q-Network (DQN) technique and fits 
within the presented implementation framework. 
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1. INTRODUCTION

Network slicing allows operators to customize their 
networks for different applications and customers 
[1], [2]. Slices can differ in functionality (e.g. air 
interface capabilities, mobility tracking features), in 
performance requirements (e.g. latency, availability, 
reliability and data rates), or they can serve only 
specific users (e.g. public safety users, corporate 
customers, or industrial users). A network slice can 
provide the functionality of a complete network, 
including radio access network and core network 
functions. Support for network slicing has been 
introduced by the 3rd Generation Partnership 
Project (3GPP) as part of the first release of the Fifth 
Generation (5G) system specifications (Release 15), 
with multiple enhancements still to follow in future 
releases, as reflected by different study items in 
progress, such as [3]-[6]. 

The creation and management of network slices is 
especially challenging in the Radio Access Network 
(RAN), where multiple slices can be delivered over 
the same radio channel and the system shall 
guarantee that the allocation and distribution of the 
radio resources within the radio channel is done so 
that specific requirements per slice can be fulfilled 
(e.g. guaranteed capacity) while using radio 

resources efficiently [7]-[14]. Remarkably, the 
automation of the life-cycle management of 
network slices in the RAN requires two main 
functionalities: slice admission control and cross-
slice resource optimization.  

Slice admission control is needed to decide on the 
acceptance or rejection of a new RAN slice creation 
request with specific coverage, functional (i.e. 
features) and performance (e.g. service quality, 
capacity) requirements. Under Network as a Service 
(NaaS) business models such as neutral host 
services, the slice requirements will be determined 
by the Service Level Agreement (SLA) / Service 
Level Specifications (SLS) established between the 
service provider (e.g. the operator of a RAN 
infrastructure installed in a venue) and the 
customer (e.g. a Mobile Network Operator - MNO). 
The fulfillment of the RAN slice requirements may 
result in the need to guarantee the availability of a 
certain amount of radio resources to the new slice, 
defined in terms of, e.g. number of Resource Blocks 
(RBs) per cell, percentage of cell capacity, etc. 
Therefore, the slice admission control shall estimate 
the amount of radio resources required by the new 
slice and decide whether this can be enforced given the 
deployed network capacity and the amount of 
resources consumed by the already admitted slices.  

ITU Journal on Future and Evolving Technologies, Volume 1 (2020), Issue 1, 18 December 2020

©International Telecommunication Union, 2020 
Some rights reserved. This work is available under the CC BY-NC-ND 3.0 IGO license: https://creativecommons.org/licenses/by-nc-nd/3.0/igo/. 

More information regarding the license and suggested citation, additional permissions and disclaimers is available at
 https://www.itu.int/en/journal/j-fet/Pages/default.aspx. 



Once multiple slices have been activated in the RAN, 
the cross-slice resource optimization shall ensure 
that the slice requirements are satisfied over time 
and RAN resources are efficiently utilized. This may 
imply a dynamic modification of the slice 
configurations (e.g. specifying the amount of radio 
resources assigned to each slice at each cell, 
adjustment of slice-aware scheduling settings, 
configuration of rate limiters, bandwidth parts, 
mobility load balancing parameters, access control 
priorities, etc.) during its lifetime in order to deal 
with the dynamics of the traffic load of the slice and 
with the random propagation effects that lead to 
non-deterministic mapping between radio resource 
consumption and performance requirements. 
Cross-slice resource optimization has been 
identified by 3GPP as a use case in the context of 
Self-Organizing Network (SON) feasibility studies 
[15], addressing not only the dynamic allocation of 
radio resources to slices but also the distribution of 
other resources such as storage and computing for 
virtualized implementations.  

The decision-making logic for cross-slice resource 
optimization needs to deal with a lot of 
uncertainties and random processes associated 
with the variability in traffic generation, device 
mobility and radio channel conditions, so it is highly 
difficult to have an accurate a priori statistical 
knowledge of the network resource utilization and 
delivered performance. For this reason, model-free 
Machine Learning (ML)-based methods, which do 
not rely on predefined models but are able to learn 
and/or predict the particular network dynamics as 
well as to operate under goal-oriented policies, 
become adequate solutions to the problem [16]. 
Besides, the complexity of the problem with a huge 
number of variables and conditions (e.g. particular 
device capabilities, pending traffic, link channel 
conditions, resource consumption, etc.) also pushes 
for the introduction of these sorts of methods. As a 
result, the system can be in a large number of 
possible states in which the cross-slice resource 
allocation needs to determine the optimum capacity 
sharing among slices. In this case, among the 
possible ML techniques, deep reinforcement 
learning (RL) schemes become particularly relevant 
because they provide faster convergence under 
large state/action spaces in comparison with 
classical reinforcement learning.  

While there is a significant amount of work 
addressing the cross-slice resource optimization 
problem from an algorithmic and performance 
assessment perspective, less attention has been 

paid to the practical implementation aspects of 
these solutions, as it will be further discussed in 
Section 2. In this respect, departing from 3GPP and 
O-RAN Alliance specifications, a first contribution of
this paper is the delineation of the functional
framework and information models to be accounted
when targeting a practical realization of ML-
assisted cross-slice radio resource optimization
solutions for 5G and beyond systems. More
specifically, the focus is put here on the
identification of the specific functional components
enabling the deployment of ML-based solutions for
RAN management along with the set of information
models that have been defined to represent SLAs,
network slice instances’ characteristics and slicing-
related configuration parameters of 5G base
stations. On this basis, a second contribution of this
paper is the formulation and assessment of a
plausible ML-assisted cross-slice radio resource
optimization solution that fits within the delineated
implementation framework. The solution makes
use of Multi-Agent Reinforcement Learning (MARL)
based on the Deep Q-Network (DQN) technique.
Illustrative performance results of the proposed
solution are provided by means of simulations.

The rest of the paper is organized as follows. 
Section 2 presents an overview of related works in 
order to position the paper in relation to the state-
of-the-art. Section 3 describes the implementation 
framework, which is particularized to the proposed 
ML-assisted cross-slice optimization solution in
Section 4 and Section 5 presents some illustrative
proof-of-concept results. Finally, our concluding
remarks are wrapped up in Section 6.

2. RELATED WORK

Artificial Intelligence (AI) and more specifically ML 
techniques have been applied in the literature for 
both slice admission control and cross-slice radio 
resource allocation. In the area of slice admission 
control, [17] studied an optimal algorithm using 
Semi-Markov Decision Processes (SMDP) and then 
proposed an adaptive algorithm based on Q-
learning. Then, other works have considered deep 
Q-learning [18] along with variants for enhancing
the training process, such as deep dueling neural
networks [19]. ML tools have also been used for
enhancing the slice admission control with traffic
prediction, such as in [20], [21], which use Holt-
Winters prediction, or [22], which uses a
combination of Long Short Term Memory (LSTM)
and dense neural networks for predicting the
resource usage.
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In the field of cross-slice optimization, different 
approaches exist exploiting several ML tools. 
Q-learning was used in [23] to design a slicing
controller that decides which resource units are
allocated to each slice based on requirements at the
user level. Q-learning complemented with a genetic
algorithm was considered in [24] for scaling down
allocated resources to slices for congestion control
purposes. In [25] deep deterministic policy gradient
(DDPG) is used to allocate resource blocks to
different tenants in a cloud RAN environment. In
turn, game theory with exponential learning is
proposed in [26] to divide the network resources
(i.e. bandwidth) among slices using OpenFlow,
being a general approach not particularized to the
specificities of radio resource allocation. Recently,
deep Q learning has become a quite popular tool for
allocating radio resources to slices, as reflected by
works [27]-[33] that include different variants of
this technique and address the problem from
different perspectives, such as the joint allocation of
computational resources and radio resources to
users in [27], the allocation of aggregate capacity
per slice to multiple cells in [28], [29], the allocation
of resources to slices on a single cell basis in [30],
[31], [32], or the allocation of per-cell resources to
the different slices jointly considering multiple cells
in [33]. Finally, other works have proposed the use
of traffic forecasting for cross-slice resource
allocation, applying techniques such as LSTM neural
networks [34], deep convolutional neural networks
[35], Generative Adversarial Networks (GANs) [36],
or deep neural networks [37].

This paper introduces several novelties with 
respect to previous works. First of all, this paper 
presents a functional framework aligned with 
current 3GPP and O-RAN specifications for 
implementing ML-assisted cross-slice radio 
resource optimization and particularizes it to a 
specific algorithmic solution coming from our 
previous work [33]. Instead, the above-mentioned 
works have put the focus on algorithm development 
but without going into detail of the mapping on 
existing architectures from standardization bodies. 
For example, some works just consider a slicing 
controller (e.g. [23]) or a network slicing module 
(e.g. [28], [29]) but without providing details of how 
this would be mapped on practical architectures. 
Only in [24] an architectural framework for slice 
management and orchestration that is aligned with 
3GPP is presented, but without providing specific 
details on the algorithm implementation.  

Another important novelty comes from the 
specification of the SLA terms for a RAN slice to be 
used by the ML-based solution. This paper takes as 
a reference the attributes defined in the GSMA 
Generic Slice Template considered by 3GPP to 
specify the SLA to be fulfilled for a RAN slice across 
a geographical area covering multiple cells in terms 
of, e.g. the total amount of capacity to be provided 
to each slice. Instead, other approaches such as 
[28]-[32] just consider the SLA specified in terms of 
the QoS parameters defined at the user level, but 
without enforcing any aggregate capacity per slice. 

Finally, another difference with respect to previous 
works comes from the algorithmic solution 
considered in the proposed framework, which 
consists of a multi-agent DQN with one agent per 
slice that learns the capacity to be allocated to each 
slice in each cell. In contrast to single agent 
solutions like those of [30], [31], which jointly 
consider all the tenants when making decisions, the 
multi-agent approach has advantages such as better 
scalability as it allows easily adding/removing 
slices in the scenario simply by adding/removing 
the corresponding agent. Moreover, while some 
multi-agent approaches have already been 
considered in [28], [29][32], the one considered 
here has the advantage that an agent learns the 
policy for assigning capacity to be provided to the 
slice in each cell, in contrast to [32], which 
considered the capacity in a single cell, or [28], [29], 
which provided the aggregated capacity over all the 
cells. 

3. ML-ENABLED CROSS-SLICE
MANAGEMENT FRAMEWORK

3.1 O-RAN framework for ML-assisted
solutions 

As part of the specification of new interfaces and 
functionality for an open and intelligent RAN, the O-
RAN Alliance is working on the definition of a 
framework for the deployment of ML-assisted 
solutions within the RAN (i.e. solutions that rely on 
the use of ML models such as supervised learning, 
reinforcement learning, etc.) [38]. 

A representation of the overall RAN functional 
architecture being defined by O-RAN is illustrated 
in Fig. 1 [39]. This constitutes a disaggregated RAN, 
compliant with 3GPP specifications, where the 
radio protocol stack is split and distributed between 
different RAN nodes. In particular, the O-RAN Radio 
Unit (O-RU) hosts the RF processing and the lower 
part of the PHY layer functionality (e.g. i/FFT 
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processing), the O-RAN Distributed Unit (O-DU) is 
in charge of the High-PHY layer processing (e.g. 
modulation, channel coding), Medium Access 
Control (MAC) and Radio Link Control (RLC), the O-
RAN Central Unit - Control Plane (O-CU-CP) hosts 
the upper layers of the control plane radio protocol 
stack, i.e. Radio Resource Control (RRC) and control 
plane of Packet Data Convergence Protocol (PDCP), 
and the O-RAN Central Unit - User Plane (O-CU-UP) 
handles the upper layers of the user plane protocol 
stack, i.e. Service Data Adaptation Protocol (SDAP) 
and user plane of PDCP layers. Then, sitting on top 
of these RAN nodes handling the distributed radio 
protocol stack, there is the near-real-time RAN 
Intelligent Controller (near-RT RIC), which serves 
as the brain of the RAN by coping with the different 
Radio Resource Management (RRM) functions 
needed for overall RAN operation, such as radio 
connection, mobility, Quality of Service (QoS) and 
interference management. With respect to the 
interfaces between these RAN nodes, E1, F1-c and 
F1-u interfaces are specified by 3GPP while Open 
fronthaul and E2 are being specified by the O-RAN 
Alliance. 

 

Fig. 1 – O-RAN functional architecture 

Moving at the management plane, O-RAN defines 
the Service Management and Orchestration (SMO) 
layer, which actually represents the Operations 
Support Systems (OSS) of the MNO for the RAN 
domain. As part of the SMO layer, O-RAN basically 
defines the role of a non-real-time RAN Intelligent 
Controller (non-RT RIC) entity for the interaction 
with the near-RT RIC via the A1 interface, which is 
also being standardized by the O-RAN Alliance. 
Through the A1 interface [40], the non-RT RIC can 

perform policy management, ML model 
management (described below in more detail) and 
delivery of enriched information for near-RT RIC 
operation (e.g. RAN data analytics that could be 
exploited by the near-RT RIC). Furthermore, 
complementing the A1 interface, the interactions 
between the SMO and the underlying RAN nodes 
also rely on the adoption of other standardized 
interfaces named as O1 and O2 in Fig. 1. In 
particular, O1 refers to the set of service-based 
management interfaces being standardized by 
3GPP for configuration, performance and fault 
management of the RAN functionality [41]. In turn, 
the O2 interface supports the management of the 
cloud infrastructure and resources allowing the 
execution of virtualized RAN functions. 

Building upon such a RAN reference architecture, 
Fig. 2 shows the main components and relations 
being delineated under O-RAN for the training and 
deployment of ML-assisted solutions within the 
SMO layer and/or within the RAN nodes themselves.  

 

Fig. 2 – Components and relations for ML-assisted solutions 
within O-RAN 

As shown in Fig. 2, a variety of management and 
operational data is collected from the different RAN 
nodes and User Equipment (UE) devices.  Such data, 
properly preprocessed, is used to feed the two key 
components of the ML processing workflow, 
denoted as the ML training host and the ML 
inference host. The ML training host represents the 
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runtime environment where offline training of the 
ML model takes places. This refers to the training of 
model before being executed within the network. In 
addition to the data collected from the real network, 
offline training may also rely on synthesized data 
which can accurately reproduce the behavior of the 
real network environment. The training may 
include an evaluation stage to assess the 
performance of the model and validate that it is 
ready and reliable to be deployed in the live 
network environment. Offline training is necessary 
to obtain supervised learning models (e.g. deep 
neural networks, support vector machines, etc.) as 
well as reinforcement learning models (e.g. Q-
learning, multi-armed bandit learning, deep RL). 
The training host component is likely to be part of 
the SMO layer. 

The ML inference host represents the runtime 
environment where the (previously trained and 
validated) ML model is executed and fed with online 
data to produce the outputs that will be used in the 
network operation. Multiple ML inference hosts can 
be in place, whose location depends on aspects such 
as the purpose and type of ML models being 
executed, its computation complexity, the 
availability and the quantity of data used and the 
response time requirements (real-time or non-real-
time) of the ML application. Hence, ML inference 
hosts can be placed within the SMO layer but also 
within the RAN nodes (i.e. near-RT RIC, O-CU, O-DU).  

In turn, the actor represents the network entity (i.e. 
UE, O-DU, O-DU, Near-RT RIC and Non-RT RIC) that 
hosts the decision-making function that consumes 
the outputs of the ML inference host and takes 
actions. It is worth noting that the distinction 
between the ML inference host and the actor obeys 
the fact that these components may or may not be 
co-located as part of the same network entity. An 
example of non-co-location could be the case of a 
mobility prediction model executed in an inference 
host within the non-RT RIC that produces outputs 
(e.g. mobility patterns) that are retrieved and 
consumed by the near-RT RIC (i.e. the actor in this 
case) for enhanced RRM (e.g. handover decisions 
based on mobility patterns). In contrast, an example 
of co-location could be an RRM algorithm for 
mobility management that embeds a reinforcement 
learning model and is executed within the near-RT 
RIC, which in this case serves as both the inference 
host and the actor. The actions decided by the actor 
can be handled either internally within the actor 
(e.g. RL-based RRM algorithm for mobility 
management within the near-RT RIC) or enforced 

into other network components via the different 
specified interfaces. For example, management 
configuration actions from an actor within the SMO 
layer on any RAN node can be conducted via the O1 
interface, control actions on O-CU/O-RU from an 
actor within the near-RT RIC can go over the E2 
interface and policy management configuration 
actions between the non-RT RIC and the near-RT 
RIC can be communicated over the A1 interface.  

3.2 Information models for network slice 
management 

With regard to the management of network slicing 
in 5G networks, 3GPP specifications include 
information model definitions, referred to as 
Network Resource Models (NRMs), for the 
characterization of network slices [42] together 
with a set of management services (MnS) for 
network slice life-cycle management (e.g. network 
slice provisioning MnS for network slice creation, 
modification and termination, performance 
monitoring services per slice, etc.) [43]. In addition, 
work is being conducted at 3GPP level to support 
SLA/SLS management [44], as well as closed loop 
assurance solutions that allow a service provider to 
continuously deliver the expected level of 
communication service quality in a 5G network [45].  

Fig. 3 provides an overview of the different types of 
information models and their relations that are 
relevant for network slice management. The main 
idea behind the overall flow of the information 
models, as illustrated in Fig. 3, is that a network slice 
is conceived as a “product” offered by a Network 
Slice Provider (NSP) to a Network Slice Customer 
(NSC). In this respect, the GSMA Generic Slice 
Template (GST) is used as the SLA information 
associated with the network slice product for the 
communication between the NSC and NSP through, 
e.g. a Business Support Systems (BSS) product 
order management Application Programming 
Interface (API). 

The GSMA GST provides a standardized list of 
attributes (e.g. performance related, function 
related, etc.) that can be used to characterize 
different types of network slices [46]. GST is generic 
and is not tied to any type of network slice or to any 
agreement between an NSC and an NSP. A Network 
Slice Type (NEST) is a GST filled with (ranges of) 
values. There are two kinds of NESTs: Standardized 
NESTs (S-NEST), i.e. NESTs with values established 
by standards organizations, working groups, fora, 
etc. such as, e.g. 3GPP, GSMA, 5GAA, 5G-ACIA, etc.; 
and Private NESTs (P-NEST), i.e. NESTs with values 
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decided by the NSP. Among the attributes included 
in the GST there are: 

• Attributes that specify the area where the 
terminals can access a particular network slice 
and the spectrum used. 

• Attributes that define the services and 
capabilities supported in the slice (e.g. “support 
for non-IP traffic”, “MMTel support”, “NB-IoT 
support”, “Positioning support”, etc.) 

• Attributes that establish the capacity and 
performance of the slice, including guaranteed 
and maximum data rates per slice and per UE, 
as well as maximum number of concurrent 
sessions and terminals in the slice. 

• Attributes that define the terminal mobility 
conditions and density of terminals. 

• Attributes that define management and 
operational aspects and features of the slice (e.g. 
performance monitoring indicators, 
performance prediction indicators, user 
management openness). 

• Attributes that define the isolation level of the 
slice with regard to other slices (e.g. physical 
isolation, logical isolation). 

 

Fig. 3 – Information models for network slice management 

Internally, within an NSP’s OSS, the managerial 
representation of the network slice is realized with 
two Information Object Classes (IOC), named 

NetworkSlice and NetworkSliceSubnet, specified in 
the 3GPP information model definitions for 
“network slice NRM” [42]. The NetworkSlice IOC and 
the NetworkSliceSubnet IOC represent, respectively, 
the properties of a Network Slice Instance (NSI) and 
a Network Slice Subnet Instance (NSSI) in a 5G 
network. It is worth clarifying at this point that the 
realization of an NSI may be tied to the realization 
of several NSSIs, that is, an NSI that is composed of, 
e.g. a RAN NSSI, a 5G Core (5GC) NSSI and a 
Transport Network NSSI. However, depending on 
the NSP’s product offering, it is also possible the 
realization of an NSI composed of a single domain 
such as, an NSI consisting of a single, RAN-only NSSI. 
Within the NetworkSlice IOC and 
NetworkSubnetSlice IOC, the attributes that are 
defined to encode the network slice related 
requirements that should be supported by the NSI 
and the NSSI are named, respectively, ServiceProfile 
and SliceProfile. Such attributes are compound data 
types that include attributes directly inherited from 
the GSMA GST template, as well as additional 
attributes to capture more specific requirements 
derived from the service performance 
requirements defined in [47], [48] . In particular, let 
us introduce here three attributes included in the 
ServiceProfile that are are directly inherited from 
the GSMA GST and used in the algorithm presented 
in Section 4:  

• dlThptPerSlice: It defines the achievable 
aggregate downlink data rate of the network 
slice.   

• dlThptPerUe: It defines the average data rate 
delivered by the network slice per UE.  

• termDensity: It specifies the maximum user 
density over the coverage area of the network 
slice. 

And last but not least, as also captured in Fig. 3, 
3GPP also provides information model definitions 
for “New Radio NRM” [42], where different RAN 
management parameters are defined to configure 
the behaviour of the RAN nodes with regard to the 
operation of the established network slices. In this 
respect, a more detailed, though still simplified, 
view of the classes and attributes of the “New Radio 
NRM” model that allow for the characterization of 
the RRM policies for configuring the way that 
resources are allocated to the slices is provided in 
Fig. 4. Specifically, the RRMPolicyManagedEntity 
proxy class represents the different RAN managed 
components (e.g. cell resources managed at DU, cell 
resources managed at CU functions, DU functions, 
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etc.) that are subject to the RRM policies and the 
RRMPolicy_ IOC represents the properties of an 
abstract RRMPolicy that defines two attributes: the 
resourceType attribute, used to define the type of 
resource (e.g. PRB, RRC connected users, etc.) and 
the rRMPolicyMemberList attribute, used to indicate 
the associated network slice or group of network 
slices that is subject to this policy. The associated 
network slices are specified here in terms of slice 
identifiers such as the Single Network Slice 
Assistance Information (S-NSSAI) and Public Land 
Mobile Network Identifier (PLMNid).  

 

Fig. 4 – Simplified representation of the classes and attributes 
for configuration of RAN functions subject to RRM policies for 

slice management. 

On this basis, the RRMPolicyRatio IOC represents a 
particular realization of an RRMPolicy. Specifically, 
it establishes a resource model for resource 
distribution among slices based on three resource 
categories: shared resources (shared among slices 
with no specific guarantees per slice), prioritized 
resources (guaranteed for use by associated slices 
but still usable for other slices when free), and 
dedicated resources (only used for the associated 
slices). Accordingly, the following attributes are 
included in the RRMPolicyRatio IOC:  

• rRMPolicyDedicatedRatio, defines the dedicated 
resource usage quota for the associated 
network slice(s), including dedicated resources. 

The sum of the rRMPolicyDedicatedRatio values 
shall be less or equal than 100.  

• rRMPolicyMinRatio, defines the minimum 
resource usage quota for the associated 
network slice(s), including prioritized 
resources and dedicated resources, which 
means the resources quota that need to be 
guaranteed for use. The sum of the 
‘rRMPolicyMinRatio’ values shall be less or 
equal than 100.  

• rRMPolicyMaxRatio, defines the maximum 
resource usage quota for the associated 
network slice(s), including shared resources, 
prioritized resources and dedicated resources. 
The sum of the ‘rRMPolicyMaxRatio’ values can 
be greater than 100. 

4. ML-ASSISTED CROSS-SLICE 
OPTIMIZATION SOLUTION 

This section describes an ML-assisted solution for 
cross-slice optimization based on the O-RAN 
framework and network slicing information models 
presented in the previous section. The solution is 
conceived to be deployed as part of the RAN SMO. 
The functional model and components of the 
solution are illustrated in Fig. 5. The cross-slice 
radio resource optimization problem considered 
here consists of dynamically adjusting the amount 
of downlink radio resources assigned to each RAN 
slice in each of the cells where the RAN slice is 
accessible in order to account for the spatio-
temporal traffic variations across the cells. The 
solution is designed to operate with N cells and K 
RAN slices and keep track of the traffic variations in 
periods (time steps) of t minutes. This is achieved 
through the dynamic configuration of the 
rRMPolicyDedicatedRatio attribute of each cell on a 
per RAN slice basis. This configuration is conducted 
via the management provisioning services offered 
by the O1 interfaces, as seen in Fig. 5. In particular, 
since the rRMPolicyDedicatedRatio attribute 
establishes the resource usage quota assigned to 
the RAN slice defined in terms of the fraction of 
Physical Resource Blocks (PRBs) that can be used 
by this slice, the attribute is configured in the O-DU 
unit, so that the MAC layer can take this resource 
usage quota into account when allocating PRBs to 
the users of the RAN slice in the cell. 

For determining the rRMPolicyDedicatedRatio for 
the n-th cell and the k-th slice, denoted as (k,n), the 
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proposed ML-based solution relies on Multi-Agent 
Reinforcement Learning (MARL) based on Deep Q-
Network (DQN) whose mathematical details can be 
found in [33]. An important advantage of this multi-
agent scheme is that it uses slice-specific DQN 
agents and action selection policies for the training 
and inference processes and, therefore, slices can be 
easily added/removed in the scenario just by 
adding or removing the corresponding agent and 
action selection policy. Specifically, as seen in Fig. 5, 
as part of the solution there is a Resource Usage 
Quota Computation module that determines the 
values of (k,n) based on the outputs obtained 
through the execution of K action selection policies 
(k), each one associated to one slice. Each one of
these policies is specified through a deep neural
network (NN) defined by a vector of parameters k

that have been previously learnt during the training

1  For the interested reader, the parameters of the algorithm 
described in [33] are related to the considered Service Profile 
attributes as follows: Scenario Aggregated Guaranteed Bit Rate 
(SAGBR)=dlThptPerSlice; Maximum Cell Bit Rate (MCBR) of 
slice k in cell n: MCBR(k,n)=dlThptPerUe(k)  termDensity(k)  
cell n service area. 

process, as illustrated in Fig. 5. 

The solution considered here assumes that the SLA 
specification of the RAN slice requirements is done 
based on three ServiceProfile parameters explained 
in Section 3, namely dlThptPerSlice, dlThptPerUe 
and termDensity, which are directly derived from 
the GSMA GST template and used as inputs for the 
different solution components described in more 
detail in the following subsections. The specific 
values of these parameters for the slice k are 
denoted as dlThptPerSlice(k), dlThptPerUe(k) and 
termDensity(k) 1. 

4.1 RAN cross-slice manager 

This component includes the inference part of the 
DQN model and the functions needed to configure 
the RAN nodes through the O1 interface (i.e. it takes 
the ML inference and actor roles of the O-RAN 

Fig. 5 – Deep Q Network-based cross-slice optimization solution 
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framework). The computation of (k,n) and 
potential update of the rRMPolicyDedicatedRatio 
attribute is done every t minutes. The 
determination of the resource usage quota (k,n) is 
realized through the following functions:  

• Per-slice action selection policies

The action selection policy of slice k gets the 
network state s(k) observed for this slice at the time 
when the policy is executed and determines the 
action a(k) to be applied for this slice. The action a(k) 
is composed of N per-cell actions that take one out 
of three possible values corresponding to: increase 
the resource usage quota (k,n) for slice k in cell n 
in an amount of Δ for the next time step, maintain 
the same resource usage quota or decrease it in an 
amount of Δ. 

In turn, the state s(k) includes N different per-cell 
components, each one given by the triple 
<ρ(k,n),σ(k,n), σava(n)>  where ρ(k,n) is the fraction 
of PRBs occupied by the slice k in cell n, σ(k,n) is the 
current resource usage quota allocated to the slice 
and σava(n) is the total amount of resource usage 
quota in the cell not allocated to any slice. While the 
values of σ(k,n) and σava(n) are directly available at 
the RAN cross-slice manager, the value of ρ(k,n) is 
obtained from the different cells through the 
performance management (PM) services offered by 
the O1 interface. In particular, using the 
performance measurements defined in [49], it 
corresponds to the ratio between the “DL PRB used 
for data traffic”, which measures the number of 
PRBs used in average for data traffic in a given slice 
and cell, and the “DL total available PRB”, which 
measures the number of available PRBs in the cell. 
Both measurements are collected from the gNB-DU 
every time step, so their average is performed along 
the time step duration t. 

Following the DQN approach, the action selection 
policy (k) of the k-th slice seeks to maximize a 
cumulative reward that captures the desired 
optimization target to be achieved. In particular, the 
action selection policy (k) for a given state s(k) is 
defined as argmax

a(k)
Qk

(s(k),a(k),θk) , where

Qk(s(k),a(k),k) is the output of a deep NN for the 
input state s(k) and the output action a(k), 
providing the maximum expected cumulative 
reward starting at s(k) and triggering a(k). The 
internal structure of the NN is specified by the 
vector of parameters k that contains the weights of 
the different neuron connections. The optimum 
values of k that determine the policies to be 

followed by the different slices in order to maximize 
the cumulative reward are learnt offline by the ML 
training host who provides them to the ML 
inference host. Further details about this training 
process and the reward formulation are given in 
Section 4.2.  

• Resource usage quota computation

This function computes the value of the resource 
usage quota σ(k,n) to be allocated to each slice and 
cell for the next time step by applying the 
increase/maintain/decrease actions provided by 
the action selection policies of all the slices and 
configures the resulting σ(k,n) values in the O-DU 
through the rRMPolicyDedicatedRatio attribute. To 
make the configuration on a per-slice basis, an 
rRMPolicyMemberList is specified for each RAN slice, 
being composed of a single member with the S-
NSSAI and PLMNid of the RAN slice. Then, the 
rRMPolicyDedicatedRatio is configured per 
rRMPolicyMemberList in each cell. 

When applying the actions, this function ensures 
that the maximum cell bit rate value associated to 
the termDensity and dlThptPerUe parameters is not 
exceeded. Moreover, since the action selection 
policies for the different slices operate 
independently, this function also checks that the 
aggregated resource usage quota for all the slices in 
a cell after applying the actions does not exceed 1 in 
order not to exceed the cell capacity. If this happens, 
it applies first the actions of the slices involving a 
reduction or maintenance of the resource usage 
quota and the remaining capacity is distributed 
among the slices that have increase actions. This 
distribution is proportional to their dlThptPerSlice 
values, as long as their current throughput is not 
already higher than the dlThptPerSlice. For doing 
this adjustment, the measured throughput per slice 
across all the cells in the last time step is needed. It 
can be obtained from the PM services of the O1 
interface using the “Downstream throughput for 
Single Network Slice Instance” Key Performance 
Indicator of [50]. 

4.2 Trainer of RAN cross-slice management 
policies 

This component constitutes the training part of the 
DQN model intended to learn the NN parameters k 
that determine the per-slice action selection 
policies to be used by the RAN cross-slice manager.  

The training process makes use of a multi-agent 
DQN approach in which each DQN agent learns the 
optimum policy of a different RAN slice by 
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continuously interacting with a training 
environment and updating the NN parameters as a 
result of these interactions. The training 
environment considered here is a network 
simulator that mimics the behavior of the real 
network when varying the offered load of the 
different slices in the different cells and when 
modifying the resource usage quota allocated to 
each slice as a result of the actions made by the DQN 
agents. In this respect, the simulator is fed by 
training data consisting of multiple time patterns of 
the required capacity (i.e. offered load) of the slices 
in the different cells. This data can be either built 
synthetically or extracted from real network 
measurements. The training is assumed to be 
executed in a training host, located at the SMO, with 
the necessary libraries, supporting tools and 
computational capabilities for training the DQN 
models and running the simulator. 

For carrying out the training process, each DQN 
agent is composed by three different elements: (i) 
The evaluation NN, which corresponds to the 
Qk(s(k),a(k),k) being learnt that will eventually 
determine the policy to be applied at the ML 
inference host. (ii) The target NN, which is another 
NN with the same structure as the evaluation NN 
but with weights k

-. It is used for obtaining the so-
called Time Difference (TD) target required for 
updating the evaluation NN. (iii) The experience 
data set (ED), which stores the experiences of the 
agent resulting from the interactions with the 
training environment as explained in the following.  

The interactions between the DQN agent and the 
training environment occur in time steps of 
(simulated time) duration t. In each time step the 
DQN agent of the k-th slice observes the state s(k) in 
the training environment and selects an action a(k). 
Action selection is based on an ε-Greedy policy that, 
with probability 1-ε, chooses the action that 
maximizes the output of the evaluation NN, and, 
with probability ε, chooses a random action. As a 
result of applying the selected action, the training 
environment generates a reward value r(k) that 
assesses how good the action was from the 
perspective of the desired behavior. In particular, in 
the considered approach the reward captures both 
the SLA satisfaction and the capacity utilization. In 
this way, the reward for slice k is defined as the 
weighted product of three terms given by:  

𝑟(𝑘) = 𝛾𝑆𝐿𝐴(𝑘)𝜑1 · (
1

𝐾−1
∑ 𝛾𝑆𝐿𝐴(𝑘′)𝐾

𝑘′=1
𝑘′≠𝑘

)

𝜑2

· 𝛾𝑢(𝑘)𝜑3    (1)

where φ1, φ2 and φ3 are the weights of each 
component.  

The first and second components in (1) correspond, 
respectively, to the SLA satisfaction ratio γSLA(k) of 
the slice k and the aggregate for the rest of slices 
k’≠k. Specifically, γSLA(k) is the ratio between the 
aggregate throughput obtained by the slice across 
all cells T(k) and the minimum between the 
aggregate offered load A(k) and the 
dlThptPerSlice(k) term of the SLA and is computed 
as: 

𝛾𝑆𝐿𝐴(𝑘) = 𝑚𝑖𝑛 (
𝑇(𝑘)

𝑚𝑖𝑛(dlThptPerSlice(𝑘),𝐴(𝑘))
, 1)  (2) 

where A(k) is the aggregate across all the cells of the 
per-cell offered load O(k,n) of slice k bounded by the 
limit established by the TermDensity(k) and 
dlThptPerUe(k) parameters of the SLA in the service 
area S(n) of each cell n, that is: 

𝐴(𝑘) = ∑ 𝑚𝑖𝑛(𝑂(𝑘, 𝑛), dlThptPerUe(𝑘) ·𝑁
𝑛=1

TermDensity(𝑘) · 𝑆(𝑛))  (3) 

The third component of the reward is the capacity 
utilization factor, γu(k), which aims at minimizing 
the over-provisioning of capacity and is defined as 
the ratio between the aggregate throughput T(k) 
obtained by the slice and the total capacity allocated 
to the slice across all cells, that is: 

 𝛾𝑢(𝑘) =
𝑇(𝑘)

∑ 𝐶(𝑛)·𝜎(𝑘,𝑛)𝑁
𝑛=1

 (4) 

where C(n) is the capacity of cell n. 

The reward r(k) is provided by the training 
environment to the DQN agent at the end of each 
time step and, correspondingly, the T(k) and A(k) 
values correspond to average values during the 
time step.  

As a result of the interactions between the training 
environment and the DQN agent, each experience of 
the ED is represented by a tuple that includes the 
state observed at the beginning of a given time step, 
the selected action, the obtained reward as a result 
of this action and the new state observed at the end 
of the time step duration. 

The experiences stored in the ED are used by the 
DQN agent to progressively update the values of the 
weights k and  

k
- in the evaluation and target NNs, 

respectively. For each time step, the update of the 
weights k of the evaluation NN is performed by 
randomly selecting a mini batch of experiences of 
the ED and updating the weights of the evaluation 
NN k according to the mini-batch gradient descent 
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method. Moreover, the weights k
- of the target NN 

are  updated with the weights of the evaluation NN 
every M time steps. The reader is referred to [33] 
for details on the mathematical formulation of this 
process. 

The training process stops after a sufficient number 
of time steps that ensures the convergence of the 
process. At this point, the ML training host is ready 
to provide the evaluation NN parameters k so that 
the model can be applied on the real network using 
the ML inference host. 

5. ILLUSTRATIVE SCENARIO AND 
EVALUATION 

To illustrate the behavior the proposed cross-slice 
optimization framework and ML-assisted solution, 
let us consider a scenario with a localized RAN 
deployment run by an infrastructure provider, 
serving as an NSP, which offers a RAN slice product 
to a pair of MNOs, which in this case act as NSCs. 
This could be the case of a dense urban deployment 
of small cells in a business district operated under a 
neutral host model. Let us assume that the MNOs 
use the RAN slices to offer enhanced Mobile 
BroadBand (eMBB) services to their customers so 
that key parameters to include in the SLA are the 
number of UEs expected to be served in the area, 
given in terms of the maximum terminal density, the 
throughput guaranteed in the whole service area 
per slice and the expected UE experienced data 
rates. These SLA parameters are summarized in 
Table 1. On the other hand, let us assume a RAN 
deployment consisting of 5 small cells, which 
provide an aggregated capacity of 10 Gb/s in an 
area of 0.15 km2. The characteristics of this 
deployment are captured in Table 2. Under such 
settings, note that the dlThptPerSlice values of 
MNO1 and MNO2 SLAs actually account for the 60% 
and 40% of the total capacity, respectively. 

Two different cases of offered load patterns of the 
MNOs throughout the day are considered for 
evaluating the performance of the learnt policies. 
Case 1 shown in Fig. 6 corresponds to a situation in 
which the offered loads of the two MNOs exhibit a 
certain complementarity during the time period 
comprised between 900 and 1300 min, 
approximately, in which MNO2 exhibits a large load 
while the load of MNO1 is kept at low values. 
Instead, Case 2 shown in Fig. 7 reflects a situation in 
which the offered load of the two MNOs is more 
correlated. In both Fig. 6 and Fig. 7 the offered load 
corresponds to a period of one day and is 
represented as the average in intervals of 15 min. It 

is worth mentioning that the focus of the results is 
put on the temporal variations of the offered load so, 
from the spatial perspective, it is assumed, for 
simplicity, that the aggregate offered load is 
homogeneously distributed across the cells.  

Table 1 – SLA parameters  

GSM GST 
Attributes 

MNO1 MNO2 

dlThptPerSlice 6 Gb/s 4 Gb/s 

termDensity 1000 UEs/km2 500 UEs/km2 

dlThptPerUe 50 Mb/s 100 Mb/s 

Table 2 – Cell configuration 

Parameter Value 

Number of cells 5 

Cell radius 100m 

Cell bandwidth 
100  MHz (273 PRBs with 30 kHz 

subcarrier spacing) 

Average spectral 
efficiency 

5.1 b/s/Hz 

MIMO configuration Spatial multiplexing with 4 layers 

Total cell capacity 2 Gb/s 

 

Fig. 6 – Offered load pattern of each MNO in Case 1. 

 

Fig. 7 – Offered load pattern of each MNO in Case 2. 

The DQN-based cross-slicing solution has been 
implemented in Python by using the library TF-
Agents [51]. Table 3 shows the parameters of the 
DQN model (see [33] for details on these 
parameters). To obtain the values of these 
parameters a prior analysis of the model behavior 
with different combinations of parameters has been 
conducted. The model has been trained using a data 
set composed of 140 synthetically generated 
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offered load patterns of the two MNOs in the 
different cells during one day. They capture 
different load levels and situations of 
complementarity among MNOs, in order that the 
DQN agents can visit multiple states during the 
training process.  

Table 3 – DQN model parameters 

Parameter Value 

Initial collect steps 5000 

Number of training steps 106 

Experience Data set maximum length 107 

Mini-batch size 256 

Learning rate 0.0001 

Time steps between updates of the 
target NN weights (M) 

1 

Discount factor 0.9 

ɛ value (ɛ-Greedy) 0.1 

Neural network nodes 
2 layers of 100 

nodes 

Resource quota increase () 0.1 

Time step duration (t) 1 min 

Reward weights (φ1, φ2 , φ3) (0.3, 0.2, 0.5) 

The training has been conducted with a system level 
network simulator that considers the offered load 
patterns of the different slices and cells as input. In 
every time step the DQN agents select the actions 
that determine the rRMPolicyDedicatedRatio 
assigned to each slice in each cell. Then, the number 
of PRBs that are utilized by the slice is the minimum 
between the assigned PRBs in accordance with 
rRMPolicyDedicatedRatio and the required PRBs, 
which are determined by the offered load and the 
spectral efficiency.  Then, the throughput achieved 
by each slice is obtained using the number of 
utilized PRBs and the spectral efficiency. From this, 
the SLA satisfaction ratio from (2), the capacity 
utilization from (4) and the reward from (1) are 
computed. The reward, together with the selected 
action and the actual and previous states are stored 
in the experience data set and the weights of the 
evaluation and target NNs are updated. This process 
is repeated until reaching the number of training 
steps indicated in Table 3. At the end, the resulting 
weights of the evaluation NN determine the trained 
policy to be used during the ML inference stage. 

Once the training has been completed, the ML 
inference stage assesses the obtained policy using 
the same system level network simulator of the 
training, but now taking as input the offered load 
patterns of Fig. 6 and Fig. 7 split equally among the 
different cells. The trained policy is executed every 
time step to obtain the rRMPolicyDedicatedRatio 

values, from which the SLA satisfaction ratio and 
capacity utilization metrics are determined.  

To illustrate the operation of the considered cross-
slicing solution, Fig. 8 and Fig. 9 plot the evolution 
of the rRMPolicyDedicatedRatio parameter in % 
configured by the algorithm for each slice in one of 
the cells for Cases 1 and 2, respectively. As a 
reference, the evolution of the offered load pattern 
of each MNO, measured in % of the total scenario 
capacity is also shown in the plots. 

 

Fig. 8 – Evolution of the rRMPolicyDedicatedRatio for each 
MNO in one cell for Case 1. 

 

Fig. 9 – Evolution of the rRMPolicyDedicatedRatio for each 
MNO in one cell for Case 2. 
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evolution of Fig. 8. 

Initially at time t=0 min the 
rRMPolicyDedicatedRatio is set to 60% and 40% for 
slice 1 and slice 2. These values correspond to the 
fractions of resources associated to the 
dlThptPerSlice values established in the SLA. Then, 
as time increases, an initial transient period of 

0

10

20

30

40

50

60

70

80

0 100 200 300 400 500 600 700 800 900 1000 1100 1200 1300 1400

%

Time(min)

Offered load MNO1 Offered Load MNO2

rRMPolicyDedicatedRatio MNO1 rRMPolicyDedicatedRatio MNO2

0

10

20

30

40

50

60

70

80

0 100 200 300 400 500 600 700 800 900 1000 1100 1200 1300 1400

%

Time(min)

Offered load MNO1 Offered Load MNO2

rRMPolicyDedicatedRatio MNO1 rRMPolicyDedicatedRatio MNO2

ITU Journal on Future and Evolving Technologies, Volume 1 (2020), Issue 1, 18 December 2020



 

around 100 min is observed in which the 
rRMPolicyDedicatedRatio is progressively adjusted 
to fit the actual resource demand. After this period, 
the rRMPolicyDedicatedRatio approximately 
follows the offered load of each MNO in the cell, as 
long as the aggregate load for all cells is below the 
dlThptPerSlice values. 

A particular situation occurs between t=350 min 
and t=450 min, and between t=600 and 700 min, 
approximately. In these periods the offered load of 
MNO1 exceeds its dlThptPerSlice value of the SLA 
(60%). At the same time, the offered load of MNO2 
during this period is still below its corresponding 
dlThptPerSlice value (40%) and the cell has enough 
resources to satisfy the demands of both MNOs. 
Therefore, for the sake of better resource utilisation, 
the algorithm allows the rRMPolicyDedicatedRatio 
of the slice of MNO1 to exceed the 60%, providing in 
this way all the required capacity. An equivalent 
situation occurs between time t=900 min and 
t=1300 min, but now it is the offered load of MNO2 
that clearly exceeds its dlThptPerSlice while the load 
of MNO1 is substantially lower than its 
dlThptPerSlice. Again, since the cell has enough 
capacity to satisfy the demands of both MNOs, the 
rRMPolicyDedicatedRatio of the slice of MNO2 is 
increased beyond the dlThptPerSlice value of 40% 
to support all the load of this MNO. 

In turn, the period between t=450 min and t=600 min 
corresponds to the case in which both MNOs are 
demanding capacity beyond their dlThptPerSlice values 
and the cell does not have sufficient resources to support 
all the demand (i.e. the sum of the offered loads of MNO1 
and MNO2 exceeds 100%). For this reason, it is observed 
in Fig. 8 that the algorithm sets the 
rRMPolicyDedicatedRatio in accordance with the 
dlThptPerSlice values, i.e. 60% for MNO1 and 40% for 
MNO2. 

Focusing now on Case 2, which reflects a larger 
correlation between the offered load of both MNOs, 
the results of Fig. 9 reveal a similar behavior than 
the one discussed in Fig. 8, and the algorithm is able 
to allocate to each slice the necessary amount of 
resources to support their offered load. This occurs 
even when the offered load of a slice is above the 
dlThptPerSlice limit as long as there are sufficient 
resources in the cell. In turn, when the load of both 
MNOs exceeds the dlThptPerSlice value and there 
are not enough resources in the cell (e.g. between 
t=850 and t=1150 min in Fig. 9) the algorithm sets 
the rRMPolicyDedicatedRatio in accordance with 
the dlThptPerSlice values. 

Table 4 presents some indicators to quantitatively 
assess the performance of the cross-slicing 
approach. Specifically, the average SLA satisfaction 
obtained for each MNO is presented. This is 
measured as the time average of equation (2) over 
the whole simulation time of 1440 min (excluding 
the initial transient period of 100 min) and provides 
the percentage of time in which the 
rRMPolicyDedicatedRatio has allocated enough 
resources to support the offered load while this load 
was below the dlThptPerSlice value established in 
the SLA. It is observed that the algorithm achieves 
high SLA satisfaction, above 97% in all the cases. To 
further quantify the variability of the SLA 
satisfaction, the 5th percentile of this indicator is 
also shown in the table. The large obtained values 
around 91% reflect that the achieved SLA 
satisfaction is very good most of the time.  

Similarly, to account for the degree of resource 
over-provisioning when allocating resources to 
each slice (i.e. for the situations in which the 
rRMPolicyDedicatedRatio allocated to a slice 
includes more resources than actually required by 
the MNO), Table 4 also shows the average capacity 
utilization of the assigned resources. This is 
measured as the time average of the ratio between 
the throughput of a slice and the amount of 
allocated capacity to this slice from equation (4). 
The average is measured along the whole 
simulation time of 1440 min excluding the initial 
transient period of 100 min. The corresponding 5th 
percentile is also indicated in Table 4. It is observed 
that the algorithm achieves high utilization, being 
the average above 94% and the 5th percentile 
approximately above 80% for both slices. This 
reflects that the algorithm is able to properly adjust 
the resource allocation to the actual needs and thus 
to reduce over-provisioning situations. 

Table 4 – Performance indicators 

Performance 
indicator 

Case 1 Case 2 

MNO1 MNO2 MNO1 MNO2 

SLA satisfaction 
(average) 

98.31% 97.69% 97.38% 97.14% 

SLA satisfaction 
(perc. 5) 

92.27% 90.97% 91.95% 91.75% 

Capacity 
utilization 
(average) 

96.44% 94.06% 96.43% 94.61% 

Capacity 
utilization (perc. 

5) 
90.18% 81.79% 90.33% 79.28% 
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6. CONCLUDING REMARKS 

ML-assisted solutions with the ability to learn 
particular network dynamics and operate under 
goal-oriented policies arise as a feasible approach to 
tackling the complexity of the cross-slice radio 
resource allocation problem. Beyond the 
algorithmic dimension, bringing into the equation 
the information models and the architectural 
context for the implementation of these ML-assisted 
solutions is also key to further progress towards 
their practical realization. 

In this respect, this paper has outlined the building 
blocks of the architectural framework being 
established under the O-RAN Alliance for the 
deployment of ML-assisted solutions in the RAN 
along with the different types of information 
models developed by 3GPP for network slice 
management, from service characterization at the 
SLA level down to the specific management 
attributes that can be used to configure how radio 
resources are allocated to the slices within the RAN 
nodes. 

Building upon this architectural framework and 
associated information models, the paper has 
presented a plausible realization of an ML-assisted 
cross-slice radio resource optimization solution 
based on the use of multi-agent DQN techniques. 
The presented solution is shown to be a feasible 
approach to dynamically adjust the resource 
allocation of the slices to the traffic variations in 
order to fulfill an SLA and achieve high resource 
utilization efficiency. 
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