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Abstract

Currently, there is a growing interest in finding a comprehensive method in ETL process technol-
ogy that can deal with healthcare data formats. Healthcare centers are very concerned about their
sensitive information which mostly has patients’ data inside. they avoid using the market-driven
ETL tools because they need higher performance and adaption for complex security treatment.
On the grounds of this, they are in great need of a stable ETL tool that does their transformation
for them privately. One of the common data formats used by various healthcare providers for
the exchange of clinical and administrative data among software applications is Health Level
Seven (HL7). HL7 refers to a series of international standards that are used to move clinical and
administrative data between applications by different healthcare providers. Typically, hospitals
and other healthcare providers have several different data structures that are used for everything
from billing reports to monitoring clinical data for patients. Standardized HL7 format is one of
the widely used cases, with information about the patient identification and results of patient
tests. Data analysts in the bioinformatics department typically need to analyze and review these
kinds of information carefully. HL7 has a standard format for describing each of this information
but it is a time-consuming process to understand and prepare them for analysis.

In this thesis, a powerful ETL tool named ETL_for_HL7 is proposed to deal with this type of
data. Usually, HL7 data is made available in the XML format file by the laboratory. The main
objective of this thesis is to understand the HL7 data format, design a proper data model, create
a valid conceptual schema and convert it to a physical data warehouse, implement an ETL tool
in the way that the laboratory saves it and sends it to the data management department, trans-
form it into analysis-ready formats (e.g., DW schema) and finally load it into the data warehouse.

The tool starts working by getting the patient’s ID and the date of patient’s test as pa-
rameters. It selects the relevant XML file from the input folder. In the second phase, it starts
transforming it from encoded XML that has an HL7 data format within to JSON format file and
then extracts two types of information from the entire response. They are patient identification
and bio values of the patient’s test result. The third phase starts when the results are ready in
JSON format. The data can now load into the data warehouse that we previously implemented.
The data is able to be used by any analysis department and this was our main objective.
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Chapter 1

Introduction

In this chapter, it is explained what this thesis is about, the main objective and motivations of
developing it, and the general structure of this document.

1.1 Context

Healthcare systems need to exchange information outside and across boundaries to provide better
care for patients. With the development of our healthcare systems, sharing patient information
between different institutions is much more important.

The Health Level Seven International (HL7) specification which is standard for the exchange
of medical electronic data, helps us solve this issue. It specifies how healthcare systems can
share medical information electronically. The original purpose of the HL7 standard is to pro-
vide a framework for developing medical messaging systems, but there is an increasing number of
initiatives applying HL7 methodology and structure to their entire medical information system [9].

In a centralized electronic health record system (ELGA1), HL7 is used to exchange medi-
cal records with key components to identify patients, health care providers, and authorization
management. There are currently four different forms of records available in this system (i.e.
Discharge Summary of a Physician, Nursing Discharge Summary, Laboratory Report and Diag-
nostic Imaging Report) [10]. For this thesis, HL7 version 2 based on the Extensible Markup
Language (XML) is considered to be a data sample. You can find full detail on the various
versions of HL7 in section 2.2.

One of the main healthcare challenges is to provide a comprehensive analysis of the clinical
care process that involves the integration of clinical information provided by heterogeneous infor-
mation systems established using various technologies, for different disciplines and purposes, and
by various organizations [11]. This requires the implementation of a process entirely devoted to
extract data from heterogeneous data sources, clean and restructure as per the required standard,
and finally load them into a DW optimized for data analysis purposes [1]. This is a well known
process called ETL (Extract Transform Load). In the Business Intelligence (BI) workflow, the
ETL process is a vital procedure which “is the most challenging aspect of BI, requiring about 80
percent of the time and effort and generating more than 50 percent of the unexpected project
costs” [12].

Health level 7 (HL7) has already addressed the issue of standardizing data in healthcare,
which provides standards for enhancing communication between healthcare organizations [1].
However, There is no full implementation of an ETL method in the healthcare systems, using
physical DW approach, for answering HL7 version 2 messages. Just a few researchers have put

1ELGA stands for “elektronische Gesundheitsakte” (electronic health records). ELGA is an information system
that simplifies the process of accessing your health records for you and your doctors, as well as other health care
professionals at hospitals, care facilities and pharmacies. Health data such as a patient’s test results are generated
by a variety of health institutions. ELGA networks all of them and makes them available digitally by means of a
link. Website: http://www.elga.gv.at
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some work into effect. In this thesis, it is desired to give an implementation that can be used for
any HL7 version 2. Laboratory report is one of the use cases that usually transfer with HL7 mes-
sages. Laboratories use it to send patient identification and test results to analysis departments.
Analysts need to extract the patient’s bio values from the HL7 message represented in the XML
file format. They have to spend a lot of time getting details through a long HL7 message that
corresponds to the patient. This process can be performed by an ETL tool for transforming HL7
data and make it accessible in a data warehouse.

Data is typically transferred from routine systems to a data warehouse using an ETL process.
[13, 14]: (1) data is extracted from source systems, (2) cleaned, harmonized and transformed
into a form suitable for analyses, and (3) loaded into the data warehouse. To manage the com-
plexity of such processes, they are often implemented using unique environments that provide
connector libraries to different types of sources, transformation operators that make our infor-
mation meaningful, and finally connects to different types of solutions for data storage.

To that end, we can use market-driven ETL tools or create our ETL process. ETL tools
have not been commonly adopted by healthcare centers with large datasets. Each ETL tool has
its own unique logic, and perhaps some applications may find it restrictive. But hand-coded
programming comes with limitless possibilities, and that way is very flexible. on the other hand,
market-driven ETL tools are often not dynamic enough to tackle complicated processing require-
ments, improve the performance of the process and adaption for complex security treatment.
The clarity of the corresponding SQL commands performing the transformation is often missing,
making it difficult to resolve transformation errors [15].

That being the case, we would create an ETL process, implemented in python3 programming
language, that can use in healthcare systems for managing with distributed clinical data in HL7
format. Data scientists and engineers can use the results of this study and efficiently generate
their new version of the ETL process.

1.2 Motivation

I did 1 year internship at the bioinformatics company called Genomcore2. During my time there,
I found that they were spending a lot of time to understand and transform HL7 messages and
to prepare them for analysis. We were thinking about creating an ETL process to avoid data
analysts wasting 80 percent of their time on pre-processing data and constantly performing the
same transformations [16]. One of the most common data, they use for part of their analysis is
HL7 messages related to patient’s test results. HL7 messages are sent to them in an encoded
XML format by the laboratory. There is a gap between receiving data from laboratories and
using it by analysts. A proper ETL process created specifically for managing HL7 data can fill
that gap. I choose this topic as my final master thesis on the basis of three main reasons:

• First of all, since the outcome of this master thesis can be used in any healthcare data
management department to provide patient information almost ready for analysis without
even opening HL7 data.

• Secondly, the subject has been studied very well before and it shows that it may be an aca-
demically successful subject. You can find some of these mentioned works in the chapter 3.

• Thirdly, since it relates to healthcare services, my feeling that I am doing this project
is something that can indirectly help people, and it makes me happy and motivated to
complete this project and make it available for future work. Especially these days, more
than before, because of the Coronavirus outbreak, we need a faster healthcare system.

2Genomcore is a company that provides an interoperable framework between diagnosis providers, healthcare
profesionals and end-customers. Website: https://genomcore.com
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1.3 Objectives
The main objective of this thesis project is to develop a methodology for the design of Extract,
Transform and Load (ETL) process in a clinical data warehouse system based on the Electronic
Healthcare Record (EHR3) which it potentially would be an ETL tool by adding other response
type which I have listed them in Figure 2.1. This approach take advantage of EHR architecture
as one of the main sources of information to feed data warehouse, also taking into account
that clinical documents provided by heterogeneous legacy systems are structured using the HL7
standard. As you can see in Figure 2.1, there are different kinds of queries that EHR can request
and obtain a response in the HL7 message. In this thesis, we are focusing on clinical laboratory
results of patients, but being extensible to include other types of HL7 response to the proposed
ETL tool as a future work.

At the end of this thesis project, we will have an ETL tool named ETL_for_HL7, to transform
HL7 messages based on the Extensible Markup Language (XML) into an analysis-ready format
structure and load it into a Data Warehouse. This goal is very general and to accomplish it, it
has been divided into several concrete objectives:

1. Find and document the HL7 segments definition that can help us to understand the HL7
functionality better.

2. Model the data and design the schema for creating a physical data warehouse.

3. Conceptually model the ETL process. The conceptual design should be modeled at two
different levels: overview of whole process and ETL process itself. Such representations
would conceptually provide a full description of the data flow and control flow.

4. The ETL process implemented by python programming language that meets all nun-
functional requirements defined in section 1.3.1.

5. Build a wrapper script that would allow the user to run the ETL tool to request specific
patient observation results.

6. Validate the ETL tool with sample data from Genomcore company (the data are fake
because of the sensitivity of the patient’s test results).

1.3.1 Non-functional requirements

The professional design of an ETL process needs to rely on the design of underlying processes from
an end-user perspective that represents business requirements. In Table 1.1, we have proposed
a list of characteristics for ETL process quality that coherently accumulate concepts from the
fields of data warehousing, ETL, data integration, and software engineering which describes the
non-functional requirements specific for our system [6].

Table 1.1: Non-functional requirements - source [6]

Name Requirement

Flexibility The ability of the ETL flow to provide alternative options and dy-
namically adjust to environmental changes

Reusability The ability to use the ETL process for the operations of other pro-
cesses.

3An electronic health record (EHR) is the systematized collection of patient and population electronically-
stored health information in a digital format. These records can be shared across different health care settings.
Website: https://www.healthit.gov
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Understandability The clearness and self descriptiveness of the ETL process model for
(non-technical) end users.

Maintainability The ability of effectiveness and efficiency with which the ETL process
can be modified to implement any future changes.

Testability The ability to which the process can be tested for feasibility, func-
tional correctness, and performance prediction.

1.4 Initial planning
The thesis project has been performed during 5 months, between January 2019 and June 2020.
Due to the limited amount of time, the initial planning of the thesis has been condensed in
specific tasks which helped me to fulfill the requirements of this project. We can notice in the
table 1.2, main activities that I have initially considered.

Table 1.2: Initial planning

Activity Start Date End Date

Study the initial material and get familiar with the HL7
messages.

20-January 5-February

Implement structure and prepare an environment in the
python programming language.

5-February 15-February

Complete implementation of extraction and transfor-
mation steps.

15-February 10-March

Improve the ETL design in transformation, especially in
validation step.

10-March 25-March

Start data modeling, and create target DW schema in
a UML diagram.

25-March 5-April

Install PostgreSQL locally and create a physical data
warehouse in it.

5-April 15-April

Loading data into PostgreSQL and perform several
tests.

15-April 25-April

Start the thesis writing process. 25-April 25-May

Apply additional changes suggested by supervisor and
finalize the thesis writing.

25-May 10-June

1.5 Document structure

My master thesis is organized in the following way:

• Chapter 1: Introduction. In the first chapter, the problem that we are going to study
and the main objectives of this thesis as well as motivation are explained.

• Chapter 2: Preliminaries. In the second chapter, some of the preliminaries concepts
used in this thesis are explained. They should be understood in order to fully understand
this document.
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• Chapter 3: State-of-the-Art. It is explained the current literature of the ETL process
for distributed data, in particular, the healthcare data and HL7 messages.

• Chapter 4: General overview of the project. It is presented the design of the project
and the methodology used.

• Chapter 5: Implementation and Use. It is given an overview of how it was implemented
and how to use the created ETL tool.

• Chapter 6: Results. In the result chapter, the loaded data obtained with the ETL tool
are presented and explained.

• Chapter 7: Conclusion. It is explained the main conclusions of this thesis.

• Chapter 8: Future work. Finally, there are some of the future works that could be done
after this thesis.
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Chapter 2

Preliminaries

In this section, the HL7 message structure (syntax) and content (semantics) related to this
thesis are briefly explained. Additionally, an interchange format and the encoding rules for HL7
version 2.x message instances based on the Extensible Markup Language XML will thoroughly
be explained. These concepts are essential and should be understood in order to understand the
full description of this document. Firstly, the idea of the HL7 standard is explained. Secondly,
it is briefly introduced differences between HL7 versions.There are mainly 4 versions that are
version 2 messaging, version 3 messaging, Consolidated-Clinical Document Architecture (CDA),
and Fast Healthcare Interoperability Resources (FHIR). The version used in this thesis is version
2 that I am going to explain in detail.

2.1 The Health Level Seven International (HL7)
For most health systems, the electronic health record (EHR) is the primary base for citizens’
wellbeing. The development of electronic health records at national level is faced with problems
such as the expansion and inconsistency of quality of record data, difficulty in creating a speci-
fied and standard record structure due to variance and multiplicity of structure, lack of specific
medical terminology, and challenges relative to privacy providing answers to such problems is
very critical and requires a type of electronic health record design (architecture). As a matter of
fact, the architecture of the electronic record is required to establish a structure for the effective
implementation of electronic government in health sector. This is one of the essential types of
architecture that related to electronic health records applied schedule and technologies. José
Maldonado et al, stated that various international bodies have focused on the concept of elec-
tronic health record architecture, resulting in attempts to define such standards of architecture as
the Health Level Seven International (HL7) [17]. HL7 is an international standard that has been
established to enable the interoperability of health information technology. It initially focused
on the compatibility within large hospitals among information systems. The organization also
started to concentrate on integration between systems in various organizations, including public
health. [18].

The organization’s early efforts included improving communications terminology and a struc-
tured vocabulary. It is not the only method used to transmit data relating to health. Many
entries include:

• NCPDP1 (National Council for Prescription Drug Programs) for ordering medications.[19]

• EM TEP2 (Emergency Management Tracking of Emergency Patients) for tracking health
information for patients in transport.[20]

1NCPDP Standards create and promote data interchange standards for the pharmacy services sector of the
healthcare industry. Website: https://ncpdp.org

2Tracking of Emergency Patients (TEP) Messaging Standard assists emergency responders, coordinators and
administrators in the exchange of emergency patient and EM tracking information, thus increasing the effective-
ness of emergency medical management, patient tracking, care management and family notification. Website:
https://www.oasis-open.org
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Figure 2.1: Various kinds of queries that EHR can request

Although both NCPDP and EM TEP are different specifications, the definitions can be mapped
to HL7. The HL7 is considered the standard for health data communication. It has gone through
rigorous validation and approval process as a standard accepted by ANSI (American National
Standards Institute). HL7 standards continue to grow for the transmission, management and
integration of information on electronic healthcare. With the implementation of the “Meaningful
Use” system, the use of HL7 received a significant boost. This included the use of particular
HL7 implementation guides for lab results, cancers, syndromes, and immunizations produced by
the public health.

HL7 is responsible for interoperability, both semantic and syntactic. Semantic criteria refer
to terminology used to describe elements of data such as events, test results, and parameters.
Syntactic criteria refer to how these data and related words are prepared by the sender system
before sending it.

Additionally, the transport layer corresponds to the protocol that connects one system to
another. Transport standards are distinct from semantic and syntactic criteria, and the trans-
portation layer is "agnostic" of the transported data semantics and syntax (the content and
format). Looking at the seven steps described below, you see how the ETL tool in this system
can be beneficial and can impact progress.

1. In the real world, something triggers the cycle to begin. It is called an event activation.
The cause may be any number of activities, such as a person from analysis department
pressing a button on the system that orders a query from another platform to collect med-
ical data such as results of patient blood tests.

2. Firstly, the sender prepares the transportation details. This means they collect the data
they need and prepare it for transportation. They apply the required HL7 standard to
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explicitly and predictably construct this package of data.

3. Next the sender connects via the transport layer to the recipient (First step of the ETL
process). This step involves authenticating the data can be sent by the sender.

4. Third, the receiver collects and parses the data packet (translates it from HL7 to an inter-
nal format).

5. In the fourth step, the receiver processes the data, applying local business rules and data
safety. It is an important part of the process and can cause issues if not clearly documented
by the receiver and communicated to the sender.

6. The receiver then transformed the data into DW, which can be easily queried for analysis.

7. Finally, and crucially, the available data will use for departmental analysis, biomedical
analysis, and exploratory analysis, which is the last step of whole process.

2.2 Multiple HL7 versions

As the use and experience for HL7 continues to evolve, several HL7 versions are now available.

• Decades ago, the HL7 organization released version 2 messages. This edition is now mod-
ified and improved and commonly used globally. In addition to the existing specifications
for use of version 2, version 2.x allows unnecessary changes such as new information that
is submitted to a case study. In addition, version 2.x supports query and response. For
instance, the Electronic Health Record(EHR) system requests and receives a registry record
of immunization. In Figure 2.1, you can find different kinds of queries that EHR can re-
quest and then obtain query response in HL7 messages.

• HL7 version 3 messaging has been widely applied internationally, but not everywhere.

• Clinical Document Architecture (CDA) is widely adopted in the U.S., but not in all other
parts of the world And is in use with Consolidated-Clinical Document Architecture (C-
CDA). HL7 developed the CDA on the HL7 version 3 data system.

• Fast Healthcare Interoperability Resources (FHIR) is just evolving, but it seems easy to
incorporate and could be the future wave.

2.3 HL7 version 2.x messages represented in XML file

As we will implement an ETL tool for HL7 version 2, you can now assume that HL7 is identical
to version 2 of HL7.

Many XML encoding could serve as an alternative syntax for HL7 messages. We deal pri-
marily with the conversion between standard HL7 encoded and XML encoded, and define the
underlying rules and principles.

There are some benefits of using XML as format for interchange. You can find a part of
HL7 message example represented in XML interchange format, in appendix C. This sample is
received from Genomcore company and will be the main sample data in this thesis project.

2.3.1 HL7 Hierarchical Message Structure

A specific HL7 message is a hierarchical structure and is established by a trigger, representing
a real world event. A message is the atomic unit of data transmitted between systems and
consists of a group of segments in a given sequence. Messages begins with the Message Header
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Segment MSH and shall be defined by the type of message and the event to be initiated. In ev-
ery message a three-character code identifies their type. For example, the form of ADT message
is used for transmitting portions of patient administration (ADT) data from one system to another.

HL7 describes the message content as an abstract collection of data elements in data seg-
ments. Segments are ordered field sequences and can be declared optional or recurring as needed.
Every segment starts with a literal three-character value defining it within a message (segment
identifier). For example, the ADT message can contain the following segments: Message Header
(MSH), Event Type (EVN), Patient ID (PID) and Patient Visit (PV1). You can see the order of
some commonly used segments in Figure 2.2. Also included in Appendix A as additional details
regarding each segment and its fields.

Figure 2.2: Some of commonly used segments

The semantic content of a message is passed to the segment fields. Fields can be of varying
length. The contents of the fields may be required or optional, individual fields may be repeated.
The individual data fields in the message are defined by their location within their related seg-
ments. Multi-component fields are used for further subdivision of the field and promote the
transmission of locally relevant semantic information.

A data type is specified for every field or field portion. Complex data types consist of two
or more elements. Examples are the CE data type (coded elements) of which the components
are coded value, code designator and code system or the family name, which consists of several
sub-components to denote the different parts of a person’s name. There are a variety of data
types specified in HL7 [21].

2.3.2 Messages identifications and trigger events

A key position performs the ID of the message structure That is specified in the concept of an
abstract message and also given in the MSH-9 field of the message header segment. This field
contains the message type, trigger event, and The message structure ID of the message (You
can find complete detail of MSH segment in Appendix A under section A.1).

• The first component is a message type code that contains values such as ACK, ADT, ORM,
ORU etc.

• The second component is the event trigger code with values such as A01, O01, R01 etc.
Refer to the HL7 standard document for complete listing.

• The abstract message structure identification is the third component. All messages with
a structural ID are conceptually the same.

Example of a Message Header segment, with message type, trigger event, and the message
structure ID repeated in MSH-9:

1 MSH |^~\&| ADT1|MCM|LABADT|MCM|198808181126||ADT^A04^ADT_A01|M|P|
2.4|
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Messages use the message structure ID as a root element for the XML instance documents.
The corresponding XML message fragment is shown below as an example.

1 <ADT_A01>
2 ...( segment elements)
3 </ADT_A01>

The element <ADT_A01> carries the segment elements (see following section) as child ele-
ments.

2.3.3 Segments

Message structures include segments which are also defined as XML elements. Segments are-
ordered sequences of fields. Each segment starts with a literal value of three characters, which
identifies it within a message (segment identifier). For example, a segment with MSH has <MSH>
as the name of the XML element, a segment with PID <PID> etc.

Considering the ADT_A01 example above, the corresponding XML message fragment is shown
below.

1 <ADT_A01>
2 <MSH>
3 ...( MSH field elements)
4 </MSH>
5 <EVN>
6 ...( EVN field elements)
7 </EVN>
8 <PID>
9 ...( PID field elements)

10 </PID>
11 ...( other segment elements)
12 </ADT_A01>

2.3.4 The XML representation of an HL7 message

The XML representation discussed here represents structures of HL7 messages as elements of
XML. Message structures include segments which are often represented as XML elements. Seg-
ments contain fields, which are again defined as XML elements. The data type of a field is
stored as a fixed attribute in the field attribute list, while the content model of the field specifies
the data type components. Various fixed attributes are used to extend the abbreviations and
to indicate requirements on the HL7 table attribute. As an example, a simple message in the
syntax of the standard encoding rules can be seen as bellow.(Also you can find a sample of this
representation signed in Figure 2.3.

1 MSH |^~\&| LAB^foo^bar|767543|ADT|767543|19900314130405||ACK^|XX3
657|P|2.3.1

2 MSA|AA|ZZ9380

Here is the same message in the syntax of the recommended XML encoding rules:

1 <ACK>
2 <MSH>
3 <MSH.1>|</MSH.1>
4 <MSH.2>^~\& amp;</MSH.2>
5 <MSH.3>
6 <HD.1>LAB</HD.1>
7 <HD.2>foo</HD.2>
8 <HD.3>bar</HD.3>
9 </MSH.3>

10 <MSH.4>
11 <HD.1>767543 </HD.1>
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12 </MSH.4>
13 <MSH.5>
14 <HD.1>ADT</HD.1>
15 </MSH.5>
16 <MSH.6>
17 <HD.1>767543 </HD.1>
18 </MSH.6>
19 <MSH.7>19900314130405 </MSH.7>
20 <MSH.9>
21 <CM_MSG_TYPE.1>ACK</CM_MSG_TYPE.1>
22 </MSH.9>
23 <MSH.10>XX3657 </MSH.10>
24 <MSH.11><PT.1>P</PT.1></MSH.11>
25 <MSH.12>
26 <VID.1>2.3.1</VID.1>
27 </MSH.12>
28 </MSH>
29 <MSA>
30 <MSA.1>AA</MSA.1>
31 <MSA.2>ZZ9380 </MSA.2>
32 </MSA>
33 </ACK>

Figure 2.3: XML representation of an HL7 message

To that end, we can now understand the available data sample which is HL7 represented in
XML file and make it more understandable for the entire project.
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Chapter 3

State-of-the-Art

In this chapter, it is briefly explained the current literature of the ETL process for distributed
data, in particular, the healthcare data and HL7 messages.

The ETL method is not a new field of data science research, quite the opposite. It has been
used for years in data engineering tasks such as integration, and the use of the ETL method in
health data is very widespread and plays a significant role in this area. In this thesis, we will
concentrate on the ETL process applied to distributed healthcare data, in particular, the Health
Level Seven International (HL7). As already stated, HL7 messages are often expressed in the
XML format file that is used for transferring data between centers and healthcare departments.

The use of ETL for distributed data in healthcare systems is much less explored (less re-
searched and used) in the data science world. One of the advantages of using the ETL tool
would be helping scientists to work with data in analytics-ready format rather than using row
data. In general, “the ETL process is the most time-consuming part of the data analysis process,
even mentioned that the number could rise to 80% of the total project development time” [16].
Very few researchers have tried to introduce HL7 version 2 (V2) and to specify the ETL process
for it. On the other hand, there is more focus on HL7 CDA (V3 standard) and HL7 FHIR in
research areas and that is the reason for Gap-Meaning in the integration layer for transforming
HL7 version 2. In this section, we will go through some of the previous research classified on
the basis of the HL7 CDA and HL7 FHIR and briefly explain their approach for the development
of the integration layer. In the third section of this chapter, we will see some previous research
done on HL7 version 2, which is the focus of this thesis project, And finally, the last section
presents the summary of the contributions of this thesis project.

3.1 Method for transforming HL7 CDA

The CDA is part of the HL7 version 3 series of standards. This family includes both CDA and
the evolving version 3 message standards represented in Extensible Markup Language (XML)[22].

In [1], a methodology for the design of Extract , Transform and Load (ETL) tools in a clinical
data warehouse architecture based on the HL7 CDA standard is proposed. As you will see in
section 2.2, there are some main differences between different versions of HL7 messages. The
data warehouse dimensional model based on the CDA specification can be extracted from:

• “HL7 Hierarchy defined by the triple <Participation, Role, Entity> that models sub-
jects/objects involved in the process as well as the role played by them within the action.”[1]

• “CDA Backbone composed by the specializations of the different Act classes as well as
their relationships that models the actions documented in the CDA.”[1]

• “Attributes of the Act class that identifies the type of action observed using vocabularies.”[1]
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The CDA constructs presented in [1], were used to model the logical data map shown in 3.1
where, for each business rule, the columns of each data warehouse schema table are mapped
with the attributes of the corresponding CDA class. The schema is represented by the three
facts reported in dark grey, surrounded by four conformed dimensions reported in light gray as
well as three individual dimensions reported in white.

Figure 3.1: Constellation schema modeling the hospitalization, laboratory test and drug therapy
business processes. - source: [1]

There are some other works that they focused on HL7 CDA standard but not Version 2 and
since the data hierarchy structure is quiet different, it is not reproducible for HL7 version 2.
The transformation of the HL7 version 3 standard is more complicated but easier to understand
compared with HL7 version 2 [10]. The CDA document has a header and a body. The header
expresses the context in which the document was created and the body contains the information.
The objective of the header is to make it possible for clinical documents to be transferred across
and within healthcare organizations; to improve the management of clinical documents; and to
facilitate the collection of individual patient clinical documents in electronic health records [22].

3.2 Method for transforming HL7 FHIR

Whereas HL7 version 2 messaging followed an ad hoc design process and version 3 followed a
tightly established stepwise model-driven process called heterochronous dataflow model (HDF1),
FHIR uses a systematic and iterative approach for accelerating progress [23].

HL7 Fast Healthcare Interoperability Standard (FHIR) aims to fix their shortcomings in the
earlier versions HL7 version 2 and version 3. It specifies the resources of distinct healthcare
organizations. Based on the principles of RESTful architecture, it allows easier, simpler and
more stable adoption of HL7. Figure 3.2 shows an example of FHIR ‘Patient’ resource as JSON
object [2].

In [2], they proposed a system that uses HL7 FHIR standard for maintaining maternal health
records as FHIR resources. MongoDB, a NoSQL data store serves to enable powerful data record
manipulation. NoSQL data stores are schema free. However, to store the resources as JSON
documents in MongoDB, an underlying structure (Schema) had to be defined. In this example, a
database created to contain a set of collections and each collection stores multiple JSON docu-
ments. For example, the Patient collection holds FHIR Patient resource documents. To access
the prototype system, a RESTful framework is developed. This would establish the basis for a
structured information system on maternal and child health care. The proposed architecture is
represented in Figure 3.3.

1The Heterochronous Dataflow (HDF) domain, created by Ye Zhou, is an extension of the Synchronous
Dataflow (SDF) domain. In SDF, the set of port rates (called rate signatures) of an actor are constant.
In HDF, however, rate signatures are allowed to change between iterations of the HDF schedule. Website:
https://ptolemy.berkeley.edu
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Figure 3.2: FHIR patient JSON example - source: [2]

Data Access Objects (DAOs) provide an architecture for the MongoDB server that characterises
it. In order to store the JSON-formatted strings received from clients, the DAOs validate it, add
identifiers and transform them for storing in MongoDB. DAOs also map the requests to queries on
the MongoDB database and return the results. The Repository of MongoDB is the back-end storage
system. The JSON objects received from the client side are converted into JSON documents by
the DAOs, transformed and finally loaded to the MongoDB repository for storing in the appropriate
collection (Figure 3.3).

Figure 3.3: Proposed maternal health record system architecture - source: [2]

An ETL method based on the HL7 FHIR format was also proposed in [3], by identifying
common similarities between various health data entities and HL7 FHIR resources. In short, the
preferred method implies implementing ontology transformation operations in various HL7 FHIR
datasets and storing the results in a knowledge base in the form of triple information. As a
result, a direct mapping is performed between the attribute data in the source dataset and the
HL7 FHIR resources by performing matching operations running either in series or parallel to
discover the semantics and/or the nature of the data elements. Several methods have also been
implemented to facilitate ETL over healthcare data, to gather the results of the ETL process,
to make decisions quicker and more efficient. The structural mapping process consists of four
different layers, following a waterfall approach as presented in Figure 3.4.
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Figure 3.4: Layers of the structure mapping mechanism - source: [3]

The first layer is Ontologies and Relationships. The creation of ontologies would be the same
as deriving the relationships, classes, instances, and transferring this to triples. The second layer
is the Knowledge Base that provides a data store based on relationships to store the ontologies
and relationships defined from the previous layer. More specifically, the triple-store RDF is
implemented that can store the identified: (i) relationships, (ii) classes, and (iii) instances of
the created ontologies, making it easier to perform queries through the gathered data which
may contain information about one or more of the stored data. The third layer is the Structure
Mapping Library, which provides a method that offers the capacity to recognize and interpret
the semantic context of the various classes already stored in the Knowledge Base layer. In more
detail, according to its particular instance and the relationship that occurs between the class
and its instance, each different class is related to a specific semantic meaning based on their
semantic fingerprint. The FHIR Structure Translator, more precisely, obtains the classes along
with their identified HL7 FHIR resources and converts them into the correct HL7 FHIR type.
The mechanism obtains the HL7 FHIR resource and the specific attribute to which the class may
belong and translates it, using formatting based on the HL7 FHIR [3].

3.3 Previous research on HL7 version 2 (V2)

The HL7 messaging standard version 2.x (V2) is now the most widely used solution for clinical
domain data exchange. Whereas the HL7 version 3 and FHIR version cover a very small fraction
of real-world interfaces [23].

In [4], a Semantic-driven engine called SeDIE proposed for semantic integration of heteroge-
neous and distributed health data sources. SeDIE enables the integration of data from different
healthcare data sources in order to reformulate a patient’s entire medical record and to efficiently
query patient data. SeDIE ’s efforts are summarized in the following points:
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• To integrate structured and unstructured data, it identifies patterns from the HL7 version
2 segments to be filled with information extracted from a free medical text.

• An algorithm proposed and implemented that efficiently transforms data from HL7 version
2.x messages into RDF that integrates data efficiently by combining data from patients
including data from illness, medical, and environmental.

Figure 3.5: SeDIE – A semantic-driven engine for health data integration - source: [4]

Various approaches have been applied to extract RDF from unstructured data. SeDIE con-
sists of several components programmed to handle various functions such as pre-processing and
data processing. SeDIE high-level architecture is shown in Figure 3.5 that performs pattern
recognition tasks (Figure 3.5 A) during the preprocessing phase of the data. The three com-
ponents used to perform tasks that are: the HL7 message repository, the pattern recognition
engine, and the HL7 pattern repository. The data ingestion system allows data to be consumed
into various modules, such as the entity recognition module and the HL7 message converter.
Messages are consumed in text format and can involve structured data such as patient diagnosis,
test results, etc., and unstructured data such as medical records, pathology reports, radiology
imaging. The entity recognizer (Figure 3.5 B) identifies healthcare entities in the messages. A
search interface (Figure 3.5 C) is provided to allow a query pattern in repository patterns and to
reconstruct a structured segment. The converter (Figure 3.5 D & E) transforms the HL7 mes-
sage segments into RDF triples and consolidates all the coding used in the messages according
to a single standard coding scheme. In the end, the RDF triples are stored in the triplestore.
The new representation of HL7 data and triplestore enables semantic querying and intelligent
data retrieval in research-oriented scenarios [4].

In [5], a real-time data import processing of HL7 messages proposed for the i2b22 data
warehouse. The proposed real-time HL7 data import module is developed using the Java SE 6
development kit. The local integration service provides all relevant information via a network
stream using the basic layer protocol as defined by the HL7 standard. A specific network port is
used by the developed software to obtain all messages that are then passed through a “clean up”
filter. By using regular expression search and substitution functions, arbitrary message segments
are omitted and proprietary fields are corrected. In the next stage, standard HL7-compliant mes-
sages are forwarded to the HAPI parser that facilitates semantically enhanced access to individual
information. By using the HAPI module, multi-valued concepts are aggregated and translated
to Java objects. Finally, a database layer uses the JDBC library to load semantically improved
observations into the i2b2’s Oracle database. one HL7 message contains one or more clinical
facts, each of which results in one or more rows in i2b2’s central observation_fact table.
Since discovered messages may contain clinical concepts ( e.g. diagnoses, laboratory values)

2Informatics for Integrating Biology & the Bedside - The i2b2 tranSMART Foundation is a member-driven non-
profit foundation developing an open-source / open-data community around the i2b2, tranSMART and OpenBEL
translational research platforms. Website: https://www.i2b2.org/
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that were previously unknown to the data warehouse, the system identifies new concepts and
inserts relevant rows into the concept_dimension and ontology table. Consequently, a received
fact will be made available to the end user immediately via the query interface of the i2b2. The
presented information flow is represented in Figure 3.6.

Figure 3.6: Flow of information from healthcare systems to DW’s end users. - source: [5]

3.4 Contributions
In general, all research follows the design of [4], where the ETL is a two-layer implementation
in which the first layer proposed the extract, transformation, and load for HL7 messages, and
the second layer validates HL7 messages with Pattern Recognition system and repairs it in pre-
processing step. This method is a kind of semantic-driven approach for healthcare data sources
and my approach uses such a method in this project (in section 4.3, the ETL process method-
ology is explained in full details). The ultimate goal of this project was to help the analyst
of the healthcare systems, by developing an efficient ETL process in order to prepare patients’
data for exploitation purposes like aggregated studies (for example to explore normality levels,
population trends, etc). Therefore, initially, I had to take into consideration the information that
has been previously gathered. This information has helped me to define my starting point in
this thesis project. Referring to the previous researchers’ approaches, we are going to define our
contributions in this work:

Firstly, we have decided to design a DW using relational DBMS (you can find all assumptions
about decisions made in chapter 4.1), while some previous works rely more on NoSQL and, in
particular, graph-based approach. There have been several other works that have agreed to apply
their ETL method for the physical DW architecture and, in particular, with DBMS. Since our
data model will not change a lot in the future due to the predefined segment structure we have
in HL7 format files, we decided to use a data warehousing approach that brings us some higher
performance because of strong query optimization ability that it has for the future works.

Secondly, many of the works did not use the market-driven approach to the creation of ETL
tools. Succinctly, ETL tools have not been commonly adopted by healthcare centers with large
datasets. Each ETL tool has its own unique logic, and some applications may find it restrictive.
In many cases, it is difficult to create our solutions with the standard components included in
the ETL tools. Construction of a solution based on (complicated) combinations of the supplied
components or the integration of custom-coded components into the ETL program is quite time-
consuming. For other issues, it can also be much easier to express the required operations in
some lines of code rather than drawing flows and setting items in dialog boxes [24]. They are
quite often not dynamic enough to tackle complicated processing requirements, enhance pro-
cess performance, and adapt to complex security treatment. However hand-coded programming
comes with limitless potential, and this way is very flexible and extensible to other requirements
or other data sources that may come from EHR.

From this standpoint, we are going to improve the previous approaches by designing an ETL
process, specific to work with EHR data (focusing on the HL7 format) in order to transform,
integrate, and prepare such data for the final analysis. Besides, we design an innovative DW
schema that enables multidimensional analysis of the patient’s data.
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Chapter 4

General Overview of the Project

Initially, one of the main aims of this project was to support data analysts from various health
centers to analyze patient’s test results, working with HL7 to analyze their data. As I mentioned
in section 3.4, We are going to create a hand-coded ETL tool that meets their requirement in
healthcare systems.

This chapter provides descriptions of the various processes involved in the project. This in-
cludes three main sections:

• Section 4.1 provides an overview of the entire process. In this section, I will explain the
whole process that shows the data movement on which it is.

• Section 4.2 explaining the methodology used for data modeling, how the schema is es-
tablished, and the creation of the physical data warehouse.

• Section 4.3 explain the ETL process methodology and all the steps of ETL_for_HL7
which is the main purpose of this thesis.

4.1 Overview of the whole process

Within this section, I will explain the overview of the entire procedure. As you will see, I modeled
such a process in a diagram that you can find in Figure 4.1. I designed it in three main layers,
the Medical Laboratory (Data Source Layer), Health Data Management (Integration Layer), and
Medical Analysis (Exploitation layer). A brief description of each step presented below.

Medical Laboratory: This is the phase at which the source data is produced. Depending
on the advice of your doctor and what’s going on with your health, your doctor can ask for one
or more medical tests that may include one or more particular patient samples. Patients go to
a medical laboratory to take a blood test. In general, a clinical/medical laboratory is the place
where clinical specimen tests are conducted. Such tests shall be carried out in order to obtain
such clinical information as they may correspond to the diagnosis, treatment and prevention of
a patient’s illness.

Healthcare Data Management: Healthcare data management is a complex process. It con-
sists of several core components such as data management, data integration, data enrichment,
data extraction, data transformation, data storage, and data security. Healthcare initiatives have
led to the implementation of electronic health records (EHRs) that can help clinicians and health
care providers manage data more effectively and conveniently in the HL7 format. On the other
hand, there has been an exponential increase in the volume of information and a need for an-
alytical, clinical, and business intelligence resources to turn the data into meaningful information.

Medical Analysis: And the third phase is medical analysis. Data analysts are query the
target schema for exploitation purposes, not the source schema. That is why we removed the
heterogeneity of the sources (HL7 messages) by providing a single source of truth.
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Figure 4.1: Overview of the whole process

4.1.1 Medical Laboratory (Data Source Layer)

The patient’s blood test is normally collected from a medical laboratory and provided for analysis.
In this procedure, the patient must first go to the medical laboratory to conduct a blood test.
Medical laboratories often use the HL7 format file to save their blood test results as well as
patient identification information (Figure 4.2). For the transmission of such HL7 messages to
the analysis, they mostly use the XML representation of HL7 messages which we explained in
detail in the chapter 2. They have to send this XML file to the analysis department, but to make
this data ready for analysis, they first send it to the healthcare data management via an API.

Figure 4.2: Data source layer in healthcare system

4.1.2 Healthcare Data Management (Data Management Layer)

Now the data is in healthcare data management and ready to received by the ETL tool that we
are implementing in this thesis. Before proceeding via the ETL tool, there is another stage to
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guarantee security and privacy called the anonymized patient identifier. The data must pass this
protection step to guarantee the security of patient’s data. The confidentiality of patient health
information is important in healthcare Data Management process.

Anonymisation or de-identification are referred to the mechanisms by which a data custodian
creates, manages and distributes a data set not containing individually identifiable information
to the data receiver (Table 4.1). De-identification of medical record data refers to the removal
or replacement of personal identifiers so that a link between the individual and his/her data
would be difficult to reestablish. While a de-identified data set may contain an encrypted patient
identifier with which authorized individuals may re-link a patient to their data set. This data set
must not contain data that will enable an unauthorized individual to infer a patient’s identity
from the existing data element. Anonymisation refers to the permanent elimination of the link
between the individual and his/her medical record to the point that re-establishment of the link
would be virtually impossible [7]. In addition to anonymization and de-identification, which are
the most widely used cases for the protection of patient medical information, there are various
data protection methods that we can implemented for this thesis project(Table 4.1).

Table 4.1: Definitions of various data protection methods- source [7]

Data Protection Description

Anonymization Irreversible removal of the link between the individual and his or her
medical record data to the degree that it would be virtually impossible
to reestablish the link.

Augmentation Augmentation Often achieved by generalization, in which each record
is indistinguishable from another shared record.

Binning Data pre-processing technique used to reduce the effects of minor
observational errors; the original data values which fall in a given
small interval (i.e., a bin) are replaced by a value representative of
that interval.

Cell Suppression Blanking certain fields in a data table in such a way that no entry
(row) in the table is unique.

Censoring Value of a measurement or observation is only partially known.

De-identification Removal or replacement of personal identifiers so that it would be
difficult to reestablish a link between the individual and his or her
data.

Depersonalization Process of identifying and separating personal from other data.

Disambiguation Process to provide clarity when a term is ambiguous.

Encryption Process of transforming data using an algorithm to make it unread-
able except to the intended recipient.

Eponyms Words that could be both clinical terms used in a report or proper
names (e.g., Parkinson’s disease).

Exclusion Prohibition of specific data elements.

Generalization Process of creating successive layers of summary data in a database.

Hash Function Algorithm that converts a large data set into a small datum, usually
a single integer that may serve as an index to an array; typically
resulting in an anonymous code, same for a given individual, but
impossible to retrieve the identity.
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Hiding Function Methodology that makes information invisible except to the intended
recipient.

Obfuscation Concealment of intended meaning in communication, making com-
munication confusing, intentionally ambiguous, and more difficult to
interpret.

Pseudonymization Identification data is transformed and then replaced by a specifier
that cannot be associated with the data without knowing a certain
key.

Transformation Conversion of data from a source data format into destination data.

To make it simpler, we are going to concentrate on the last item in Table 4.1 which is Trans-
formation itself. In section 4.3.2, we will see how patient_identification is segregated from
bio_values. So that re-establishing a link between the individual and his/her observation data
would be difficult and it would be our method for protecting patient medical information. Please
take into account that anonymization or de-identification would be more reliable methods but
we keep it simpler to reduce the complexity of the project and concentrate on implementing the
whole procedure. The development of a more complex data protection approach might be a
reasonable choice for future work in this thesis project.

The goal is to get useful patient information and his/her test result, loaded into a data
warehousing system in an analysis-ready format. We need to study the HL7 message very
carefully and understand the significance of each segment to achieve this goal. Details about
each segment and sub-segments of HL7 message can be found in Appendix A. Conceptual
design of ETL processes is shown in the Figure 4.1 separated by dashes named ETL_for_HL7.
The reason for using conceptual design to represent these procedures is to correlate the steps of
data integration with the business rules to establish which information is needed and how this
information can be effectively transformed and loaded into the data warehouse. In section 4.3
of this thesis, it will be explained in more detail.

4.1.3 Medical Analysis (Exploitation layer)

The data is available for analysts in the final phase of the whole process and it is ready for analy-
sis purposes such as exploratory, departmental, and biomedical analysis(Figure 4.1 - exploitation
layer). As an example, in Genomecore company, there are 6 people who were working in Analysis
department and they need patient_identification and bio_values which we extracted ,
transformed and loaded in DW and that was the basis of the idea for my final master thesis.

My approach for storing patient observation from their test result comes from several meet-
ings that I have done with CEO of Genomecore company , Dr. Oscar Flores. According to those
meeting, I come up with the idea of using some specific fields in our data model. These are the
fields that we will store them as Bio_values: Title of the analysis, code, group, min, max and
units. You will find complete explanation for each of these fields in section 4.2.2.

The use of our tool for medical analysis could be: 1) For transactional purpose, as we need
to store somewhere the data of a single biomedical analysis to include it on the reports and 2)
Aggregated studies, for example to explore normality levels, population trends, etc. A common
aggregated analysis can be, for example, check which are the normal levels of, for instance, choles-
terol (or any other biomarker). To do so we would like to get the 90% confidence interval from all
observations segregated by sex <Male, Female> and age range <young, middle_aged, old>.
Other analysis can be to check correlations between some levels and anothers (for example, we
can check which is the correlations between cholesterol and triglycerides levels).

Identifying potential health concerns before they become serious is an essential part of health-
care organizations. Despite appropriate information, healthcare providers do not have the indica-
tors or knowledge required to avoid health emergencies, but data analytics may provide patient
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health tracking to identify these issues. With this methodology, healthcare providers will control
patient statistics and vital features and focus on preventive treatment to keep patients out of
the hospital. This can also avoid the creation or continuation of such diseases by delivering the
right treatment at the right time and ensuring stronger overall health. The analysis team would
be able to make sense of the data once it is in the DW. There is so much knowledge obtained
in health care, and not all of them are important for an analysis to derive improvements. An
analytics team member would also be able to present data in a manner that is understandable
for non-technical users. The visual representation must be easy to comprehend by a general
person. The analysis of the data starts after the relevant data has been collected, taken to a sin-
gle source of truth (SSOT1) and grouped together. The analysis process consists of several parts:

• Data quality evaluation: Analysts need to comprehend the data by taking time to analyze
the data. They would need to consider their assessment method, which they will refer to
when discussing their results with the viewer.

• Data discovery: Analysts should take time to explore the data and search for relevant
capabilities and patterns.

• Interpretation: The interpretation of blood test results typically might become exceedingly
challenging when multiple parameter values are outside the normal range or when all values
are within the normal range.

• Presentation: Presentation is quite important. Now with all the progress that has been
done bringing the data to this stage, the analyst needs to tell the story with the data in a
consumable, easy way that provides services to the audience.

Visualization tools and analytics approaches can be used to model patient observations and
to highlight the correlation between different analytical measures to create an appropriate dash-
board.

4.2 Methodology for modeling data and physical data-
warehouse design

In this section, I will clarify all decisions I have made about modeling data, creating the tar-
get schema, and converting it to a physical data warehouse. As you can see in 4.3, we have
three steps to create a data warehousing system. A brief description of each step presented below.

• Data modeling: Data modeling is the initial step in the data warehouse design process.
This step is often seen as a high-level and theoretical design phase by choosing a data-
driven or demand-driven approach. It could be that the efficiency of the work is extremely
changing. The demand-driven approach will be used in this project, which I will explain it
in detail in the section 4.2.1.

• Create conceptual schema: Creating a conceptual schema is required to make sure that
we have the logical structure of the entire database. Designing a schema depends on the
business rules that we have and the data modeling approach that we choose. You can find
a complete explanation of my approach for designing the conceptual schema as well as the
graphical representation of it in section 4.2.2.

• Convert schema to physical data warehouse: Finally, when the visual representation
of the schema is prepared, we are going to convert it to a physical data warehouse. The
physical database model shows all table structures, including column name, column data
type, column constraint, primary key , foreign key, and table relationship. A full description

1In information systems design and theory, single source of truth (SSOT) is the practice of structuring in-
formation models and associated data schema such that every data element is mastered (or edited) in only one
place. SSOT systems provide data that are authentic, relevant, and referable. Source: [25]
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of this section can be found in section 4.2.3.

Figure 4.3: Data warehouse design

4.2.1 Data modeling

The data modeling process starts by considering the statement of requirements. When design-
ing a proper data model, we are able to gather requirements. It is important to communicate
the requirements with the analysis department. Data modeling is a process by which data is
structurally stored in database accordance with a variety of business rules. Keeping the data
in the proper format ensures that we can get responses to the business rules quicker and more
effectively. It is important to model the data correctly in order to properly and efficiently access
the data. However, the entire data modeling process is not as simple as that. We need to
provide a clear understanding of the organizational structure and then come up with a solution
that meets its final goals and is sufficient to achieve the desired objectives.

Consistent data representation makes it easier to analyze data efficiently. It gives a straight-
forward picture of the data that analysts can use to better understand the data. This goal can
only be achieved if we know the needs of the analysis department correctly. I had some individual
discussions with the CEO of Genomecore, who is head of the data analysis department at this
company. We also defined the requirements for the Data Warehousing System that we need
to manage health data sources. I am going to go through them in this section and clarify our
decisions in the initial phase of data modeling.

This process starts with the recognition of business rules by consumers. As a data designer,
you need to understand all the data so that you can build a proper data warehousing system.
Based on the needs of data analysts, the first model to be established is a conceptual model.
While data models provide the data structure, business rules are often used to tell how the data
can and should be used [26]. We apply those constraints to ensure that the database follows
the business rules of the consumer. Our constraints on business rules fall into two categories: 1-
The constraints on data (Table 4.2). 2- The constraints on relationships (Table 4.3). Business
rules will become constraints at the database level in section 4.2.3.
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Table 4.2: Data constraints

Num Business-Rules

1 Every patient must have a name (e.g., Meysam), a first surname (e.g., Zamani),
date_of_birth (e.g., 15/03/1989), an age (e.g., 31), age-range (e.g., young), sex
(e.g., male) and dni number (e.g., Y5694768M).

2 Patient range age have just three type: Young, Middle_aged, and Old.

3 A patient can have a second surname (e.g., Forooshani).

4 Each patient should have unique identifying number.

5 Each sample date/time should have the sample timestamp as unique identifier
(e.g., 2019-11-22 09:57:19).

6 Sample timestamp should clearly show the date and time of an observation.

7 Every sample date/time must have a day, a month, and a year defined separately
(e.g., year:2019, month:11, day:22).

8 Each analysis type should have the code of analysis type as unique identifier (e.g.,
HB: Hemoglobin).

9 Every analysis type must have a name (e.g., Hemoglobin), a Unit of measurement
(e.g., g/dl), and Min and Max value (e.g., Min value for Hemoglobin analysis is
12.5 and Max value is 17.2).

10 Every observation result should have consequence2 (e.g., The normalcy range for
Cholesterol total(CT) is between 0.0 and 200.0 and the result value is 247 which
is higher than normalcy range and the consequence would be “H” refers to “Above
normal high” value).

11 Every observation result can have the relative discrepancy from the normal range
for each observation result. It should be in the range of 0 to 1 and shows relative
discrepancy in case that the observation result be higher than Max value or lower
than Min value. (e.g., relative discrepancy for CT-Colesterol Total is 0.23 due to
the result value equal 247 and normalcy range of 0.0 to 200.0).

12 Each group analysis should have unique identifying number.

13 Each observation must have a result value (e.g., Hemoglobin analysis result for our
data sample is 15.5).

Table 4.3: Relationship constraints

Num Business-Rules

1 An observation result must be associated with one and only one patient.

2 A patient can be associated with one or many observation result.

3 An observation result must be associated with one and only one sample date/time.

4 A sample date/time can be associated with one or many observation result.

5 An observation result must be associated with one and only one analysis type.

6 An analysis type can be associated with one or many observation result.

7 An analysis type must be associated with one and only one group analysis.

2Consequence refers to Abnormal flags that identifies the normalcy status of the result - Source [8].
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8 A group analysis can be associated with one or many analysis type.

9 A patient cannot have more than one observation result for an analysis type at the
same time.

After we have defined all business rules we will decide on the data warehousing system struc-
ture. The building of a data warehouse (DW) is a challenging issue. Current methods for
developing DW can fall within three main approaches: data-driven, demand-driven and hybrid
approach.

• Data-driven approach: Also known as supply-driven, the requirements are the last thing
to be considered in the data-driven approach. Organizational goals and user requirements
are not reflected at all. Moreover, this approach risks wasting resources by handling many
unneeded information structures [27].

• Demand-driven approach: Also known as requirement-driven or goal-driven, this ap-
proach is proposed to establish a first model based on the needs of the company. The
Analysis Department defines the objectives and gathers, prioritizes, and defines the busi-
ness rules that support these goals. Subsequently, business rules are prioritized and the
most relevant business rules are specified in order to identify data elements terms [28].

• Hybrid approach: There are a few works implement combining the two previous ap-
proaches. In general, these approaches begin with a demand-driven stage to identify facts
of interest and then identify their dimensional concepts through a data-driven stage [29].

After talking to Dr. Oscar Flores Baquero, Head of the Analysis Department and CEO at
Genomecore, we came up with the idea that the demand-driven would be the right approach
for blood test descriptive analysis purposes derived from the HL7 response. That is because
basically, HL7 messages have lots of segments that they have never used and had no sense to
store in DW, on the other hand, the initial purpose why we are going to provide this ETL tool
is to make it easier for analysts to access the relevant information.

Data modeling can be done in various ways. In this project, we have decided to use Relational
Data Modeling, which is a Data Warehousing solution and reduces complexity and provides a
clear overview of the data compares to the hierarchical model (XML in this project). It is used to
store large data for supporting the company to perform data analysis. A data warehouse needs to
be modeled before it is created in the Database Management System (DBMS). Data warehouse
modeling can be performed in different ways, such as normalization, dimensional, and the most
recent one commonly used is the combination of normalized and dimensional that we are going
to use it in this project[13]. Some examples of notations for data warehouse conceptual modeling
are the Entity-Relationship Model and the Unified Modeling Language (UML) that we are going
to use UML notations to represent dimensional modeling in the next section ( Section 4.2.2).
There are three forms of dimensional modeling, which are the snowflake schema, fact constella-
tions, and star schema [30]. By considering the questions below, we choose what scheme to use
in Dimensional model development:[31]

• What kind of analysis do analysts attempt to perform on the data?

Aggregated studies, for example to explore normality levels, population trends, etc. A
common aggregated analysis can be check which are the normal levels of, for instance,
cholesterol (or any other biomarkers). To do so they would like to get the 90% confidence
interval from all observations segregated by sex <Male, Female> and age range <young,
middle_aged, old>. Other analysis can be to check correlations between some levels
and anothers (for example, we can check which is the correlations between cholesterol and
triglycerides levels).

• Which are the other purposes for storing data into the data warehouse?
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For transactional purpose, as they need to store somewhere the data of a single biomedical
analysis to include it on the reports.

• Which are the requirements and restrictions for the analytics?

In addition to all business rules specified in table 4.2 and 4.3, they requested to facilitate
group analysis filter over the whole analysis type.

• What tool do they intend to use for BI? While different tools may appear to demonstrate
the same sort of data and results, they may be very different under the surface, and for
the best results depend on a specific scheme.

Pentaho Business Analytics (BA)3 and also ScaiPlatform4 from scaidata5.

We chose snowflake schema by answering the above questions after several meetings with
the head of data analysts at Genomecore company. The schema will have one main fact table
with three dimension tables connected to it. It goes a step further to the star scheme, with the
fact table surrounded by one denormalized dimension linked to another dimension table, and two
other dimensions that have normalized hierarchies. Each level in the dimension hierarchy would
be its dimensional table with parent keys that are provided to link the hierarchical structure.
The fact-table collects the foreign keys to the lowest dimensions hierarchy level. Some BI tools
are explicitly designed to use snowflake schemas. To generate reports and queries, the tools use
metadata definitions about the dimensional snowflake model [31].

By choosing the Demand-driven approach, Relational Data modeling, the Unified Modeling
Language (UML) graphical notation, and snowflake schema, we will create a graphical represen-
tation of the conceptual schema in the next section. (Section 4.2.2).

4.2.2 Create conceptual schema

Conceptual schema design is the process of creating a conceptual representation of the database
content in logical terms, which is clear and straightforward in order to create a physical data
warehouse in the next step. The method takes the input data requirements for the tool that
uses the database and creates a scheme represented in the conceptual modeling notation [32].

The snowflake schema will be used in this project, as discussed in section 4.2.1. A snowflake
schema is a normalization form of a star scheme in which dimensional tables can be connected
to other dimensional tables in addition to the fact table. It expressed in the UML that you can
find it in Figure 4.4 by applying all business rules defined in section 4.2.1.

Keep checking our data model before proceeding to the next phase. For example, if we have
to choose the primary key to properly identify each record in the dataset, we have to make sure
we pick the right attribute. We will go through them in each table and identifying them.

As you can see in Figure 4.4, in our relational data model, we have 3 main dimension ta-
bles which are Dim_Patient, Dim_Type_Analysis and Dim_Date. On the other hand, we
have an aggregated dimension table, named Dim_Group that allows quicker access to commonly
used data like group of analysis time. By doing that, the Dim_Group table is rolled up along
Dim_Type_Analysis table. And finally the last table is the main fact table in the schema named
Fact_Observation with a connection to Dim_Patient, Dim_Type_Analysis and Dim_Date
table.

3Pentaho Business Analytics (BA) The Pentaho Business Analytics (BA) platform enables you to securely
access, integrate, manipulate, visualize, and analyze your big data assets.

4ScaiPlatform combines the power of business intelligence and data management. It seamlessly integrates
with your SQL databases and your data warehouses with real-time data access.

5Scaidata is the real-time analytics platform for business intelligence, data management and automation.
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Figure 4.4: Conceptual design of the target DW schema

In this section, we are going to show you all attributes I have chosen to put in each table and
also represent the relationships between tables. In order to organize the content of this section,
I have specified the name of each part as the table’s title.

4.2.2.1 Dim_Patient:

The Dim_Patient table consists of patient data such as name of patient, first surname and
second surname of patient, date of birth, age, rane of age, gender(sex) and DNI. There is
also a primary key, as you can see in Figure 4.5, which perform connection between Dim_Patient
table and the fact table (Fact_Observation).

First I defined the patient’s DNI as the primary key, but after discussing it with my supervisor,
I notice that patient’s DNI is a kind of sensitive data that would be better not highlighted as
the primary key. And that is why we decided to define the primary key of Dim_Patient as a
SERIAL number to ensure it’s unique to each patient.

As we defined in business rules and you can see in Figure 4.5 The relation between Dim_Patient
and Fact_Observation is one to many. This means that a patient can be associated with one
or many observation results, while an observation result must be associated with one and only
one patient.

4.2.2.2 Dim_Date:

The Dim_Date table consist of data regarding sample date/time, such as day, month and the
year of a sample test. There is also a primary key, as you can see in Figure 4.6, which per-
form connection between Dim_Date table and the fact table (Fact_Observation). I set the
complete sample timestamp as the primary key of the Dim_Date table to make it unique for the
Fact_Observation reference.
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Figure 4.5: Dim_Patient table

As we defined in business rules and you can see in Figure 4.6 The relation between Dim_Date
and Fact_Observation is one to many. This means that a sample_timestamp can be associ-
ated with one or many observation results, while An observation result must be associated with
one and only one sample_timestamp.

Figure 4.6: Dim_Date table

4.2.2.3 Dim_Type_Analysis:

The Dim_Type_Analysis table consists of data regarding analysis type which has attributes
such as name of analysis, min and the max which are shown normality range of analysis and
the units that has to define in order to know the measure of result value.

There is also a primary key, as you can see in Figure 4.7, which perform connection between
the Dim_Type_Analysis and Fact_Observation. I defined the code of analysis as primary-key
in the Dim_Type_Analysis table to make it unique for Fact_Observation reference.
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Figure 4.7: Dim_Type_Analysis table

As we defined in business rules and you can see in Figure 4.7 The relation between Dim_Type-
_Analysis and Fact_Observation is one to many. This means that an analysis type can be
associated with one or many observation results, while An observation result must be associated
with one and only one analysis type. There is also a foreign-key in the Dim_Type_Analysis
table which performs the connection between Dim_Group and Dim_Type_Analysis.

4.2.2.4 Dim_Group:

The Dim_Group table consists of data regarding the group of analysis, which has name of group
analysis as an attribute. There is also a primary key, as you can see in Figure 4.8, which perform
connection between Dim_Group table and and Dim_Type_Analysis table. As It mentioned in
the previous section, there is a foreign-key in the Dim_Type_Analysis table that has reference
to this primary key in the Dim_Group table.

Figure 4.8: Dim_Group table

As we defined in business rules and you can see in Figure 4.8 The relation between Dim_Group
and Dim_Type_Analysis table is one to many. It means that a group analysis can be associated
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with one or many analysis type, while an analysis type must be associated with one and only one
group analysis.

The table Dim_Group is the use of aggregate tables to allow quicker access to commonly
used data while keeping the power to address any user query. basically we are interested in
analyzing data per each type or per group analysis and for doing that, we are going to design an
aggregated table for the group analysis. By doing that, the Dim_Group table is rolled up along
the table Dim_Type_Analysis.

4.2.2.5 Fact_Observation:

The Fact_Observation table is the main fact table in our design. It is connected to three
dimensional tables, which are: Dim_Patient, Dim_Date and Dim_Type_Analysis. As you can
see in Figure 4.9, this table contains three foreign keys which are patient_id, sample_date_id
and type_analysis_id that perform connection between fact and dimension tables like as bellow:

• The relation between Fact_Observation and Dim_Patient is performed by patient_id,
which is foreign-key in Fact_Observation table and its the reference of id in Dim_Patient
as a primary-key.

• The relation between Fact_Observation and Dim_Date is performed by sample_date-
_id, which is foreign-key in Fact_Observation table and its the reference of id in
Dim_Patient as a primary-key.

• The relation between Fact_Observation and Dim_Type_Analysis is performed by type-
_a nalysis_id, which is foreign-key in Fact_Observationtable and its the reference of
code in Dim_Type_Analysis as a primary-key.

On the other hand, there are three measures named result_value, relative_discrepancy,
and consequence That we are going through them one by one to define them and see how they
potentially aggregate if we want to use ROLLUP operation:

Figure 4.9: Fact_Observation table

• The first one is result_value that has result value of each observation related to a spe-
cific type of analysis in Dim_Type_Analysis. That means, we have to find the number of
records created in Fact_Observation, equal to the total number of type analysis record
for each insertion of HL7 response.
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Now we are going to see what kind of aggregation function and with which attributes can
be performed to see the potential exploitation that consumers (data analysts) might want
to take advantage of them for the result_value.

An example of aggregation function would be the AVERAGE of the result_value by rolling
up the patient age, patient range_of_age, his/her gender, and also for the specific day,
month or year related to a specific type of analysis.

We can not use the result_value for rolling up the group analysis because each of the
analysis types may have different units of measurement and we can not group them while
they contain values from different units. Even it would not possible to group those analysis
type that has the same units of measurement because their normality range is different
and grouping them for the result_value will not provide us any useful information. The
way that we can use aggregation functions for the group analysis will be normalizing the
result_value in a way to have them unitless. That is the point, we decided to derive a
new measure that we will see it in the next point.

• The second one is relative_discrepancy which is an example of deriving new measures
and it created to show a relative discrepancy in case that the observation result is higher
than Max value or lower than Min value. To do so, first, we have to calculate the absolute
value of the differences between the Min/Max value and the result value of an observation.
It would be expressed with the following equation:

AbsoluteDiscrepancy =



|MaxV alue−ResultV alue|,
if the result value be higher than Max value

|MinV alue−ResultV alue|,
if the result value be lower than Min value

The absolute discrepancy is expressed in the same unit as the result value and Min/Max
values. We are going to make it unitless in order to can take advantage of aggregation
function for the group of analysis. In the second step, we will calculate the relative dis-
crepancy which is expressed with the following equation:

RelativeDiscrepancy =



AbsoluteDiscrepancy

MaxV alue
,

if the result value be higher than Max value

AbsoluteDiscrepancy

MinV alue
,

if the result value be lower than Min value

For the calculation of relative_discrepancy, the denominator will be Max value, if the
result value is higher than the normality range, or will be Min value, if the result value is
lower than normality range.

Now we are going to see what kind of aggregation function and with which attributes can
be performed to see the potential exploitation that consumers (data analysts) might want
to take advantage of them by the relative_discrepancy.

An example of aggregation function would be the AVERAGE of the relative_discr-
epancy by rolling up the group analysis. The relative_discrepancy is signless and its
because we will recognize the lower or the higher by consequence variable that identifies
abnormal flag and it extracted to give us information regarding the normality status of the
result that we will go through it in the next point.

37



• The last one is consequence that refers to the abnormal flags that identify the normality
status of the result. The complete list of consequences is presented in table 4.4. For
example, when the laboratory is able to determine a textual report’s normal status, these
should be identified as N when normal, and A when abnormal.

Table 4.4: Concept code & concept name of abnormal flags

Code Value

L Below normal low

LL Alert low

< Panic low

H Above normal high

HH Alert high

> Panic high

A Abnormal

N Normal

AA Very abnormal

As you can see, since the consequence is not a numeric variable, initially, we can not
perform any aggregation function on it. However, these abnormal flags are ordered from
very low to very high and in this sense, we can convert the consequence to numerical
variables by assigning value numbers from 1 to 9 to each of abnormal flags. by doing that,
we can take advantage of aggregation functions for this measure alike.

4.2.3 Convert conceptual schema to physical data warehouse

The next step in the DW design process would be to convert the snowflake schema data model
to a physical data warehouse. In principle, there are five steps to build the physical model from
the snowflake schema model, namely:

1. Finding fact table.
2. Finding dimension tables.
3. Finding dimension tables that are in different levels of granularity.
4. Changing dimension tables to relational tables.
5. Changing fact table to relational table.

As I explained in section 4.2.2, we have 3 main dimension tables named Dim_Patient,
Dim_Date and Dim_Type_Analysis. The only fact table is Fact_Observation. addition-
ally, we have the Dim_Group table which is in the second hierarchy level connected to the
Dim_Type_Analysis table. Now, in order to convert this Snowflake schema to a physical data
warehouse, we need to translate UML diagram (Figure 4.4) with key constraints to relational
tables.

4.2.3.1 Convert dimension tables to physical data warehouse

Identifying the dimension tables begins by looking at all the tables at the logical level. The
constraint will be checked for each attribute. Also find the secondary dimension table called
Dim_Group (a dimension that is directly linked to the first level dimension table called Dim_Typ-
e_Analysis). We will go through them and translate each into SQL query language.
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• Dim_Patient: The first table I would convert in the physical data warehouse is Dim_Pat-
ient. It has patient identification information that we will go through them:

id: The id is the PRIMARY_KEY for the Dim_Patient table. By assigning the SERIAL type
to the id column, first, create a sequence object and set the next value generated by the
sequence as the default value for the column. Second, add a NOT NULL constraint to the
id column because a sequence always generates an integer, which is a non-null value. And
Third, assign the owner of the sequence to the id column; as a result, the sequence object
is deleted when the id column or table is dropped. It is important to note that the SERIAL
does not implicitly create an index on the column or make the column as the primary key
column. However, this can be done easily by specifying the PRIMARY KEY constraint for
the SERIAL column.

name: The name column will be a character string column with a VARCHAR type which
does NOT accept the NULL value because according to the rule number 1, in the table 4.2,
every patient must have a name. We are assuming that the name of patient will not be
more than 100 character.

surname1: The surname1 column will be character string column with the VARCHAR type
which does NOT accept the NULL value because according to the rule number 1, in the table
4.2, every patient must have a first surename. We are assuming that the first surename
of patient will not be more than 100 character.

surname2: The surname2 column will be character string column with the VARCHAR type
which accepts the NULL value because according to the rule number 3, in the table 4.2, a
patient can have a second surename and it is not mandatory. We are assuming that the
second surename of patient will not be more than 100 character.

date_of_birth: The date_of_birth column will have date type which has only the date
component. The default literal string format of a DATE value is YYYY-DD-MM which YYYY
is four digits that represent the year with the range of 0001 to 9999, MM is two digits that
represent the monthwith the range of 01 to 12, and DD is two digits that represent the
day of the specified month with the range of 01 to 31. This column does NOT accept the
NULL value because according to the rule number 1, in the table 4.2, every patient must
have a date_of_birth.

age: The age column will have the SMALLINT type. SMALLINT is sufficient and it is not
necessary to use the Int type instead. This column does NOT accept a NULL value because
according to the rule number 1, in the table 4.2, every patient must have an age.

range_age: The range_age column will be the character string column with the VARCHAR
type which does NOT accept the NULL value because according to the rule number 1, in the
table 4.2, every patient must have an range_age. As the values of this field are predefined
and the max length of its value, reference to the longest predefined range_age, can be
11 character, we will limit it by 15 characters per value.

sex: The sex column will be a character string column with the VARCHAR type which does
NOT accept the NULL value because according to the rule number 1, in the table 4.2, every
patient must have a gender. As the values of this field are predefined and the max length
of its value, have to be just 1 character, since the acceptable values for this field are: A for
Ambiguous, F for Female, M for Male, N for Not applicable, O for Other, U for Unknown.
We will limit it by 10 characters.

dni: The dni column will be character string column with VARCHAR type which does NOT
accept the NULL value because according to the rule number 1, in the table 4.2, every
patient must have a dni. We will limit it by 15 characters per value because the DNIs
typically will not occupied more than 15 characters.
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After defining all data types and constraints for each attribute, the SQL query for creating
the Dim_Patient table can be performed as follows:

1 CREATE TABLE Dim_Patient
2 (
3 id SERIAL NOT NULL PRIMARY KEY ,
4 name VARCHAR (100) NOT NULL ,
5 surname1 VARCHAR (100) NOT NULL ,
6 surname2 VARCHAR (100) ,
7 date_of_birth DATE NOT NULL ,
8 age SMALLINT NOT NULL ,
9 range_age VARCHAR (15) NOT NULL ,

10 sex VARCHAR (10) NOT NULL ,
11 dni VARCHAR (15) NOT NULL
12 )

• Dim_Date: The Dim_Date table has the sample date/time information. By keeping
records on the sample date information, we will access a patient’s specific blood test result
that we will go through them:

sample_timestamp: The sample_timestamp is the PRIMARY_KEY for the Dim_Date
table. The sample_timestamp column will have the timestamp type. The timestamp
data type allows you to store both date and time. This column does NOT accept NULL
value since it would be PRIMARY_KEY of the table and according to the rule number 3,
in the table 4.3, an observation result must be associated with one and only one sample
date/time which it performs through the PRIMARY_KEY.

day: The day column will have the SMALLINT type. SMALLINT is sufficient and it is not
necessary to use the Int type instead. This column does NOT accept the NULL value because
according to the rule number 7, in the table 4.2, Every sample date/time must have a day,
defined separately.

month: The month column will have the SMALLINT type. SMALLINT is sufficient and it
is not necessary to use the Int type instead. This column does NOT accept the NULL value
because according to the rule number 7, in the table 4.2, Every sample date/time must
have a month, defined separately.

year: The year column will have the SMALLINT type. SMALLINT is sufficient and it is
not necessary to use the Int type instead. This column does NOT accept the NULL value
because according to the rule number 7, in the table 4.2, Every sample date/time must
have a year, defined separately.

After defining all data types and constraints for each of attributes, we can perform a SQL
query for creating table Dim_Date as bellow:

1 CREATE TABLE Dim_Date
2 (
3 sample_timestamp timestamp NOT NULL PRIMARY KEY ,
4 day SMALLINT NOT NULL ,
5 month SMALLINT NOT NULL ,
6 year SMALLINT NOT NULL
7 )

• Dim_Group: The Dim_Group table has the list of group analysis inside. This table is
defined as the second hierarchy level after Dim_Type_Analysis table. This normaliza-
tion has some benefits for consumers(Data Analysts) as we discussed in section 4.2.1.
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Dim_Group just have one attribute and a primary key that we will go through them:

id: The id is The PRIMARY_KEY for the Dim_Group table. As I explained before, by choos-
ing the SERIAL data type, first, create a sequence object and set the next value generated
by the sequence as the default value for the column. Second, add a NOT NULL constraint
to the id column because a sequence always generates an integer, which is a non-null value.
And Third, assign the owner of the sequence to the id column. As a result, the sequence
object is deleted when the id column or table is dropped.

name: The name column will be a character string column with the VARCHAR type which
does NOT accept the NULL value. As the values of this field is just a name, first we assigned
character limitation of 100, but after checking the available sample data, we recognize that
this value can be longer than the one assigned before, and because of that we will assume
that the max length of its value can be up to 300 character.

After defining data types and constraints for those attributes, we can perform a SQL query
for creating table Dim_Group as bellow:

1 CREATE TABLE Dim_Group
2 (
3 id SERIAL NOT NULL PRIMARY KEY ,
4 name VARCHAR (300) NOT NULL
5 )

• Dim_Type_Analysis: The Dim_Type_Analysis table has the list of analysis type which
contains information related to each type of analysis. There are some attributes in this
table that we will go through them:

code: The code is the PRIMARY_KEY for the Dim_Type_Analysis table. This code is
the abbreviation of analysis name and will be character string column with VARCHAR type
which does NOT accept NULL value because according to the rule number 8, in the table
4.2, each analysis type should have the code of analysis type as unique identifier. As the
values of this field is just a code name, consist of abbreviation of each specific analysis
type, we will assume that this column can store up to 10 characters.

group_id: The group_id is a Foreign-Key in the Dim_Type_Analysis table which
performs the connection between Dim_Group and Dim_Type_Analysis and its reference
is id in Dim_Group table. group_id column will have the SERIAL type like the id in the
Dim_Group table. This column does NOT accept the NULL value because according to the
rule number 7, in the table 4.3, An analysis type must be associated with one and only
one group analysis.

name: The name column will be a character string column with the VARCHAR type which
does NOT accept the NULL value because according to the rule number 9, in the table 4.2,
every analysis type must have a name. We are assuming that the name of each analysis
will not be more than 200 character.

min: The min column will be FLOAT type column which does NOT accept the NULL value
because according to the rule number 9, in the table 4.2, every analysis type must have a
min value.

max: The max column will be FLOAT type column which does NOT accept the NULL value
because according to the rule number 9, in the table 4.2, every analysis type must have a
max value.

units: The units column will be character string column with the VARCHAR type which
does NOT accept the NULL value because according to the rule number 9, in the table 4.2,
every analysis type must have a units value. As the characters for defining each units
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identifier are limit, we will assume that his column can store up to 20 characters.

After defining all data types and constraints for each of attributes, we can perform a SQL
query for creating table Dim_Type_Analysis as bellow:

1 CREATE TABLE Dim_Type_Analysis
2 (
3 code VARCHAR (10) NOT NULL PRIMARY KEY ,
4 group_id SERIAL NOT NULL REFERENCES Dim_Group (id),
5 name VARCHAR (200) NOT NULL ,
6 min FLOAT NOT NULL ,
7 max FLOAT NOT NULL ,
8 units VARCHAR (20) NOT NULL

4.2.3.2 Convert fact table to physical data warehouse

The Fact_Observation table is the main fact table in our design which is connected to three-
dimension tables which are: Dim_Patient, Dim_Date, and Dim_Type_Analysis. The primary
key of the fact table is the collection of foreign keys from dimension tables associated with the
fact table. There are three foreign keys and three measures that we will go through them:

patient_id: The patient_id is the foreign key in the Fact_Observation table which
performs the connection between Dim_Patient and Fact_Observation and its reference is
id in Dim_Patient table. patient_id column will have the SERIAL type like the id in the
Dim_Patient table. This column does NOT accept the NULL value because according to the rule
number 2, in the table 4.3, a patient can be associated with one or many observation result.

sample_date_id: The sample_date_id is the foreign key in the Fact_Observation ta-
ble which performs the connection between Dim_Date and Fact_Observation and its reference
is sample_timestamp in Dim_Date table. sample_date_id column will have timestamp type
like sample_timestamp in the Dim_Date table. This column does NOT accept the NULL value
because according to the rule number 4, in the table 4.3, a sample date/time can be associated
with one or many observation result.

type_analysis_id: The type_analysis_id is the foreign key in the Fact_Observation
table which performs the connection between Dim_Type_Analysis and Fact_Observation and
its reference is code in Dim_Type_Analysis table. type_analysis_id column will be character
string column with VARCHAR type which does NOT accept the NULL value because according to
the rule number 4, in the table 4.3, an analysis type can be associated with one or many obser-
vation result. Since we use the code of each analysis type as unique identifier, the number of
characters that it can store will be the same as the one that we defined in Dim_Type_Analysis
table which is up to 10 characters.

result_value: The result_value column will be a FLOAT type column which does NOT ac-
cept the NULL value because according to the rule number 13, in the table 4.2, each observation
must have a result value.

relative_discrepancy: The relative_discrepancy column will be a FLOAT type column
which accepts the NULL value because according to the rule number 11, in the table 4.2, Every
observation result can have the relative discrepancy.

consequence: The consequence column will be a character string column with the VARCHAR
type which does NOT accept the NULL value because according to the rule number 11, in the
table 4.2, every observation result should have a consequence. As the value of this field is just
an abbreviation of each specific abnormal flag, we will assume that it can store up to 5 characters.
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After defining all data types and constraints for attributes, the SQL query for creating
Fact_Observation table can be performed as bellow:

1 CREATE TABLE Fact_Observation
2 (
3 patient_id SERIAL NOT NULL REFERENCES Dim_Patient (id),
4 sample_date_id timestamp NOT NULL REFERENCES Dim_Date (

sample_timestamp),
5 type_analysis_id VARCHAR (10) NOT NULL REFERENCES

Dim_Type_Analysis (code),
6 result_value FLOAT NOT NULL ,
7 relative_discrepancy FLOAT ,
8 consequence VARCHAR (5)
9 )

4.3 ETL process methodology

In this section, I will explain the ETL process methodology that I used to build ETL_for_HL7
and address all the decisions I have made in each stage. As you can see, I modeled this process in
a diagram that you can find in Figure 4.10. I designed it in three main layers which are Extract,
Transform, and Load.

Figure 4.10: Conceptual design of ETL_for_HL7

Extraction step: This is the phase in which the ETL process receives the source data.
Depending on how the data can be obtained, we may require a different extraction method.
For instance, if the data is collected through an API, the extraction method can be different
from the way we have the data available on the application. I will describe the approach that I
used for extraction, in Section 4.3.1, and I will also address other ways that data can be extracted.

Transformation step: The transformation stage of the ETL process is the most critical
aspect of the tool. It consists of a variety of functional processes for transforming data into
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meaningful information and getting prepared for the loading phase. It is a process that can be
different from one system to another, and there is no particular way to get a final result in this
phase. The way I have transformed the HL7 messages can also be used for other HL7 files in
any other framework but with some slight changes that I will mention in section 4.3.2. The
transformation stage in ETL_for_HL7 is composed of eight separate subsections listed bellow:

• Decode XML file (Unscape)
• Mapping XML to the dictionary and load as JSON
• Extract HL7 response from JSON
• Validate HL7 response by checking the business rules
• Repairing process
• Deriving new attributes from available data
• Extract bio_values and patient_Identification from HL7 response
• Lookup HL7 keys to the target schema concepts

Each of these subsections needs to be explained in detail in order to understand the process that
I used for dealing with HL7 messages. I’ll clearly describe it in section 4.3.2.

Load step: And finally , the last step is to load the transformed data into the data warehouse
that we have created in section 4.2. First, we will insert the data into the dimension tables, and
then in the next step, we will insert records into the fact table. You can find a comprehensive
explanation of the loading step in section 4.3.3.

4.3.1 Extraction

Extraction in the ETL process can be done with internal or external sources. If the source data
comes from an external system, then the extraction can be done through an API, for instance in
Genomcore company, they used an API to extract data from a laboratory. It usually happened
by sending a request like a query to ask for specific patient’s test results that have identified with
patient ID and sample date. The request sends these two parameters and then the laboratory
response through the API with a single XML file that has an HL7 message inside. You can see
the representation of this step in Figure 4.11.

Figure 4.11: Extraction: Collecting data by patient ID and sample date

On the other hand, if the source data is available in the system (Internal Sources), then we
will only need a true file naming system for XML files and extract it by specifying the patient ID
and sample date required to get the relevant file and start the procedure. That is exactly what
we have done for this thesis project by extracting the relevant XML response, from the internal
source. The implementation of this step can be found in the section 5.4.2
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4.3.2 Transformation

The data extracted from the laboratory is raw and not ready for analysis. Therefore it needs
to be cleansed, mapped, and transformed to be prepared for analysis. In fact, this is the key
step where the ETL process adds value and changes data such that insightful BI reports can be
generated and it is an important step in the analytic workflow. In the transformation step, you
can perform customized operations on data. Therefore, we are going to apply a set of functions
on HL7 messages represented in the XML file.

Transformation in ETL_for_HL7 consists of 8 different subsections that we are going through
them and we will see the method that I used for transforming the HL7 file. Also, you can find
them all in Figure 4.10, in the “Transform” stage of the workflow.

4.3.2.1 Decode XML file (Unscape)

The source data is a decoded XML file which has XML format, but it needs to be encoded in
order to fix unescape characters to XML punctuation characters (Figure 4.12).

刀漀眀 昀漀爀洀愀琀 唀渀攀猀挀愀瀀攀 昀漀爀洀愀琀

Figure 4.12: Instance of unescaping row XML format in PID segment

Unescapes an XML file means removing traces of offending characters that might be mis-
interpreted as markups. The characters in the 4.5 table are reserved in XML and have to be
replaced by their respective XML entities. This step is mandatory to have the correct XML
format and helps us to continue the transformation in the next step.

Table 4.5: XML Escape/Unescape characters

Char Escape String

< &lt;

> &gt;

" &quot;

’ &apos;

& &amp;
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4.3.2.2 Mapping XML to the dictionary and load as JSON

The XML file is converted to a dictionary format, that at the highest level, would be JSON array
mapping to a list. Dealing with the dictionary and JSON format, in general, makes it much
easier to parse the data and extract useful information (Figure 4.13).

堀䴀䰀 昀漀爀洀愀琀 䨀匀伀一 昀漀爀洀愀琀

Figure 4.13: Instance of mapping XML format to JSON in PID segment

4.3.2.3 Extract HL7 response from JSON

For the XML data, there are usually a collection of namespaces given by the XML file, which
specifies the scope of data. The first three hierarchy levels are for those namespaces and the HL7
response is in the 4th level. Since we only need the main HL7 response body, we can separate
the 4th hierarchy level from the entire one and save it as the principal answer. Henceforth the
main response is the HL7 message itself, and we can address it directly.

4.3.2.4 Validate HL7 response by checking the business rules

In addition to the business rules that we defined in section 4.2.1, we need some validation rules
for data sources. Data validation is a method of checking the accuracy and quality of data
sources. It can also be considered a form of data cleansing. Determine the overall health of
the HL7 data and the changes required from the source data to match the schema in the target
we defined in the 4.2.2 section. Then search for incongruous or incomplete counts, incorrect
formats, and null field values. For example, The Age cannot be more than two digits, or the
Min/Max value can not be empty (null). Data validation is typically performed using a scripting
language such as Python to compose validation scripts.

Business rules are shown on table 4.2 are specified to control record insertion throughout
the loading process. In the validation step, the same rules will be taken as consideration for
validating the data source. in such a way, we will have two steps to validate the HL7 data
during the process. The first is the validation of HL7 data sources, that it goes through all
HL7 segments. And Second, it would be applying business rules for creating the physical data
warehouse.

4.3.2.5 Repairing process

As a part of our assessment of the HL7 data, we can classify which errors can be repaired at the
source data. This step is combined with the part of validation. The tool shows the validation
results. If the data source is invalid, we should resolve the problem, and check the data source
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again. It is a cycle that needs to fulfill the target scheme by including necessary repair methods
to provide a complete and acceptable data source for feeding the single source of truth.

For example, if the values Min or Max are NULL in the analysis then mapping it to 0 for that
field. By doing so, we are going to make sure, our pipeline will receive a number as it defined
FLOAT type in the target schema. You can see this method is applied, in section 5.4.2.

4.3.2.6 Deriving new attributes from available data

One of the key tasks of the ETL process is to derive new attributes from the initial response. This
process will be performed by applying the business rules to the HL7 response and extracting new
measured values from existing data. The process will start by parsing the main HL7 response and
extracting those values which can help us to define new attributes. Such new attributes might
be new numerical attributes such as calculating the patient’s age from Date_Of_Birth or non-
numeric attributes such as classification of the patient’s age and resulted in Range_Of_Age in
the final result. In some cases aggregating data is beneficial. It will boost reporting performance,
allow business logic to be applied to calculated measures, and make it easier for developers to
understand the data. An example of deriving new measures is relative_discrepancy which
we have defined it in section 4.2.2.

In general, any information that can satisfy our target data model needs to be extracted and
given for the next step. In the next step, we will gather the information we have now prepared
for it. Therefore, It is very relevant to seek a relationship between available data and trying to
extract any useful information that could satisfy our final model.

4.3.2.7 Extract bio_values and patient_Identification from HL7 response

In this step, we will extract whatever data we need from each segment. The full description
of each segment’s element can be found in Appendix A. In this project, I split up the target
attributes into two parts that we need for the final data model and save them in JSON responses:

• Patient_Identification: Here we have all the patient identifying details under the patient
table that we need to create his/her record in the physical target data warehouse. This
information is extracted from the PID segment of the HL7 response. (Details on the PID
segment of HL7 response can be found in appendix A under section A.2).

• Bio_Values: In Bio_Values, we will save the results of patient observation extracted
from the OBX segment of the HL7 response. (Details on the OBX segment of HL7 response
can be found in Appendix A under section A.6).

4.3.2.8 Lookup HL7 keys to the target schema concepts

In this step, we would give a standard name with one standard definition for each specific data el-
ement. It can be done by changing the name of each segment’s element, to the meaningful names
after getting all the required information in the Patient_Identification and Bio_values re-
sponses.

Table 4.6 is shown that information from HL7 response, extracted from the PID and ORC
segments, and corresponding new names specified for each of them:
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Table 4.6: Lookup HL7 keys for Patient_Identification response

New_Name Segment location in HL7 response

Name [ORU_R01_PATIENT_RESULT] -> [ORU_R01_PATIENT] -> [PID]
-> [PID5] -> [XPN3]

First Surname [ORU_R01_PATIENT_RESULT] -> [ORU_R01_PATIENT] -> [PID]
-> [PID5] -> [XPN1] -> [FN1]

Second Surname [ORU_R01_PATIENT_RESULT] -> [ORU_R01_PATIENT] -> [PID]
-> [PID5] -> [XPN2]

Date_Of_Birth [ORU_R01_PATIENT_RESULT] -> [ORU_R01_PATIENT] -> [PID]
-> [PID7] -> [TS1]

Sex [ORU_R01_PATIENT_RESULT] -> [ORU_R01_PATIENT] -> [PID]
-> [PID8]

DNI [ORU_R01_ORDER_OBSERVATION] -> [0] -> [ORC] -> [ORC3]
-> [EI1]

On the other hand, table 4.7 is shown that information from HL7 response, extracted from
the OBX segment and corresponding new names specified for each of them:

(Note: All the observations in HL7 response are under [ORU_R01_PATIENT_RESULT] ->
[ORU_R01_ORDER_OBSERVATION] that is called obs in the table 4.7.)

Table 4.7: Lookup HL7 keys for Bio_Values response

New_Name Segment location in HL7 response

Title obs -> [ORU_R01_OBSERVATION] -> [OBX] -> [OBX3] ->
[CE2]

Code obs -> [ORU_R01_OBSERVATION] -> [OBX] -> [OBX3] ->
[CE1]

Group obs -> [ORU_R01_OBSERVATION] -> [OBX] -> [OBX3] ->
[CE3]

Min obs -> [ORU_R01_OBSERVATION] -> [OBX] -> [OBX7]

Max obs -> [ORU_R01_OBSERVATION] -> [OBX] -> [OBX7]

Units obs -> [ORU_R01_OBSERVATION] -> [OBX] -> [OBX6] ->
[CE2]

Value obs -> [ORU_R01_OBSERVATION] -> [OBX] -> [OBX5]

Consequence obs -> [ORU_R01_OBSERVATION] -> [OBX] -> [OBX8]
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4.3.3 Load

This section describes the loading method used to load HL7 data into the data warehouse.
loading data is the process that requires taking the transformed data and loading it where the
consumers can access it.

Insert operation is involved in the loading of the data into the warehouse. In DW, we can in-
sert new data or insert newer dimension data versions. To do this, we use the INSERT statement.

There are two primary methods of loading data into a DW: Full load method is to dump the
entire dataset and then replace it entirely with the new, modified dataset. On the other hand,
Incremental load method is to periodically apply the ongoing changes. In this thesis project,
the incremental loading method is performed to apply continuous changes immediately and au-
tomatically after the transformation step and will be directly loaded into the data warehouse.

For incremental loading, we should review the whole ETL process to ensure that all process
steps support incremental loading. How data is received is extremely important, since we may
receive duplicate data, it will be essential to use a method to determine each entry in order to
prevent duplicate records in our final result. Our approach for dealing with duplicate data will be
a little complicated. In order to do this, we would try to select the unique record identifier that
we want to insert into the specific table. The next step will be a restriction to check whether or
not the length of the answer to the query is greater than zero or not. If it is greater than zero,
it means that the current record exists in the target table and as such the function is passed
without any insertion. In the case that the length of the answer to the query is equal to zero, it
means, the given record does not exist in the target table and that the record can be entered in
the corresponding table.

As you have seen in section 4.2, the Snowflake schema is provided as our data modeling
solution and is ready to be fed with the result of the ETL tool that was developed in section
4.3. Essentially, we have two kinds of tables: Fact Table and Dimension Table. Foreign keys
and primary keys defined to make such references between fact table and dimension tables. We
always have to load data into dimensional tables first and then fact table. It is because if we first
try to load data into the fact table, then primary key references from the connected dimensions
can’t be found. By first loading dimensional tables and then the fact table, we will guarantee
that in fact table, foreign keys would find corresponding primary keys, from dimension tables.
And we will successfully load the data into the target DW. Full details about each table insertion
can be found in section 5.4.2.
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Chapter 5

Implementation and Use

This chapter briefly describes how I built the ETL_for_HL7 tool. I have decided to use the
python3 language because it is widely used in the implementation of ETL tools and fits the
purpose of the thesis.

A tool is created that tries to encapsulate all the functionalities of an ETL process. The
objective is to build an application that has all the functions of the ETL process to satisfy the
main objectives of the thesis project. Data scientist only needs to use the final wrapper script to
run the tool. We are going to see how this tool can be used and how the ETL process is created
and adapted. The complete code of the ETL tool is accessible through the Git repository link
below:

https://github.com/meysam24zamani/ETL_For_HL7

Requirement analysis is the first phase in designing the ETL_for_HL7 tool. In this phase,
we set the initial standards and conditions that the ETL tool has to satisfy. At a high level, the
main requirement for the tool is to allow the user to easily execute the ETL tool and see the
results in the output folder as well as loaded data into a data warehouse.

5.1 Purpose

The ETL_for_HL7 is a tool that is provided for data analysts from different healthcare centers,
in order to facilitate data preparation step for them for dealing with HL7 messages. Therefore we
can assume that the final users of the application are the data analysis from different healthcare
centers and laboratories. The tool would allow the user to input the relevant data sources (HL7
represented in the XML format file) and the database connection parameters. After running the
tool, As a consequence, corresponding records should be created in the database. Alternatively,
a folder will be created inside the output directory of the tool with the naming system of patient
DNI, followed by related sample test date. Then inside would be two output JSON files named
Patient_Identification and Bio_Value with the result values that we discussed in section
4.3.2. The implementation of this ETL tool has been entirely performed during the development
of this thesis project. However, the idea and initial plan for having such a tool comes from the
time that I worked in Genomecore company as an internship program.

5.2 Technology used and functional requirements

During this section I will detail the main functional requirements that the tool has to respect.
The main technology used for creating ETL_for_HL7 is Python. This Python application will use
some packages that are not included in the standard library of python 3 programming language.
Each of these libraries requires a specific version of the libraries. The solution for this problem is
to build a virtual environment that includes a Python installation for a particular Python version,
plus required packages.
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Figure 5.1: Create a virtual environment with all dependencies

In this project, we have used venv that essentially allows us to create a “virtual” isolated
Python installation and install packages into that virtual installation. The command to build
venv for this project can be found in Figure 5.1. Also, you can find The list of required python
packages used for creating this tool in table 5.1.

Table 5.1: Requiered Python packages in requirements.txt file

Package Version

certifi 2019.11.28

chardet 3.0.4

idna 2.8

marshmallow 2.20.2

psycopg2 2.8.5

requests 2.22.0

setuptools 39.0.1

urllib3 1.25.8

xmltodict 0.12.0

5.2.1 Main user interface

5.2.1.1 Data source files

The user should be able to input the corresponding data source files by placing them in the
input_files directory (Figure 5.2). The input files should be in XML format and the naming
rule for the input files should be the patient’s DNI following by the sample date/time. The
filename example would be the same as Y5694768M_2019-11-22T09-57-19.xml

Figure 5.2: Input_files directory
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My approach to the extraction of the source files would be to collect patient sample test by
DNI of the patient and sample date/time. Nevertheless, it can be applied in other ways, such as
via an API linked to a real laboratory, as discussed in the 4.3.1 section.

The data source available for this thesis project is generated by a real laboratory in Barcelona.
The Genomcore company provided us this sample data and agreed that the name of the laboratory
not be reported in this study. The available data gathers all the results of a patient’s examination
with fake information due to privacy issues requested by Genomcore company. A part of the
sample data is provided in appendix C. However, you can fond the complete file in this link.

5.2.1.2 Input main parameters

The tool should allow the user to enter the main parameters to the tool. These parameters
refer to the following details: patient ID(DNI) and sample date/time. They will be fetched
by the wrapper.sh as arguments in the code. In the current implemented process, These two
parameters would be passed to the launch.py by defining in the wrapper.sh script (Figure 5.3).

Figure 5.3: Input main python script parameters

The reason I decided to implement it with passing parameters is that I found it user-friendly
for those consumers who want to implement the same kind of tool in a web application. Then,
through a web application, it would be possible for the user to enter the corresponding parameters,
by placing them inside a simple text box, and by clicking the post button, such parameters would
be passed to the wrapper.sh file.

5.2.1.3 Input DB parameters

The user will add the connection parameters of the existing database to the connection.py file.
These parameters refer to the following details: <DB_NAME, DB_USER, DB_PASS, DB_HOST,
and DB_PORT> and will be fetched by the connection.py that are using the connection to the
database.

5.2.1.4 Run the ETL_for_HL7 tool

Once the above steps have been completed, the user will be able to run the ETL tool by running
the wrapper script. Running wrapper.sh will start the tool by running the launch.py with
defined arguments. Later in section 5.4, I will describe the entire process after running this
script.

1 ./ wrapper.sh
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5.2.2 Output interface

5.2.2.1 By running schema creation script(schema.py)

After running schema.py, the terminal window should display information regarding the Suc-
cess/Failure status for creating schema with all Dimension/Fact tables into the database (Figure
5.4). These information shows that the schema is created into the DW. It is supposed to run
this script once and before start using the main script.

Figure 5.4: Terminal view after running the schema creation script

5.2.2.2 By running main script(wrapper.sh)

After running wrapper.sh, the terminal window should display information regarding the Succe-
ss/Failure status for connecting and inserting records into the database as well as final com-
pletion status (Figure 5.5). This information indicates that the respective records are successfully
created in the database. You can find complete information about final results in chapter 6.

Figure 5.5: Terminal view after running the main script

5.3 Non-functional requirements satisfaction
As we defined in section 1.3.1, we have proposed a list of characteristics for ETL process quality
and now we are going through them to see if we meet all requirements to satisfy those special
characteristics or not. Showing that, we will repeat table 1.1 and add the behaviour of created
ETL tool in table 5.2.
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Table 5.2: Non-functional requirements satisfaction

Name Requirement Available system behaviour

Flexibility The ability of the ETL flow to pro-
vide alternative options and dy-
namically adjust to environmental
changes

-The tool can expect new endpoint
easily due to defining connections sep-
arately from the main workflow.
-The system has a workflow engine
with dynamic rules.
-The system actively listens to the
business rules, at the initial design
phases.

Reusability The ability to use the ETL process
for the operations of other pro-
cesses.

-The source code of the system is
reusable due to the standard architec-
ture that used for defining functional-
ities. In section 5.4, you will see, how
different functionalities implemented
in user-friendly structure and the way
we connected them together in order
to provide the ability to change seg-
ment mapping without touching all
the code. Any new segment map-
ping structure can define easily and it
brings reusability characteristic for our
ETL tool.

Understandability The clearness and self descriptive-
ness of the ETL process model for
(non-technical) end users.

-The user can navigate through the
source files easily as you can see the
user-friendly structure files in Figure
5.6.
-The code is commented for all func-
tionalities and methods.

Maintainability The ability of effectiveness and ef-
ficiency with which the ETL pro-
cess can be modified to implement
any future changes.

-Due to the explanation in Reusabil-
ity, The system is designed in a way
that it is easy to add new functionali-
ties.
-The system easily can cater to future
changes through flexible architecture,
design, and implementation. It is be-
cause as you can see in Figure 5.6, we
defined the main aspects of the pro-
cess in different files that it makes it
flexible for future changes.

Testability The ability to which the pro-
cess can be tested for feasibility,
functional correctness, and perfor-
mance prediction.

-The system can be test through the
validation step thanks to the Marsh-
mallow package of python3 program-
ming language.
-The system is recording all failures in
a persisted environment.
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5.4 Implementation steps
This section briefly explains how I implemented the ETL_for_HL7 tool. As I said before, it is
an easy-to-use implementation attempt, and for that, I have been trying to build ETL steps in
a simple structure. The file structure of the tool is presented in Figure 5.6. There are mainly
5 key directories and a bash script called wrapper.sh in the root of the application. The di-
rectories are env, input_files, logs, output_files, and src. The env folder is created when
we run the code of Figure 5.1. input_files directory is the location where we have to put
whatever input files, we have. The logs folder has log_main.log file inside which is responsible
for maintaining execution logs. The output_files directory is the place where the output is
stored in JSON format. This alternative result consists of a folder with the execution times-
tamp in the folder name for each execution, and there are two JSON files inside. One of which
is Patient_Identification and the other is Bio_value for a specific patient’s test results.
Finally, the last directory that would be the main one with all the functional python files is the
src folder. There are mainly three folders inside the src which are 1-database, 2-etl, and 3-tools
that I will go through them and explain what their functionality is and what they have inside.
Besides, the complete code of each file can be accessed through the Git repository provided for
this project (https://github.com/meysam24zamani/ETL_For_HL7).

Figure 5.6: Effective folder structures to organize files in ETL_for_HL7

5.4.1 PostgreSQL as a data warehousing solution

In this thesis project , I have decided to use PostgreSQL for creating the data warehouse.
PostgreSQL, as one of the most advanced open-source database, is so adaptable that it can
represent as a simple, efficient and cost-effective data warehousing solution. It provides powerful
SQL query capabilities, and other tools can use PostgreSQL to provide business intelligence,
analytics , and data mining. You can also integrate it with a variety of analytical methods. Some
advantages of using PostgreSQL as a data warehouse are listed in Table 5.3.
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Table 5.3: Benefits of using PostgreSQL as a data warehouse

Property Description

Cost If you’re using an on-prem environment, the cost for the product itself will
be free.

Scale You can scale reads it in a simple way by adding as many replica nodes as
you want.

Performance With a correct configuration, PostgreSQL has a really good performance on
different scenarios.

Compatibility You can integrate PostgreSQL with external tools or applications for data
mining, OLAP and reporting.

Extensibility PostgreSQL has user-defined data types and functions.

The connection.py file is for connecting the database with the tool. As you can see in te
code, I used psycopg2 python package to make a connection between the tool and PostgreSQL.
As explained in the 5.2.1.3 section, there are 5 input parameters for a database connection that
I have listed in table 5.4.

Table 5.4: Database connection parameters

Property Description

DB_NAME The DATABASE NAME

DB_USER The USERNAME of the user who have access to the database

DB_PASS The PASSWORD of the user who have access to the database

DB_HOST The HOST IP ADDRESS

DB_PORT The PORT of the host

Now we use schema.py to create tables, and for that, we use the creation queries explained
in section 4.2.3. Note that such a python script will be executed once, in order to create the
schema in PostgreSQL with all the necessary tables.

5.4.2 ETL process

In this section we will review all I have done in the ETL process and see the corresponding
code related to each part. As I said before, a user-friendly implementation would be attempted.
Therefore, The ETL steps are implemented in a single file named etl_steps.py. Of course,
some cases have been implemented in separate files that I will mention them respectively.

etl_steps.py is the main file containing all steps of extraction, transformation, and load
inside. As I said before, all input files should be in the input_files directory, and the name
of the files should have a patient ID and a sample date separated by an underscore. thus, we
will collect each source file by two parameters in the extraction phase (Figure 5.7). The first is
the patient id named sample_id in the code and the second is the patient test result named
sample_date_name.
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Figure 5.7: Extraction step in the code

As I said earlier, the alternate method for collecting data would be through an API from
laboratories. There is a commented part in Figure 5.7 that contains the code for extracting data
through an API from the Genomecore company.

After receiving the HL7 file (HL7 represented in XML file format), the transformation phase
begins. The first step would be to unescape the decoding XML file with xml.sax.saxutils
python package. This step is followed by Mapping XML content to the python dictionary and
loading the code as JSON format. These two steps are implemented in the shared.py. You
can see the related function in Figure 5.8.

Figure 5.8: Unescape XML code, Mapping to dict and load as JSON format

The next step will be to extract HL7 response information from the prepared JSON response.
Looking at the JSON response, you would see three inessential hierarchy level just at the begin-
ning of the XML file. Since the main response is the HL7 part, we need to get the 4th hierarchy
level that has all the HL7 message inside. To have this response accessible for all other functions,
we will pass it to an object named self.labsuite_json which makes it available in the whole
EtlService class (Figure 5.9).

Figure 5.9: Getting HL7 response from 4th hierarchy level

Since we have the whole HL7 response available in a Python object, Now we can start the
validation step. In Python, there is a library called marshmallow that its main functionality is
the validation of Python objects. Schema function in marshmallow will be used and keeps track
of the data format. The schema function is used for dictating the data format that is sent to
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the ETL tool. In order to validate the entire HL7 response, we need to go through all segments
once and validate it by previously defined business rules. The validation part is implemented in
hl7_validation.py file.

When the HL7 response be validated, we need to carefully review all business rules described
by the consumers (data analysts who will be the final consumers of the ETL result) in order to
derive new attributes and measures from the available data. As explained in the section 4.3.2.6,
Age and Range_Of_Age are two examples of such attributes and relative_discrepancy is an
example of derive a new measure to satisfy the target schema.

The last step of transformation will be to collect such information and prepare them for
the next step of the process. We also like to divide those information into two parts and save
them in separate JSON responses. one of which is Patient_Identification and the other is
Bio_value for a specific patient’s test results. You will find full details about the attributes in
section 4.3.2. Since these data are defined in a deep hierarchical level of HL7 response, we are
going to lookup HL7 keys to the target schema concepts as you have seen them in tables 4.6
and 4.7. The corresponding code for the last two transformation steps are available in Figures
5.10 and 5.11.

Figure 5.10: Corresponding code for creating Patient_Identification response

Now we have all the data available in two main python objects that are Patient_Identifica-
tion and bio_value. We can start loading data into the PostgreSQL database that we built
in section 5.4.1. Before that, I would like to save Patient_Identification and Bio_value
in to the output_files directory. You can find corresponding JSON files in 6.1.

In order to load transformed data into PostgreSQL, we need to start with dimension tables
as we stated in section 4.3.3. It is obligatory to start with the dimension tables because we
will use the primary keys to reference them in the fact table. we are going to show you the
corresponding code I have used to create records in each table and perform the relationships
between tables. In order to organize the content of this section,I have specified the name of each
part as the table’s title.
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Figure 5.11: Corresponding code for creating bio_value response

5.4.2.1 Insert data into Dim_Patient

patient_Identification is the first information I am going to insert into the Dim_Patient ta-
ble. As you can see in Figure 5.12, the first step is to pass the corresponding patient_Identific-
ation data into new variables with the “value_” prefix. In the second step, we must ensure
that the patient is unique and that there is no pre-insert with the same patient identification
number (DNI in this project). I have to make sure there is not the same patient in the table, and
if there is one, just pass the code to next step. The final step is to create a patient record in the
Dim_Patient, and then we can print a positive message to the terminal for the first insertion.

Figure 5.12: Insert data into Dim_Patient table
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5.4.2.2 Insert data into Dim_Date

The Dim_Date table has information about the date/time of observation that is one of the main
parameters in the tool. There were essentially two key parameters in the extraction process, one
of which is the sample_date. The sample_date type is timestamp and needs to be stored
separately in a dimention table connected to the main fact table. For loading the sample_date
into the Dim_Date table, the sample_date needs to be parsed and then extract the year, the
month, and the day. Like the previous insertion of the Dim_Patient table, I called new variables
with the “value_” prefix and will use them for the insertion query.

Figure 5.13: Insert data into Dim_Date table

Inserting duplicate data is not permissible since the timestamp for each observation must
be unique. The sample_date in timestamp format is the primary_key and must be unique.
The way I used to check whether or not the time stamp exists in the Dim_Date table is like
the method I used for the patient ID number. It will occur by selecting timestamp from the
current sample_date, and if any record can be found with the same timestamp in Dim_Date
table, it will ignore it to avoid duplicate information created in the database. You will find the
corresponding code in the Figure 5.13.

5.4.2.3 Insert data into Dim_Group

The Dim_Group table has a list of group analysis and is in the first level granularity of the
Dim_Type_Analysis table. In order to insert all existing group analysis from bio_values, I
need to create a loop that can pass through each of the analysis in a particular observation and
collect all the group analysis. We have to take into account that the duplicate name of the group
is not acceptable, and to monitor it for the duplicate group name we have to enforce a script
like the previous insertion. The corresponding code for this section can be found in Figure 5.14.

5.4.2.4 Insert data into Dim_Type_Analysis

The Dim_Type_Analysis table has a list of information for each analysis type. Loading data
into the Dim_Type_Analysis is almost the same as the Dim_Group table insertion. The only dif-
ference from the previous one is the connection between Dim_Type_Analysis and Dim_Group
table. this connection will be perform by the id of the Dim_Group table as primary key and
group_id of the Dim_Type_Analysis as the foreign key. For the rest of the attributes, we need
to create a loop in order to pass through each of the analysis types in a single observation and
collect all the values related to each attribute. The duplicate analysis type is not acceptable and
we need to implement the code such that avoid insertion of the duplicate type of analysis. You
can see the corresponding code for this section in Figure 5.15.
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Figure 5.14: Insert data into Dim_Group table

Figure 5.15: Insert data into Dim_Type_Analysis table

5.4.2.5 Insert data into Fact_Observation

Finally, in the last step, we will insert the main values of each analysis type into the Fact_Observ-
ation table followed by consequence attribute and also relative_discrepancy which is a
new derived measure in our final model. Fact_Observation is the main fact table of the data
model and all primary_keys from dimension tables must be referenced to corresponding for-
eign keys in this table. For Dim_Patient, we need patient_id foreign key, for Dim_Date, we
need sample_date_id foreign key, and for Dim_Type_Analysis, we need type_analysis_id
foreign key. You will see the corresponding code for this section in Figure 5.16.

5.4.3 Tools for running the main script

In this section, we will see how the main.py script works and the related tools that help with
this execution. We are going to use the result of section 5.4.2 and place it into the execution
process. As you can see in main.py, I imported EtlService from etl_steps.py and used it in
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Figure 5.16: Insert data into Fact_Observation table

run_tool function. The run_tool function used, in order to execute the ETL process, and if
all goes well, we can see the “Complete successfully” log in the terminal.

Eventually, in launch.py, we are going to run the main.py with patient ID and sample
date/time as parameters for selecting the appropriate XML file from the input_files directory
and run the whole process. As a result, the corresponding records will be created in PostgreSQL
that I am going to explain it in chapter 6. In addition, as I said before, you can find the
result in the output_files directory in JSON format. In the end, I would like to mention
that in order to prepare logs for the main script running, we will use launch_helpers.py and
parser.py to manage STDERR and STDOUT with the Python subprocess library and save them
in log_main.log.
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Chapter 6

Results

The results obtained after applying the described practical techniques in section 4 and the im-
plementation described in section 5 are detailed in this chapter.

It is important to highlight that the ETL_for_HL7 have been tested using the sample data
which Genomecore company gave it to me, so the documentation would be based on their sample
data that you can find it in Appendix C.

ETL_for_HL7 is an ETL tool for managing HL7 messages that usually come from health
centers and laboratories. The tool consists of the full implementation of the Extraction, Trans-
formation, and Loading steps for this type of information. After testing the tool, the expected
result was obtained and I am going to explain it in the following sections.

6.1 Output in JSON format

As shown in Figures 5.10 and 5.11, I saved the final result in two Python objects. One of them
contains patient_Identificaiton and the other contains bio_value information. Both re-
sponses were converted into JSON files and saved into the output_files directory.

The idea of saving them in JSON format, before inserting them into the data warehouse, is
that some supplementary analysis pipelines, need input data in JSON format. with this manner,
we will reduce the cost of implementation process for those pipelines as I had this experience
in Genomecore company. The JSON responses of the sample test can be found in Appendix B
under section B.1 and B.2.

6.2 Final result in PostgreSQL

In section 5.4.2, I have shown you the way I extract, transform , and load data into PostgreSQL.
In this section, I am going to show you the exact results that I obtain in each step of the loading
process. PgAdmin is the tool that I used to show the final results. PgAdmin is a widely used
database management tool for the PostgreSQL community. It helps to simplify the creation,
maintenance, and use of database objects by providing a clean and user-friendly interface.

The first table that is receiving the corresponding record is the Dim_Patient. Figure 6.1
shows the record created in the Dim_Patient table after the steps in section 5.4.2 have been
completed.

Figure 6.1: Created record in Dim_Patient table
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The Dim_Date is the next table that is received the corresponding record. As you can see
in Figure 6.2, by using the sample_date/time and converting it to the timestamp format, It is
used as the Primary key of the created record. And of course, we have the Year, the Month and
the day, placed separately in the following columns.

Figure 6.2: Created record in Dim_Date table

The Dim_Group is the next table where the data inserted into it. As you can see in Figure
6.3, there are 5 different group analysis in the available sample data.

Figure 6.3: Created record in Dim_Group table

id is The primary key in the Dim_Group table that has integer type assigned to each group
analysis. This primary key is the group_id reference in the Dim_Type_Analysis table which is
located in the second column of the Dim_Type_Analysis table (Figure 6.4).

Figure 6.4: Created record in Dim_Type_Analysis table

As you can see in Figure 6.4, there are 38 different types of analysis for each patient ob-
servation. In Dim_Type_Analysis table, we used the code of each type analysis as the pri-
mary key and referred it to the type_analysis_id, in the Fact_Observation table. The
Fact_Observation table is the main fact table in the target data model.
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And finally, the main result’s value of the analysis are located in the Fact_Observation
table. As you can see in Figure 6.5, there are three foreign keys, each of which has a reference
from one of the related dimension tables.

• The first foreign key is patient_id, which indicates the corresponding patient Id number
from the Dim_Patient table.

• The second foreign key is the sample_date_id, which has the data/time of the sample
test. The first two columns will have a fixed value for all 38 types of analysis that inserted
for each patient’s test result, because all of them come from one observation in a specific
date/time, and from a particular patient.

• The third foreign key is type_analysis_id, which has a code reference for each type of
analysis from Dim_Type_Analysis.

There is a result value for each type of analysis that we have in the result_value column of
the Fact_Observation table followed by consequence value that indicates the abnormal flag
and also relative_discrepancy which has calculated value, following the formula represented
in section 4.2.2. (Figure 6.5).

Figure 6.5: Created record in Fact_Observation table
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Chapter 7

Conclusion

In this chapter, the main conclusions of the thesis are presented and it is reviewed if the initial
objectives were fulfilled. In this document, I have designed and implemented an ETL tool for
dealing with HL7 messages represented in XML format file.

First of all I would like to point out the advantages which I have noticed while using a con-
ceptual approach for modelling the ETL process. I have managed to conceptually model the
operations during the extraction, transformation and insertion stages. As paper [33] indicates,
there are two perspectives for the representation of ETL process: the control flow view and the
data flow view. In this project, I have used such definitions to represent the ETL workflow at
two different levels. First, by modeling the ETL flow at a higher conceptual level, I was able to
determine how the processes interact with each other. Second, at the dynamic level, I have been
able to understand how data flows between components and better handle the different stages
during the data integration process.

ETL_for_HL7 is a tool designed for health data sources. I have started by defining the HL7
message format from a semantic point of view. The role of each segment has been explained
and the XML representation of the HL7 message has been provided. I clarified that some other
versions of HL7 are available, but we were focusing on HL7 version2 in this project. Last year, I
worked as a trainee in Genomcore company, and I found an idea to create an ETL tool for HL7
messages. The sample data used in this thesis project was given by Dr. Oscar Flores (CEO of
Genomcore company).

The tool starts to work by collecting data using the patient ID and sample date/time. Then,
in the next step, the available data, which is the XML representation of the HL7 message, enter
to the transformation process. In the transformation step, several control flows were designed
and the one that performs better was the one I presented in 4.10. The transformation process
starts with unescaping XML text in order to remove traces of offending characters that could be
incorrectly interpreted as markup. Follow this by mapping XML to the dictionary and loading it
as a JSON format for a more comfortable parse of the data. Since the HL7 message starts from
the fourth hierarchy level of the available data, the first step for parsing data would be to extract
HL7 response information from the entire response. After getting the HL7 response, validate the
data by reviewing the business rules and adding a control section for each segment of the HL7
message. The repair process is done at the same time as the validation step, and now the data
is ready for deriving new attributes depending on target schema. The Age and Range_Of_Age
are two examples of such attributes and relative_discrepancy is an example of derive a new
measure to satisfy the target schema. Since the data model that we decided to choose is a
demand-driven approach, in the final transformation step, I decided to create two main cate-
gories that we need to feed the DW target. Patient_Identification and Bio_Values are
two responses extracted from the entire HL7 response. Before I moved to the loading section,
I have created a lookup table for HL7 keys and assigned them to the correspondences field in
conceptual DW schema by very similar name like as the ones we have in target schema.
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In the end, by inserting transformed data into the target physical DW, we have the final
result of the ETL process. I have chosen PostgreSQL to create the data warehousing system
because It is a free and open-source relational database management system that emphasizes
flexibility and SQL compliance. To query the final result, I used pgAdmin4, a general-purpose
tool for developing, maintaining, and managing PostgreSQL databases.

Review of the thesis objectives

At the beginning of this document, there is a list of the main objectives of this thesis. Let
us review if they have been accomplished:

1. Find and document the HL7 segments definition that can help us to understand the HL7
functionality better.
In chapter 2, the structure and segments definition of HL7 messages is explained completely.

2. Model the data and design the schema for creating a physical data warehouse.
In chapter 4.2, There is a full explanation of the methodology that we used to model the
data, create the target schema, and convert it to the physical data warehouse.

3. Conceptually model the ETL process. The conceptual design should be modeled at two
different levels: overview of whole process and the ETL process itself. Such representations
would conceptually provide a full description of the data flow and control flow.
In chapter 4, the conceptual design of all aspects of the project is explained in detail.

4. The ETL process implemented by python programming language that meets all nun-
functional requirements defined in section 1.3.1.
As I stated in section 5.3, we met all the nun-functional requirements defined in table 5.2.
The complete code of the ETL tool in the python programming language can be accessed
through the Git repository link below:

https://github.com/meysam24zamani/ETL_For_HL7

5. Build a wrapper script that would allow the user to run the ETL tool to request specific
patient observation results.
In section 5.2, the functional requirements for running the tool is explained. After running
the tool, the final result would be ready that explained in chapter 6.

6. Validate the ETL tool with sample data from Genomcore company (the data are fake
because of the sensitivity of the patient’s test results).
In section 6.1 and 6.2, the result of testing sample data from the Genomecore company is
presented (You can find the sample data itself in Appendix C).
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Chapter 8

Future Work

Finally, a list of tasks is proposed that would continue with the work done in this document, in
terms of better automating the extraction part, improve the stability of the system and reduce
the probability of encountering an error during the execution. As we have seen throughout the
thesis project, my work was based mainly on creating an ETL tool for dealing with patients’ data
in HL7 files coming from healthcare centers. Below I will describe some of the major improve-
ments that could enrich the user experience:

• First of all, the tool could be designed and executed with more HL7 messages with different
purposes. The current sample data is based on the laboratory blood test but as you can
see in Figure 2.1, several other forms of EHRs can be requested.

• The validation step could place all segments of the HL7 message. In this thesis due to
limitations of the time, only intended those segments that have been used in most frequent
HL7 messages, but it would be possible to add all segments, in order to add this potential
for extracting whatever information we want from the source data.

• The ETL tool could be extended to allow further extension of the file during the extraction
process. Currently, in this thesis project, I focused on the HL7 message represented in
XML format file, but might be possible that a center expects to integrate their available
patient data from CSV, JSON, or even other databases with available HL7 file.

• Implementation of a more comprehensive data security approach for the safety layer. Table
4.1 provides a list of other potential data security methods.

• The marshmallow package of python that we used for validating HL7 messages has a set
of attributes that can tune the quality of each feature of the dataset. I used some of them
in this thesis project, but it would possible to add more attributes to define more specific
quality measures for available data.

• In this thesis, it was designed a demand-driven approach for data modeling. Another
future-work would be to design it using a data-driven approach.

• The ETL tool proposed in this thesis were implemented in Python programming language.
This code could be refined and added to a package in order to be available for the com-
munity.

• Also related to the implementation, it can be connected to an interface of an application
implemented by HTML, CSS, JavaScript, or any other web programming languages. It
may facilitates interaction between tool and consumers (data analysts).

These are some of the possible future-works of this thesis, but as previously stated, there is
a lot of work that can be done in the research area of ETL methods for distributed data in the
healthcare systems.
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Appendix A

Segments in the HL7 Message

This appendix section includes extensive information about the segments in the ORU_R01 mes-
sage. The highest hierarchy level of the HL7 message is ORU_R01. The ORU message is for
transmitting observational results, including lab, clinical or other observations, to other systems.
Each item in the list below is a segment under the ORU hierarchy [8].

• Message Header (MSH)
• Patient Identification (PID)
• Patient Visit (PV1)
• Order Common (ORC)
• Observation Request (OBR)
• Observation Result (OBX)
• Note (NTE)

A.1 Message Header (MSH)
The MSH segment is the first segment for every HL7 message and identifies the source, purpose,
destination, and certain syntax specifics such as the delimiters and character sets used in the
message. The MSH segment is required and may appear only once. All fields in this segment can
be found in Table A.1.

Table A.1: Description of fields in MSH segment - Source [8]

Seq Name Value

MSH-0 Segment identifier MSH

MSH-1 Field delimiter | (the “pipe” character)

MSH-2 Encoding characters sample

MSH-3 Segment identifier Identifies your application

MSH-4 Sending facility Identifies the sending laboratory or reporting site

MSH-5 Receiving application Identifies Practice Fusion as the destination

MSH-6 Receiving facility Identifies the healthcare organization for which
the message is intended

MSH-7 Message date and time Identifies the date and time the message was
created

MSH-8 Security Used in some implementations for security fea-
tures

MSH-9 Message type ORU_R01
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MSH-10 Message control ID Contains the value the system uses to associate
the message with the response to the message

MSH-11 Processing ID P for “in production”
D for “in debugging”
T for “in training”

MSH-12 HL7 version 2.3

MSH-13 Sequence number A non-null value in this field indicates that the
sequence number protocol is in use

MSH-14 Continuation pointer Contains the value used by a system to associate
a continuation message with the message that
preceded it.

MSH-15 Accept acknowledgement
type

AL: Always require
NE: Never require
SU: successfully transmitted
ER: Event of an error

MSH-16 Application acknowledge-
ment type

AL: Always
NE: Never
SU: successfully transmitted
ER: Event of an error

MSH-17 Country code HL7 recommends values from ISO table 3166

MSH-18 Character set Valid character set codes are defined in HL7 ta-
ble 0211

MSH-19 Principle language of mes-
sage

HL7 recommends values from ISO table 639

A.2 Patient Identification (PID)
The PID segment is used by all applications as the primary means of communicating information
on patient identification. This segment contains patient identification and demographic infor-
mation that is not likely to change frequently. The PID segment is required and may only appear
once. All fields in this segment can be found in Table A.2.

Table A.2: Description of fields in PID segment - Source [8]

Seq Name Value

PID-0 Segment type ID PID

PID-1 Sequence number Identifies the number of the PID segment in cir-
cumstances where the message contains multiple
patient reports

PID-2 External patient ID Unique identifier for the patient; retained for
backward compatibility

PID-3 Patient identifier list Uniquely identifies the patient using values such
as a medical record number, billing number,
birth registry, and so forth
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PID-4 Alternate patient ID Contains alternate, pending, or temporary op-
tional patient identifiers to be used, such as a
social security number, a visit date, or a visit
number; it has been retained for backward com-
patibility

PID-5 Patient name Patient’s first, last, and middle name

PID-6 Mother’s maiden name Maiden name of mother

PID-7 Patient date of birth Patient date of birth

PID-8 Patient gender Valid gender codes are defined in HL7 table 0001

PID-9 Patient alias Patient alias

PID-10 Patient race Valid race codes are defined in HL7 table 0005

PID-11 Patient address Patient address

PID-12 Patient county code Valid county codes are defined in HL7 table 0289

PID-13 Patient home phone num-
ber

Patient phone number

A.3 Patient Visit (PV1)
The PV1 segment contains information regarding a particular patient visit. This segment can be
used to send multiple-visit statistical records to the same patient account or single-visit records
to more than one account. All fields in this segment can be found in Table A.3.

Table A.3: Description of fields in PV1 segment - Source [8]

Seq Name Value

PV1-0 Segment identifier PV1

PV1-1 Sequence number 1

PV1-2 Patient class Valid patient classes are defined in HL7 table
0004

PV1-3 Assigned patient location Identifies the patient’s initial assigned location or
the location to which the patient is being moved.

PV1-4 Admission type Valid admission type codes are defined in HL7
table 0007

PV1-5 Pre-admit number Identifies the patient’s account prior to admis-
sion

PV1-6 Prior patient location Identifies the prior location of the patient when
being transferred.

PV1-7 Attending provider Attending provider’s name and unique identifier.

A.4 Order Common (ORC)

The optional ORC segment describes the basic details on the order for the sample to be tested.
This segment includes identifiers of the order, who placed the order, when it was placed, what
action to take regarding the order, and so forth. All ORC segment fields can be found in Table
A.4.
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Table A.4: Description of fields in ORC segment - Source [8]

Seq Name Value

ORC-0 Segment type ORC

ORC-1 Order control Specifies the code in HL7 table 0119 that iden-
tifies the action to be taken for the order

ORC-2 Placer order number Identifies the application requesting the order

ORC-3 Filler order number The order number of the application filling the
order

ORC-4 Placer group number Used by the application placing the order to
group sets of orders together and identify them

ORC-5 Order status Specifies the code in HL7 table 0038 that iden-
tifies the status of the order.

ORC-6 Response flag Specifies the code in HL7 table 0121 that allows
the placer application to determine the amount
of information to be returned from the filler.

A.5 Observation Request (OBR)
The OBR segment is used to transmit information related to a medical test or evaluation, physical
exam or assessment order. It determines the characteristics of a particular diagnostic service
order. All fields in this segment can be found in Table A.5.

Table A.5: Description of fields in OBR segment - Source [8]

Seq Name Value

OBR-0 Segment type OBR

OBR-1 Sequence number These values should be a numeric sequence.

OBR-2 Placer order number Identifies the application requesting the order

OBR-3 Filler order number Contains a permanent identifier for an order and
its observations.

OBR-4 Universal service ID Specifies the code for the requested observation.

OBR-5 Priority Specifies the priority of the request.

OBR-6 Requested date and time Specifies the date and time of the request.

OBR-7 Observation date and time Identifies the clinically-relevant date and time of
the observation.

OBR-8 Observation end date and
time

Identifies the end date and time of a study.

OBR-9 Collection volume Specifies the collection volume of a specimen.

OBR-10 Collector identifier Identifies the individual, department, or facility.

OBR-11 Action code identifies the action to be taken.

OBR-12 Danger code Contains the code, or text, or both that indicate
any known or suspected patient.
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OBR-13 Relevant clinical informa-
tion

Contains additional clinical information about
the patient or specimen.

OBR-14 Specimen received date and
time

Identifies the date and time a diagnostic service
receives the specimen.

OBR-15 Specimen source Identifies the site where the specimen should be
obtained.

OBR-16 Ordering provider Identifies the individual that requested the order
or prescription.

OBR-17 Order callback phone num-
ber

Identifies the phone number to call for clarifica-
tion of a request.

OBR-18 Result reported date and
time

Identifies the date and time when the results are
entered in a report.

OBR-19 Charge to practice Contains the charge to the ordering entity.

OBR-20 Diagnostic serv sect ID identifies where the observation was performed.

OBR-21 Test status identifies the status of results.

A.6 Observation Result (OBX)
The OBX segment is used for the transmission of a single observation or observation fragment.
It is the smallest indivisible unit of an analysis and is intended to provide information on the
observations in the report messages. All fields in this segment can be found in Table A.6.

Table A.6: Description of fields in OBX segment - Source [8]

Seq Name Value

OBX-0 Segment type OBX

OBX-1 Sequence number These values should be a numeric sequence.

OBX-2 Value type Contains the format of the observation value.

OBX-3 Observation identifier Contains a unique identifier for the observation.

OBX-4 Observation sub-id Contains a unique identifier for each OBX seg-
ment.

OBX-5 Observation value Contains the value observed by the producer.

OBX-6 Result units of measure-
ment

Specifies the ISO value of the units for the mea-
surement.

OBX-7 Result unit reference range Specifies lower limits, upper limits, or both for
result values.

OBX-8 Abnormal flags Identifies the normalcy status of the result.

OBX-9 Probability Identifies the probability of the result being true.

OBX-10 Nature of abnormal test identify the nature of an abnormal test.

OBX-11 Observation result status identifies the current completion status of the
observation result.

OBX-12 Effective date of last normal
observation

Contains changes in the observation methods.
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OBX-13 User-defined access checks Permits the producer to record results.

OBX-14 Observation date and time Identifies the physiologically-relevant date and
time of the report.

OBX-15 Producer’s id Contains the unique identifier of the responsible
producing service.

OBX-16 Responsible observer Contains the unique identifier of the individual
responsible for performing or verifying the obser-
vation.

OBX-17 Observation method Identifies the method or procedure by which an
observation was obtained.

A.7 Note (NTE)
The NTE segment includes notes and comments and can be added to the PID, ORC, OBR, and
OBX segments. All fields in this segment can be found in Table A.7.

Table A.7: Description of fields in NTE segment - Source [8]

Seq Name Value

NTE-0 Segment type NTE

NTE-1 Sequence number These values should be a numeric sequence.

NTE-2 Comment source Identifies the source of the comment.

NTE-3 Comment Contains the comments entered by the source.

76



Appendix B

Output in JSON Format

B.1 Patient_Identification.JSON

1 {
2 "name": "Meysam",
3 "surname1": "Zamani",
4 "surname2": "Forooshani",
5 "sex": "M",
6 "dni": "Y5694768M",
7 "dateOfBirth": "19890315",
8 "age": 31,
9 "range_age": "young"

10 }

B.2 Bio_Value.JSON

1 {
2 "section_bio_values": {
3 "title": "Patient bio values",
4 "sample_date": "20191122095719",
5 "sample_timestamp": "2019-11-22 09:57:19",
6 "value": [
7 {
8 "title": "Hemoglobina",
9 "code": "HB",

10 "group": "Hematología y Hemostasia",
11 "min": 12.5,
12 "max": 17.2,
13 "units": "g/dL",
14 "value": 15.5,
15 "relative_discrepancy": 0,
16 "consequence": "N"
17 },
18 {
19 "title": "Hematocrito",
20 "code": "HCTO",
21 "group": "Hematología y Hemostasia",
22 "min": 36.5,
23 "max": 50.5,
24 "units": "%",
25 "value": 44.3,
26 "relative_discrepancy": 0,
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27 "consequence": "N"
28 },
29 {
30 "title": "VCM",
31 "code": "VCM",
32 "group": "Hematología y Hemostasia",
33 "min": 78.0,
34 "max": 99.0,
35 "units": "fL",
36 "value": 92.0,
37 "relative_discrepancy": 0,
38 "consequence": "N"
39 },
40 {
41 "title": "HCM",
42 "code": "HCM",
43 "group": "Hematología y Hemostasia",
44 "min": 26.0,
45 "max": 33.5,
46 "units": "pg",
47 "value": 32.1,
48 "relative_discrepancy": 0,
49 "consequence": "N"
50 }
51 .
52 .
53 .
54 .
55 .
56 .
57 {
58 "title": "Insulina",
59 "code": "INSU",
60 "group": "Endocrinología (suero)",
61 "min": 2.0,
62 "max": 25.0,
63 "units": "mU/L",
64 "value": 5.74,
65 "relative_discrepancy": 0,
66 "consequence": "N"
67 },
68 {
69 "title": "Proteína C Reactiva en suero (

Ultrasensible)",
70 "code": "PCU",
71 "group": "Inmunología",
72 "min": 0.0,
73 "max": 3.0,
74 "units": "mg/L",
75 "value": 0.5,
76 "relative_discrepancy": 0,
77 "consequence": "N"
78 },
79 ]
80 }
81 }
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Appendix C

Sample Data

The sample data used in this thesis project is presented in this section. It is an XML file that
includes an HL7 message within the file. This is the sample data that we received from the
Genomcore company. Patient identity is fake, due to the privacy issues related to the actual
health data sources.

1 <?xml version ="1.0" encoding ="utf -8"?>
2 <soap:Envelope xmlns:soap="http ://www.w3.org /2003/05/ soap -

envelope" xmlns:xsi="http ://www.w3.org /2001/ XMLSchema -
instance" xmlns:xsd="http ://www.w3.org /2001/ XMLSchema">

3 <soap:Body>
4 <ObtenerResultadosMuestraResponse xmlns="http ://

lumensoft.net/">
5 <ObtenerResultadosMuestraResult ><ORU_R01 xmlns:xsi=

"http :// www.w3.org /2001/ XMLSchema -instance" xmlns:xsd="http
:// www.w3.org /2001/ XMLSchema" xmlns="urn:hl7 -org:v2xml">

6 <MSH>
7 <MSH.1>|</MSH.1>
8 <MSH.2>^~\& amp;</MSH.2>
9 <MSH.3>

10 <HD.1>ETL_FOR_HL7 </HD.1>
11 </MSH.3>
12 <MSH.5>
13 <HD.1>MadeGenes.Ws</HD.1>
14 </MSH.5>
15 <MSH.7>
16 <TS.1>20191126163122 </TS.1>
17 </MSH.7>
18 <MSH.9>
19 <MSG.1>ORU</MSG.1>
20 <MSG.2>R01</MSG.2>
21 </MSH.9>
22 <MSH.10>20191126163122262 </MSH.10>
23 <MSH.11>
24 <PT.1>P</PT.1>
25 </MSH.11>
26 <MSH.12>
27 <VID.1>2.5</VID.1>
28 </MSH.12>
29 </MSH>
30 <ORU_R01.PATIENT_RESULT >
31 <ORU_R01.PATIENT >
32 <PID>
33 <PID.2>
34 <CX.1></CX.1>
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35 </PID.2>
36 <PID.5>
37 <XPN.1>
38 <FN.1>Zamani </FN.1>
39 </XPN.1>
40 <XPN.2>Forooshani </XPN.2>
41 <XPN.3>Meysam </XPN.3>
42 </PID.5>
43 <PID.7>
44 <TS.1>19890315 </TS.1>
45 </PID.7>
46 <PID.8>M</PID.8>
47 </PID>
48 <ORU_R01.VISIT>
49 <PV1>
50 <PV1.3>
51 <PL.1>PVV</PL.1>
52 <PL.3>LAB URGELL -BARCELONA (PVV)</PL.3>
53 </PV1.3>
54 <PV1.4 />
55 <PV1.17>
56 <XCN.1 />
57 <XCN.2>
58 <FN.1 />
59 </XCN.2>
60 <XCN.3 />
61 <XCN.4 />
62 </PV1.17>
63 <PV1.50>
64 <CX.1 />
65 </PV1.50>
66 <PV1.52>
67 <XCN.1>SC</XCN.1>
68 <XCN.3>SC-ACT A TRASPASAR/SIN CARGO</XCN.3>
69 </PV1.52>
70 </PV1>
71 </ORU_R01.VISIT>
72 </ORU_R01.PATIENT >
73 <ORU_R01.ORDER_OBSERVATION >
74 <ORC>
75 <ORC.1>XO</ORC.1>
76 <ORC.2>
77 <EI.1 />
78 </ORC.2>
79 <ORC.3>
80 <EI.1>Y5694768M </EI.1>
81 </ORC.3>
82 <ORC.5>A</ORC.5>
83 <ORC.9>
84 <TS.1>20191122095719 </TS.1>
85 </ORC.9>
86 </ORC>
87 <OBR>
88 <OBR.1>2</OBR.1>
89 <OBR.2>
90 <EI.1>Y5694768M </EI.1>
91 </OBR.2>
92 <OBR.4>
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93 <CE.1>LIFE</CE.1>
94 <CE.2>PERFIL LIFE</CE.2>
95 </OBR.4>
96 </OBR>
97 <FT1>
98 <FT.11>
99 <CP.1>

100 <MO.1 />
101 </CP.1>
102 </FT.11>
103 </FT1>
104 <ORU_R01.OBSERVATION >
105 <OBX>
106 <OBX.1>2</OBX.1>
107 <OBX.2>NM</OBX.2>
108 <OBX.3>
109 <CE.1>HB</CE.1>
110 <CE.2>Hemoglobina </CE.2>
111 <CE.3> H e m a t o l o g a y Hemostasia </CE.3>
112 </OBX.3>
113 <OBX.5>15,5</OBX.5>
114 <OBX.6>
115 <CE.2>g/dL</CE.2>
116 </OBX.6>
117 <OBX.7>12,50 - 17,20</OBX.7>
118 <OBX.8>N</OBX.8>
119 <OBX.14>
120 <TS.1>20191122 </TS.1>
121 </OBX.14>
122 <OBX.16>
123 <XCN.1></XCN.1>
124 </OBX.16>
125 </OBX>
126 <NTE>
127 <NTE.3 />
128 </NTE>
129 </ORU_R01.OBSERVATION >
130 </ORU_R01.ORDER_OBSERVATION >
131 <ORU_R01.ORDER_OBSERVATION >
132 <ORC>
133 <ORC.1>XO</ORC.1>
134 <ORC.2>
135 <EI.1 />
136 </ORC.2>
137 <ORC.3>
138 <EI.1>Y5694768M </EI.1>
139 </ORC.3>
140 <ORC.5>A</ORC.5>
141 <ORC.9>
142 <TS.1>20191122095719 </TS.1>
143 </ORC.9>
144 </ORC>
145 <OBR>
146 <OBR.1>3</OBR.1>
147 <OBR.2>
148 <EI.1>Y5694768M </EI.1>
149 </OBR.2>
150 <OBR.4>
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151 <CE.1>LIFE</CE.1>
152 <CE.2>PERFIL LIFE</CE.2>
153 </OBR.4>
154 </OBR>
155 <FT1>
156 <FT.11>
157 <CP.1>
158 <MO.1 />
159 </CP.1>
160 </FT.11>
161 </FT1>
162 <ORU_R01.OBSERVATION >
163 <OBX>
164 <OBX.1>3</OBX.1>
165 <OBX.2>NM</OBX.2>
166 <OBX.3>
167 <CE.1>HCTO</CE.1>
168 <CE.2>Hematocrito </CE.2>
169 <CE.3> H e m a t o l o g a y Hemostasia </CE.3>
170 </OBX.3>
171 <OBX.5>44,3</OBX.5>
172 <OBX.6>
173 <CE.2>%</CE.2>
174 </OBX.6>
175 <OBX.7>36,50 - 50,50</OBX.7>
176 <OBX.8>N</OBX.8>
177 <OBX.14>
178 <TS.1>20191122 </TS.1>
179 </OBX.14>
180 <OBX.16>
181 <XCN.1></XCN.1>
182 </OBX.16>
183 </OBX>
184 <NTE>
185 <NTE.3 />
186 </NTE>
187 </ORU_R01.OBSERVATION >
188 </ORU_R01.ORDER_OBSERVATION >
189 <ORU_R01.ORDER_OBSERVATION >
190 <ORC>
191 <ORC.1>XO</ORC.1>
192 <ORC.2>
193 <EI.1 />
194 </ORC.2>
195 <ORC.3>
196 <EI.1>Y5694768M </EI.1>
197 </ORC.3>
198 <ORC.5>A</ORC.5>
199 <ORC.9>
200 <TS.1>20191122095719 </TS.1>
201 </ORC.9>
202 </ORC>
203 <OBR>
204 <OBR.1>4</OBR.1>
205 <OBR.2>
206 <EI.1>Y5694768M </EI.1>
207 </OBR.2>
208 <OBR.4>
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209 <CE.1>LIFE</CE.1>
210 <CE.2>PERFIL LIFE</CE.2>
211 </OBR.4>
212 </OBR>
213 <FT1>
214 <FT.11>
215 <CP.1>
216 <MO.1 />
217 </CP.1>
218 </FT.11>
219 </FT1>
220 <ORU_R01.OBSERVATION >
221 <OBX>
222 <OBX.1>4</OBX.1>
223 <OBX.2>NM</OBX.2>
224 <OBX.3>
225 <CE.1>VCM</CE.1>
226 <CE.2>VCM</CE.2>
227 <CE.3> H e m a t o l o g a y Hemostasia </CE.3>
228 </OBX.3>
229 <OBX.5>92</OBX.5>
230 <OBX.6>
231 <CE.2>fL</CE.2>
232 </OBX.6>
233 <OBX.7>78,00 - 99,00</OBX.7>
234 <OBX.8>N</OBX.8>
235 <OBX.14>
236 <TS.1>20191122 </TS.1>
237 </OBX.14>
238 <OBX.16>
239 <XCN.1></XCN.1>
240 </OBX.16>
241 </OBX>
242 <NTE>
243 <NTE.3 />
244 </NTE>
245 </ORU_R01.OBSERVATION >
246 </ORU_R01.ORDER_OBSERVATION >
247 <ORU_R01.ORDER_OBSERVATION >
248 <ORC>
249 <ORC.1>XO</ORC.1>
250 <ORC.2>
251 <EI.1 />
252 </ORC.2>
253 <ORC.3>
254 <EI.1>Y5694768M </EI.1>
255 </ORC.3>
256 <ORC.5>A</ORC.5>
257 <ORC.9>
258 <TS.1>20191122095719 </TS.1>
259 </ORC.9>
260 </ORC>
261 <OBR>
262 <OBR.1>5</OBR.1>
263 <OBR.2>
264 <EI.1>Y5694768M </EI.1>
265 </OBR.2>
266 <OBR.4>
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267 <CE.1>LIFE</CE.1>
268 <CE.2>PERFIL LIFE</CE.2>
269 </OBR.4>
270 </OBR>
271 <FT1>
272 <FT.11>
273 <CP.1>
274 <MO.1 />
275 </CP.1>
276 </FT.11>
277 </FT1>
278 <ORU_R01.OBSERVATION >
279 <OBX>
280 <OBX.1>5</OBX.1>
281 <OBX.2>NM</OBX.2>
282 <OBX.3>
283 <CE.1>HCM</CE.1>
284 <CE.2>HCM</CE.2>
285 <CE.3> H e m a t o l o g a y Hemostasia </CE.3>
286 </OBX.3>
287 <OBX.5>32,1</OBX.5>
288 <OBX.6>
289 <CE.2>pg</CE.2>
290 </OBX.6>
291 <OBX.7>26,00 - 33,50</OBX.7>
292 <OBX.8>N</OBX.8>
293 <OBX.14>
294 <TS.1>20191122 </TS.1>
295 </OBX.14>
296 <OBX.16>
297 <XCN.1></XCN.1>
298 </OBX.16>
299 </OBX>
300 <NTE>
301 <NTE.3 />
302 </NTE>
303 </ORU_R01.OBSERVATION >
304 </ORU_R01.ORDER_OBSERVATION >
305 .
306 .
307 .
308 .
309 .
310 .
311 <ORU_R01.ORDER_OBSERVATION >
312 <ORC>
313 <ORC.1>XO</ORC.1>
314 <ORC.2>
315 <EI.1 />
316 </ORC.2>
317 <ORC.3>
318 <EI.1>Y5694768M </EI.1>
319 </ORC.3>
320 <ORC.5>A</ORC.5>
321 <ORC.9>
322 <TS.1>20191122095719 </TS.1>
323 </ORC.9>
324 </ORC>
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325 <OBR>
326 <OBR.1>36</OBR.1>
327 <OBR.2>
328 <EI.1>Y5694768M </EI.1>
329 </OBR.2>
330 <OBR.4>
331 <CE.1>LIFE</CE.1>
332 <CE.2>PERFIL LIFE</CE.2>
333 </OBR.4>
334 </OBR>
335 <FT1>
336 <FT.11>
337 <CP.1>
338 <MO.1 />
339 </CP.1>
340 </FT.11>
341 </FT1>
342 <ORU_R01.OBSERVATION >
343 <OBX>
344 <OBX.1>36</OBX.1>
345 <OBX.2>NM</OBX.2>
346 <OBX.3>
347 <CE.1>INSU</CE.1>
348 <CE.2>Insulina </CE.2>
349 <CE.3> Endocrinolog a (suero)</CE.3>
350 </OBX.3>
351 <OBX.5>5,74</OBX.5>
352 <OBX.6>
353 <CE.2>mU/L</CE.2>
354 </OBX.6>
355 <OBX.7>2,00 - 25,00</OBX.7>
356 <OBX.8>N</OBX.8>
357 <OBX.14>
358 <TS.1>20191122 </TS.1>
359 </OBX.14>
360 <OBX.16>
361 <XCN.1></XCN.1>
362 </OBX.16>
363 </OBX>
364 <NTE>
365 <NTE.3 />
366 </NTE>
367 </ORU_R01.OBSERVATION >
368 </ORU_R01.ORDER_OBSERVATION >
369 <ORU_R01.ORDER_OBSERVATION >
370 <ORC>
371 <ORC.1>XO</ORC.1>
372 <ORC.2>
373 <EI.1 />
374 </ORC.2>
375 <ORC.3>
376 <EI.1>Y5694768M </EI.1>
377 </ORC.3>
378 <ORC.5>A</ORC.5>
379 <ORC.9>
380 <TS.1>20191122095719 </TS.1>
381 </ORC.9>
382 </ORC>
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383 <OBR>
384 <OBR.1>37</OBR.1>
385 <OBR.2>
386 <EI.1>Y5694768M </EI.1>
387 </OBR.2>
388 <OBR.4>
389 <CE.1>LIFE</CE.1>
390 <CE.2>PERFIL LIFE</CE.2>
391 </OBR.4>
392 </OBR>
393 <FT1>
394 <FT.11>
395 <CP.1>
396 <MO.1 />
397 </CP.1>
398 </FT.11>
399 </FT1>
400 <ORU_R01.OBSERVATION >
401 <OBX>
402 <OBX.1>37</OBX.1>
403 <OBX.2>NM</OBX.2>
404 <OBX.3>
405 <CE.1>PCU</CE.1>
406 <CE.2> P r o t e n a C Reactiva en suero (Ultrasensible)

</CE.2>
407 <CE.3> I n m u n o l o g a </CE.3>
408 </OBX.3>
409 <OBX.5>0,50</OBX.5>
410 <OBX.6>
411 <CE.2>mg/L</CE.2>
412 </OBX.6>
413 <OBX.7>0,00 - 3,00</OBX.7>
414 <OBX.8>N</OBX.8>
415 <OBX.14>
416 <TS.1>20191126 </TS.1>
417 </OBX.14>
418 <OBX.16>
419 <XCN.1></XCN.1>
420 </OBX.16>
421 </OBX>
422 <NTE>
423 <NTE.3 />
424 </NTE>
425 </ORU_R01.OBSERVATION >
426 </ORU_R01.ORDER_OBSERVATION >
427 <ORU_R01.ORDER_OBSERVATION >
428 <ORC>
429 <ORC.1>XO</ORC.1>
430 <ORC.2>
431 <EI.1 />
432 </ORC.2>
433 <ORC.3>
434 <EI.1>Y5694768M </EI.1>
435 </ORC.3>
436 <ORC.5>A</ORC.5>
437 <ORC.9>
438 <TS.1>20191122095719 </TS.1>
439 </ORC.9>
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440 </ORC>
441 <OBR>
442 <OBR.1>38</OBR.1>
443 <OBR.2>
444 <EI.1>Y5694768M </EI.1>
445 </OBR.2>
446 <OBR.4>
447 <CE.1>LIFE</CE.1>
448 <CE.2>PERFIL LIFE</CE.2>
449 </OBR.4>
450 </OBR>
451 <FT1>
452 <FT.11>
453 <CP.1>
454 <MO.1 />
455 </CP.1>
456 </FT.11>
457 </FT1>
458 <ORU_R01.OBSERVATION >
459 <OBX>
460 <OBX.1>38</OBX.1>
461 <OBX.2>NM</OBX.2>
462 <OBX.3>
463 <CE.1>ZN</CE.1>
464 <CE.2>Zinc en suero </CE.2>
465 <CE.3> Monitorizaci n de F r m a c o s y T o x i c o l o g a </

CE.3>
466 </OBX.3>
467 <OBX.5>79</OBX.5>
468 <OBX.6>
469 <CE.2> g /dL</CE.2>
470 </OBX.6>
471 <OBX.7>60,00 - 120 ,00</OBX.7>
472 <OBX.8>N</OBX.8>
473 <OBX.14>
474 <TS.1>20191126 </TS.1>
475 </OBX.14>
476 <OBX.16>
477 <XCN.1></XCN.1>
478 </OBX.16>
479 </OBX>
480 <NTE>
481 <NTE.3 />
482 </NTE>
483 </ORU_R01.OBSERVATION >
484 </ORU_R01.ORDER_OBSERVATION >
485 </ORU_R01.PATIENT_RESULT >
486 </ORU_R01></ObtenerResultadosMuestraResult >
487 </ObtenerResultadosMuestraResponse >
488 </soap:Body>
489 </soap:Envelope >
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