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Abstract

Due to the growing popularity of video-based methods for physiological signal measurement, and taking into account the technological advancements of these type of devices, this work proposes a series of new novel methods to obtain the respiratory signal from a distance, based on video analysis. This thesis aims to improve the state of the art video methods for respiratory measurement, more specifically, by presenting methods that can be used to obtain respiratory variability or perform respiratory rhythm measurements. Moreover, this thesis also aims to present a new implementation of a time-frequency signal processing technique, to improve its computational efficiency when applied to the respiratory signals.

In this document a first approach to video-based methods for respiratory signal measurement is performed, to assert the feasibility of using a consumer-grade camera, not only to measure the mean respiratory rate or frequency, but to assert if this hardware could be used to acquire the raw respiratory signal and the respiratory rhythm as well. In this regard a new video-based method was introduced that measures the respiratory signal of a subject at a distance, with the aid of a custom pattern placed on the thorax of the subject.

Given the results from the first video-based method, a more broad approach was taken by comparing three different types of video hardware, with the aim to characterise if they could be used for respiratory signal acquisition and respiratory variability measurements. The comparative analysis was performed in terms of instantaneous frequency, as it allowed to characterise the methods in terms of respiratory variability and to compare them in the same terms with the reference method.

Subsequently, and due to the previous obtained results, a new method was proposed using a stereo depth camera with the aim to tackle the limitations of the previous study. The proposed method uses an hybrid architecture were the synchronized infrared frame and depth point-cloud from the same camera are acquired. The infrared frame is used to detect the movements of the subject inside the scene, and to recompute on demand a region of interest to obtain the respiratory signal from the depth point-cloud. Furthermore, in this study an opportunistic approach is taken in order to process all the obtained data, as it is also the aim of this study to verify if using a more realistic approach to respiratory signal analysis in real-life conditions, would influence the respiratory rhythm measurement.

Even though the depth camera method proved reliable in terms of respiratory rhythm measurement, the opportunistic approach relied on visual inspection of the obtained respiratory signal to properly define each piece. For this reason, a quality indicator had to be proposed that could
objectively identify whenever a respiratory signal contained errors. Furthermore, from the idea to characterise the movements of a subject, and by changing the measuring point from a frontal to a lateral perspective to avoid most of the occlusions, a new method based on obtaining the movement of the thoraco-abdominal region using dense optical flow was proposed. This method makes use of the phase of the optical flow to obtain the respiratory signal of the subject, while using the modulus to compute a quality index.

Finally, regarding the different signal processing methods used in this thesis to obtain the instantaneous frequency, there were none that could perform in real-time, making the analysis of the respiratory variability not possible in real-life systems where the signals have to be processed in a sample by sample basis. For this reason, as a final chapter a new implementation of the synchrosqueezing transform for time-frequency analysis in real-time is proposed, with the aim to provide a new tool for non-contact methods to obtain the variability of the respiratory signal in real-time.
Resum

A causa de la creixent popularitat en la mesura de senyals fisiològics amb mètodes de vídeo, i tenint en compte els avenços tecnològics d’aquests dispositius, aquesta tesi proposa una sèrie de nous mètodes per tal d’obtenir la respiració a distància mitjançant l’anàlisi de vídeo. Aquesta tesi té com a objectiu millorar l’estat de l’art referent a la mesura de senyal respiratòria mitjançant els mètodes que en ella es descriuen, així com presentar mètodes que puguin ser usats per obtenir la variabilitat o el ritme respiratori. A més, aquesta tesi té com a objectiu presentar una nova implementació d’un mètode de processat de senyal temps-freqüencial, per tal de millorar-ne l’eficiència computacional quant s’aplica a senyals respiratoris.

En aquest document, es realitza una primera aproximació a la mesura de senyal respiratòria mitjançant mètodes de vídeo per tal de verificar si és factible utilitzar una càmera de consum, no només per mesurar el senyal respiratori, sinó verificar si aquest tipus de hardware també pot ser emprat per obtenir el ritme respiratori. En aquest sentit, es presenta en aquest document un nou mètode d’adquisició de senyal respiratòria a distància basat en vídeo, el qual fa ús d’un patró ubicat al tòrax del subjecte per tal d’obtenir-ne la respiració.

Un cop obtinguts els resultats del primers resultats, s’han analitzat tres tipus diferents de càmeres, amb la finalitat de caracteritzar-ne la viabilitat d’obtenir el senyal respiratori i la seva variabilitat. L’estudi comparatiu s’ha realitzat en termes de freqüència instantània, donat que permet caracteritzar els mètodes en termes de variabilitat respiratòria i comparar-los, en les mateixes condicions, amb el mètode de referencia.

A continuació, s’ha presentat un nou mètode basat en una càmera de profunditat estèreo amb la finalitat de millorar i corregir les limitacions anteriors. El nou mètode proposat es basa en una arquitectura híbrida la qual utilitza els canals de vídeo infraroig i de profunditat de forma sincronitzada. El canal infraroig s’utilitza per detectar els moviments del subjecte dins l’escena i calcular, sota demanda, una regió d’interès que s’utilitza posteriorment en el canal de profunditat per extreure el senyal respiratori. A més a més, en aquest estudi s’ha utilitzat una aproximació oportunist a l’adquisició de senyal respiratori, donat que també és un dels objectius d’aquest estudi, verificar si el fet d’utilitzar una aproximació més realista en l’adquisició de senyal, pot influir en la mesura del ritme respiratori.

Tot i que el mètode anterior es mostra fiable en termes de mesura del ritme respiratori, la selecció oportunista del senyal necessita d’inspecció visual per tal de definir correctament cada fragment. Per aquest motiu, era necessari definir un índex de qualitat el qual permetés identificar...
de forma objectiva cada tram de senyal, així com detectar si el senyal conté errors. Partint de la idea de caracteritzar el moviment del subjecte de l’estudi anterior, i modificant el punt de mesura frontal cap a un de lateral per tal d’evitar oclusions, es proposa un nou mètode basat en l’obtenció del moviment toràcic-abdominal a partir del flux òptic del senyal de vídeo. Aquest mètode recupera el senyal respiratori del subjecte a partir de la fase del flux òptic, tot calculant un índex de qualitat a partir del mòdul.

Finalment, i tenint en compte els diferents mètodes de processat utilitzats en aquesta tesi per tal de obtenir la freqüència instantània, es pot apreciar que cap d’ells és capaç de funcionar en temps real, fent inviable l’anàlisi de la variabilitat respiratòria en sistemes reals amb processat mostra a mostra. Per aquest motiu, en el capítol final d’aquesta tesi, s’ha proposat una nova implementació de la transformació ”synchrosqueezing” per tal de realitzar l’anàlisi temporal-freqüencial en temps real, i proveir d’una nova eina per tal d’obtenir la variabilitat respiratòria en temps real, amb mètodes sense contacte.
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</tr>
<tr>
<td>IBV</td>
<td>Biomechanics Institute of Valencia</td>
</tr>
<tr>
<td>ICC</td>
<td>Intra-class correlation</td>
</tr>
<tr>
<td>ICNIRP</td>
<td>International Commission on Non-Ionizing Radiation Protection</td>
</tr>
<tr>
<td>IF</td>
<td>Instantaneous frequency</td>
</tr>
<tr>
<td>IFFT</td>
<td>Inverse fast fourier transform</td>
</tr>
<tr>
<td>IQR</td>
<td>Interquartile range</td>
</tr>
<tr>
<td>IR</td>
<td>Infrared</td>
</tr>
<tr>
<td>IRV</td>
<td>Inspiratory reserve volume</td>
</tr>
<tr>
<td>KLT</td>
<td>Kanadano-Lucas-Tomasi</td>
</tr>
<tr>
<td>LED</td>
<td>Light emitting diode</td>
</tr>
<tr>
<td>MAE</td>
<td>Mean absolute error</td>
</tr>
<tr>
<td>MAPE</td>
<td>Mean absolute percentage error</td>
</tr>
<tr>
<td>MEMS</td>
<td>Microelectromechanical systems</td>
</tr>
<tr>
<td>mHealth</td>
<td>Mobile health</td>
</tr>
<tr>
<td>MINECO</td>
<td>Ministerio de Economia, Industria y Competitividad</td>
</tr>
<tr>
<td>NCD</td>
<td>Non-communicable diseases</td>
</tr>
<tr>
<td>NIR</td>
<td>Near-infrared</td>
</tr>
<tr>
<td>ORB</td>
<td>Oriented FAST and Rotated Brief</td>
</tr>
<tr>
<td>PD</td>
<td>Photodiode</td>
</tr>
<tr>
<td>PPG</td>
<td>Photoplethysmography</td>
</tr>
<tr>
<td>PPV</td>
<td>Predictability of positive value</td>
</tr>
<tr>
<td>PSD</td>
<td>Power spectral density</td>
</tr>
<tr>
<td>RANSAC</td>
<td>Random Sample Consensus</td>
</tr>
<tr>
<td>RC</td>
<td>Respiratory cycle</td>
</tr>
<tr>
<td>RF</td>
<td>Radio frequency</td>
</tr>
<tr>
<td>RGB</td>
<td>Red-green-blue</td>
</tr>
<tr>
<td>RIIIV</td>
<td>Respiratory-induced intensity variation</td>
</tr>
<tr>
<td>RIP</td>
<td>Respiratory inductive plethysmograph</td>
</tr>
<tr>
<td>ROI</td>
<td>Region of interest</td>
</tr>
<tr>
<td>ROS</td>
<td>Robotic Operative System</td>
</tr>
<tr>
<td>Acronym</td>
<td>Definition</td>
</tr>
<tr>
<td>---------</td>
<td>------------</td>
</tr>
<tr>
<td>RR</td>
<td>Respiration to respiration</td>
</tr>
<tr>
<td>RSA</td>
<td>Respiratory sinus arrhythmia</td>
</tr>
<tr>
<td>RV</td>
<td>Residual volume</td>
</tr>
<tr>
<td>RX</td>
<td>Receive</td>
</tr>
<tr>
<td>SD</td>
<td>Standard deviation</td>
</tr>
<tr>
<td>SDE</td>
<td>Standard deviation of the error</td>
</tr>
<tr>
<td>SEN</td>
<td>Sensitivity</td>
</tr>
<tr>
<td>SIFT</td>
<td>Scale-Invariant Feature Transform</td>
</tr>
<tr>
<td>SST</td>
<td>Synchrosqueezing transform</td>
</tr>
<tr>
<td>TLC</td>
<td>Total lung capacity</td>
</tr>
<tr>
<td>TP</td>
<td>True positive</td>
</tr>
<tr>
<td>TV</td>
<td>Tidal volume</td>
</tr>
<tr>
<td>TX</td>
<td>Transmit</td>
</tr>
<tr>
<td>VC</td>
<td>Vital capacity</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction

The ability to measure physiological signals from the human body can be considered one of the most significant achievements of humanity in the last century [1]. Since the first electrocardiogram (ECG) invented by Dr Willem Einthoven in 1901 [2], nowadays measuring physiological signals has evolved in a way that has become an standard procedure in medicine. Moreover, the information that can be obtained from the different signals of the body has improved the diagnosis and treatment of multiple diseases, as well as allowed the measurement of other health related parameters that could not have been obtained otherwise [3]. As an example, by obtaining the heart rate variability, which is derived from the ECG, multiple heart diseases can be assessed [4], but also important, the stress levels of a subject can be objectively assessed as well [5].

Measuring these variables had been traditionally performed on ambulatory setups, or in a very controlled environments with dedicated or ad-hoc expensive hardware. Nowadays, due to the technical and technological improvements, an everyday increasing number of these physiological variables can be measured with mobile devices, making these measurements feasible without the need of specialised hardware, even in uncontrolled environments or during daily life activities [6, 7, 8].

As vital sign measurement is becoming more ubiquitous to society due to the proliferation of these technical and technological improvements, a new concept based on personal monitoring has emerged; mobile health (mHealth). mHealth encompasses a series of services, from health tele-monitoring to self-quantification, being this last one defined as monitoring and acquiring physiological variables by the means of mobile devices. In 2014 the European Commission reported [9] that mHealth solutions favouring self-measurement could potentially help in the detection and diagnosis of multiple non-communicable diseases (NCD) that otherwise would not have been detected, in a way, that this practices could play a crucial role in the health sector of the member states. Another survey performed in 2015 from the World Health Organization [10] regarding the adoption and implementation of mHealth on the European Union, reported that more than 46 % of the state members had already mHealth policies in place. By promoting mHealth among citizens, and the use of mHealth applications for self-monitoring, could potentially provide real-time and portable access to health care while promoting more healthy lifestyles and self-quantification.
Furthermore, the use of mobile devices and ad-hoc sensors to perform physiological measurements instead of expensive medical equipment, has experimented an exponential increment in the last decade [11, 7]. Moreover, with the growth of the aforementioned mHealth policies on the European Union, the need to develop and present new novel methods to obtain physiological variables with these type of devices will certainly present a challenge regarding the limitations of these devices, as most of them were not designed to measure vital signs. Furthermore, as the measurements will certainly not be performed in controlled environments, the acquisition systems based on mobile devices present new opportunities to researchers to tackle how the measurements have to be performed, and more importantly, how to assess the quality of the obtained signals. Nevertheless, not all the physiological variables are suitable to be obtained throughout these methods, for instance the signals that require specific interfaces, for example, encephalography which requires a certain type of electrodes distributed on a certain position around the head [12], as well as its signal conditioning circuits, may present a challenge if this signal was to be obtained via a mobile device.

Another limitation of these type of methods is the interaction with the user, for instance, on ambulatory setups the subject has clear constraints on how the measurement has to be performed while no interaction from the subject with the measuring device is needed. mHealth setups, on the other hand, and more specifically for those applications of mHealth involving self-quantification, the subject is the one responsible to perform the measurement with no necessary previous knowledge of how the measurement has to be performed, moreover, the subject has to interact with the device while the physiological signals are being acquired, which could lead to errors in the measurement or in worst case scenarios to a lack of adherence to self-quantification [13, 14]. Regarding this last limitation, other studies in the literature remark the use of unobtrusive methods for this same purpose, being those based on wearable devices that can communicate with the smartphone or computer to transmit the physiological data [15, 7]. Wearable devices are not exempt of limitations regarding usability, being the extended period of use the main issue of abandonment of these devices, as they can become uncomfortable to wear or even produce skin irritation if used during a prolonged period.

Recently, to solve the issues produced by the wearable sensors and mobile measurements, and due to the miniaturization and performance increase of the existing hardware, new techniques based on non-contact measurements have gained more popularity. Those techniques are based on sensing vital signs at a distance, relying on sensors and methods that allow for a measurement without the need of being in direct contact with the subject. Those methods are based on multiple technologies, being the most relevant the ones based on video and the ones based on Doppler radar [13, 8]. With these two methods the limitations regarding the subject interacting with the measurement devices, as well as some of the aforementioned limitations, are mitigated as the measurements can be performed at a distance without the need of the subject to be in direct contact with the sensor or the measuring device. Even though these methods have an advantage in this regard they also present some drawbacks, as an example, video-based methods could raise concerns about
the privacy of the subject, while radar-based methods could rise concerns about electromagnetic emissions and its impact on human health. Furthermore, there are only a few video-based methods on the literature that do not require any interaction with the subject [16], for example: selecting a region of interest or standing/seating in a concrete position.

One of the main limitations of these methods is the quality of the extracted signals, as the measurements are performed without contact, the physiological signals that can be obtained are limited. Moreover, the errors in the obtained signals have a strong dependence on the movements of the subject and other environmental factors such as lighting conditions or even vibrations [17, 18, 19, 20]. However, and even though the aforementioned limitations regarding the measurement quality and the user interaction, mHealth technologies and the use of non-medical hardware to perform physiological measurements has the potential to produce a huge benefit to society.

Regarding the different physiological variables that can be obtained from the human body, as an example, two types of signals can be drawn [12, 21]: the ones that can be obtained by measuring bio-potentials, and the ones that can be measured by the mechanical displacement of certain regions of the body. The first ones are produced by nervous and muscular tissue, and are transmitted to the skin via ionic exchanges between cells. The latter ones are produced by the mechanical movement of different muscles and organs inside the body. These two categories are not completely independent between each other, as an example, the heart rate can be either measured by sensing the electrical activity of the heart by the means of an electrocardiograph, and can also be obtained by sensing the movement of the chest produced at each heart beat by the means of a ballistocardiograph.

There are other signals that can only be measured either electrically or mechanically, being one example the encephalography signal which can only be obtained by measuring the biopotential changes at different regions of the head, which are related to the activity of the brain. Nevertheless, as the human body is a complex system, there are other physiological variables that can be directly obtained by measuring the mechanical changes, and be indirectly obtained by the modulation it produces onto other vital signs, as an example, the respiratory signal can be directly measured either by the displacement of the chest or by the volume of air that is being displaced, but as the lungs change the position of the heart whenever they inflate or deflate, the respiratory signal can also be obtained as a modulation of the ECG and pulse wave. For this reason, the respiratory signal has a special relevance as it is a physiological variable that can be easily obtained, even through the naked eye.

The respiratory signal has been traditionally used in medicine to assess different pathologies related to the respiratory system or different sleep disorders, not much attention has been paid to this signal from the area of biomedical research, as an example, there are hardly any specific algorithms for analysing this type of wave if compared with other biomedical signals such as the electrocardiogram. Nowadays, it has been demonstrated in the literature that the respiratory signal contains as much information about the physiology of the body [22] as other signals such as ECG or the pulse wave, making the study of this signal a current research topic. As stated by Tipton et al. [23] the frequency and amplitude of the respiratory signal can experiment changes whenever a subject is
presented with fear, pain or other physiological stressors such as hypoxia or hyperoxia. Another study by Nicoló et al. [24] showed the correlation between changes in frequency and amplitude of the respiratory signal whenever a person is performing a physical activity and how this changes are modulated by the type of exercise that is being performed. Finally, in the research group where this doctoral thesis has been developed, for years there has been a line of work for the detection and assessment of drowsiness at the wheel by the means of the analysis of the respiratory signal [25, 26]. One of the results of this line of research, was the proposition of a new method based on the variability of the respiratory signal in order to obtain an indicator of the drowsy state of the subject.

As of this day, the main problems of measuring respiration throughout non-contact methods is that the obtained signals cannot be used to detect instantaneous changes in neither the amplitude and/or frequency, with enough precision and accuracy so the aforementioned indicators and parameters, such as stress or drowsiness, could be correctly assessed. This poses as an opportunity to develop methods that are capable of having all the advantages of non-contact methods, while at the same time be able to measure the respiratory signal of the subject with enough accuracy and precision so this indicators could be extracted. On the other hand, the presented methods should also be able to overcome the limitations regarding the user interaction and usability. For example, by restricting the user interaction with the measurement setup and the measurement itself, favouring the repeatability of the measurements as the human error factor is greatly attenuated.

1.1 Objectives

Inspired by the prior statements about self-monitoring and physiological measurement, the aim and main objective of this thesis is develop new methods for non-contact unobtrusive monitoring of the respiration of the subject, ensuring that all the developed methods are capable to obtain signals with enough quality, to be used in the future to extract relevant physiological information from the respiratory signal.

Once the main challenge is achieved, the second main objective of this thesis is to adequate the proposed algorithms to comply with a series of constraints that truly allow unobtrusive monitoring, which includes real-time performance and ubiquitous measurements. Real-time performance is crucial as it provides the subject with near-instantaneous information regarding the obtained respiratory signal. On the other hand, ubiquitous measurements imply the ability to perform a measurement without the need of the subject to perform any specific action, as an example, select a region of interest or adopt a specific posture.

In order to comply with the two main objectives, a series of sub-objectives have been outlined:

1. Validate whereas a method based on a consumer video camera is suitable to extract the respiratory signal, and successfully develop a video-based method to obtain the respiratory signal of a subject.

2. Evaluate the respiratory signal obtained with different video-based methods, based on dif-
different hardware, to assess the accuracy and precision of the methods in terms of respiratory rhythm analysis.

3. Improve the proposed methods based on the findings of the previous objectives, regarding the differences in the used hardware and the limitations found.

4. Assess the viability of using an opportunistic approach in the measurement of the respiration based on the quality of the signal.

5. Improve the usability and ubiquity of the proposed methods, to allow a null user interaction while automatically assessing the quality of the obtained signals.

As a final sub-objective of this thesis, an optimization of the algorithms for respiratory signal analysis to perform in real-time has been proposed, so the signals obtained with the proposed methods can be analysed on-line while are being obtained.

1.2 Thesis Framework

This PhD thesis has been developed in the Electronic and Biomedical Instrumentation group, within the Department of Electronic Engineering from the Universitat Politècnica de Catalunya. The Electronic and Biomedical Instrumentation Group has been actively researching for more than 30 years in the field of biomedical engineering, and during the last year, some of the research has been focused on unobtrusive methods [27] and the assessment of healthy lifestyle habits [28].

This study was performed as a part of the MINECO project ”DESARROLLO DE METODOS DE MEDIDA DEL NIVEL DE ESFUERZO/RECUPERACION EN LA PRACTICA DE EJERCICIO FISICO, BASADOS EN LA ACTIVIDAD CARDIOVASCULAR, TEMPERATURA Y RESPIRACION” with reference DEP2015-68538-C2-2-R, and as part of the non-competitive project ”DETECCION DE SOMNOLENCIA EN CONDUCTORES” with reference C-10888. Both projects share as goal the obtention of physiological variables with unobtrusive methods, the first project with the aim of monitoring healthy lifestyle habits, while the second project is aimed to drowsiness detection in drivers. Nevertheless, both projects have benefited from the work performed in this thesis, as the methods presented can be used in both scenarios. Moreover part of the work described in this thesis has been patented under the title Respiratory Signal Extraction with patent number WO2018/121861.

Part of this thesis has been published and already submitted in recognized journals in the field of electronic engineering, biomedical engineering and instrumentation.

1.2.1 Structure

The present thesis is structured in 8 chapters including the introduction, which encompasses a thorough state of the art revision, the five fundamental chapters which conform this thesis, and finally, the conclusions and future work.
An state of the art overview is presented in Chapter 2, where different methods that can be used to obtain the respiratory signal are reviewed, as well as an introduction to the respiratory signal, its mechanics and the signal processing techniques that can be used to obtain relevant information from the raw respiratory signal.

Chapter 3 contains the first method proposed on this thesis to obtain the respiratory signal from a subject using an RGB camera. The method is based on capturing the thoraco-abdominal movements by the means of a custom pattern placed on the chest of the subject. The proposed method is designed to perform in real-time, with no interaction with the subject whatsoever. This method was crucial to the development of this thesis as it was the starting point and the first approach to non-contact video-based methods. This chapter fulfils the first objective of validating a consumer-grade camera method for respiratory extraction as well as the obtention of the respiratory signal of a subject.

Chapter 4 provides a comparison between non-contact video methods for respiratory signal measurement, fulfilling the second objective. This chapter focuses on how the respiratory signal obtained with three different methods under a controlled environment compare with the signal obtained with a reference method. Three different cameras are used to perform the analysis with three different respiratory signal extraction methods, being the one based on an RGB camera the one studied in chapter 3. A time-frequency analysis is also performed to assess the differences between the methods and the reference method. This chapter provides a better understanding of the limitations and advantages of each one of the used methods, as well as a first approach on respiratory rhythm measurement using time-frequency analysis. The results obtained in this chapter provided the basis for the next chapters of this thesis.

In Chapter 5 the development of an hybrid Depth-IR method to obtain the respiratory signal from the subject while seating, is presented. On the light of the findings in chapter 4 regarding the results of the Depth method, and as this type of camera presents some advantages in respect of the RGB camera, the method presented in chapter 5 has been designed to overcome the limitations present in the method proposed in chapter 3, thus fulfilling the third objective of this thesis. As the chapter 3 method relied on a pattern detection to properly work, this posed as a limitation on environments with light changing conditions or vibrations. On the other hand the method presented in chapter 4 as it relies on Depth point-cloud to obtain the respiratory signal, the lighting limitations were not as severe. For this reasons, and also in fulfilment of the first two objectives, a method based on depth point-cloud and IR video was presented. The method presented in this chapter was designed to function in low-light environments and in light changing conditions. In fulfilment of the fourth objective of this thesis, the hypothesis of obtaining the respiratory signal in an opportunistic approach has been assessed and validated in this study.
Chapter 6 presents the culmination of the learnings and findings from the three previous chapters as well as achieving the fifth objective of this thesis, where the limitations of the previous methods regarding the position of the subject and the need to detect either a pattern or the face of the subject are corrected. The proposed method in chapter 5 was conceived based on the depth-IR method findings, as it makes use of the same type of algorithm that is used in chapter 5 to detect the subjects movement. Even though in the presented chapter an RGB camera is used, an IR camera could be used as well as the method does not require any specific camera hardware. The novelty of the proposed method lies on obtaining the respiratory signal of the subject while at the same time obtaining a quality indicator in real-time. Moreover, as the measuring point is located at the side of the subject and no region of interest is needed for the method to work, the null user interaction is achieved.

Chapter 7 presents a novel implementation of the Synchrosqueezing transform method. This chapter is relevant to this thesis as it provides with the necessary tools to extract relevant information from the respiratory signal in real-time, while on the other hand providing a tool to evaluate all the signals extracted from the aforementioned methods. This final chapter attain the final objective of this thesis, by providing a real-time evaluation tool to process the respiratory signal.

Finally, Chapter 8 presents the general discussions and conclusions of this thesis.

1.3 List of Journal Articles

List of journal articles derived from this thesis:

The first journal article is entitled "Comparison of video-based methods for respiration rhythm measurement." [29], and it is derived from chapter 4.

The second journal article is entitled "Non-contact Infrared-Depth Camera-based Method for Respiratory Rhythm Measurement While Driving." [30], and it is derived from chapter 5.

The third journal article is entitled "Camera-Based Method for Respiratory Rhythm Extraction From a Lateral Perspective." [31], and it is derived from chapter 6.

Chapter 3 has been submitted as an article to the Biomedical Signal and Processing Control Journal.
Chapter 2

State of the Art

This chapter presents a brief introduction, description and the nowadays knowledge of the fundamental concepts, methods and methodologies that have been used by the author to elaborate this thesis.

2.1 Breathing

Breathing is the mechanical process by which the air moves in and out of the lungs. The purpose of breathing is to allow intake of fresh air, where oxygen ($O_2$) and carbon dioxide ($CO_2$) are exchanged, and allows its posterior release to the atmosphere. The act of inspiration (inhaling air) is produced due to the contraction of the muscles in the chest, where the fibres of the diaphragm muscle shorten, which translates into a piston-like movement that pulls the lungs down, while at the same time the external intercostal muscles contract, expanding the thoracic cage which enlarges the thoracic cavity, hence producing a negative pressure (relative to the atmospheric pressure) that favours a flow of air (Boyle’s Law) into the lungs/alveoli. On the other hand, expiration (exhaling air), is produced by the thoracic muscles (diaphragm and external intercostal muscles) relaxation, which will return to its initial state thus reducing the volume of the chest cavity, producing a positive pressure which favours the release to the atmosphere of the air inhaled during the inspiratory process [12].

Even though the muscles in the thoracic cage (intercostal muscles and diaphragm) are the main responsible of the expansion and contraction of the upper torso, there are studies in the literature [32, 33] that show that there are other factors that contribute to the chest wall mechanics, being one of them the abdominal movement. In [32] the movements of the thoracic cage and abdomen are measured separately while breathing demonstrating that the respiratory movement has at least two degrees of freedom, where the volume change due to the abdominal muscle contraction and expansion play a key role in the act of breathing. The study presented in [34], also demonstrated that the abdominal muscles have an important role to prevent rib cage distortion while breathing during exercise.
The combined effort of the thoracic and abdominal muscles \cite{32, 33}, along with multiple external factors, influence the amount of air that enters the lungs. To characterize and define the volume of air that is being displaced in and out of the lungs in each breath, the following definitions have been taken into account \cite{12, 35, 36}:

- **Total lung capacity (TLC):** is the maximum air volume that can be inhaled into the lungs.

- **Vital capacity (VC):** is the maximum volume of air that can be exhaled after a deep breath (when the maximum air volume has been inhaled). This value strongly depends on the subject and it is strictly related with age and gender.

- **Residual volume (RV):** is the minimum volume of air that remains in the lungs after a long expiration. The residual volume also depends on the subject and it is also related with age and gender.

- **Tidal volume (TV):** is the average volume of air expired and inspired at each breath. This value is related to normal breathing function and it occurs spontaneously. Tidal volume variability is related to different physiological processes, as an example: the tidal volume will not be the same if the subject is at rest versus performing physical activity.

- **Inspiratory reserve volume (IRV):** is the extra volume of inspired air over the Tidal Volume level when performing a deep breath (forced inspiration).

- **Expiration reserve volume (ERV):** is the maximum volume of expired air when exhaling, normally by performing a forced expiration.

Figure 2.1 contains a representation of the different parameters related to breath volume.

![Figure 2.1: Lung volume versus time and its parameters, representation by Kapwatt under CC BY-SA 3.0 (https://commons.wikimedia.org/w/index.php?curid=74891988).](https://commons.wikimedia.org/w/index.php?curid=74891988)
Tidal volume (TV) has a special relevance to this thesis, as it is the magnitude that will be measured, with different methods, throughout the presented work. The importance of the TV is that its temporal evolution and variability contains information about the subject and its activity, for example: if the subject is performing a physical activity or even if the subject is talking [37, 24].

Breathing not only consists on inhaling and exhaling air, the rate at which the air is breathed also contributes to the normal behaviour of the respiratory system. The normal respiratory rate of a healthy adult could vary between 14 to 20 breaths per minute at rest [38], being the rate at which inspiration and expiration occurs an involuntary reflex regulated at the medulla in order to maintain the homeostasis between $O_2$ and $CO_2$ at the alveoli. This respiratory rate is not completely regular as it can change due to external factors such as: speech, exercise, walking, stress or even environmental changes. Respiratory rate can also be voluntarily forced by the subject to maintain (hyperapnoea) or to exhale (apnoea) all the air from the lungs [39, 23, 40].

2.1.1 Respiratory Signal

The respiratory signal is the time series obtained by continuously measuring the breath of a subject (tidal volume). The respiratory signal is conformed by breathing cycles, and it can be conceptualized as the temporal evolution of the tidal volume. Each breathing cycle comprises a combination of inspiratory and expiratory movements, whereas the proportion between inspiration and expiration is not constant. As the breath of a subject is not constant [41], neither will be the respiratory signal.

![Normalized Respiratory Signal](image)

Figure 2.2: Normalized Respiratory Signal from a reference method and its PSD of unconstrained breathing (free breathing).

Figure 2.2 depicts an example of a normalized respiratory signal, obtained with a thoracic inductive plethysmograph, and its power spectral density (PSD). As it is seen in Figure 2.2b the average density in the power spectrum is comprised between 0.18 Hz and 0.27 Hz, with a peak frequency of 0.24 Hz, which can be converted to 14.4 breaths per minute. Note that the peak frequency is within the range of 14 to 20 breaths per minute at rest [38] as stated in the literature. The PSD bandwidth is due to the variability of the respiratory signal. This variability occurs naturally as it is directly related to the tidal volume, hence the frequency of each respiratory cycle.
can increase or decrease depending on the situation or environment \cite{39, 42} thus producing a certain bandwidth on the PSD.

In order to characterise the respiratory signal in terms of rate and frequency, the time period of each respiratory cycle is obtained. A respiration cycle, as defined previously, is the time that takes to perform a whole breath (inspiration and expiration). In order to obtain the duration of each cycle, and taking into account the tidal volume and its morphology, the time between positive slopes of two consecutive breaths is computed. Figure 2.3 depicts the process by which the breathing cycles are extracted. The respiratory cycle series, which is composed by the concatenation of the time between consecutive breaths, is also shown in Figure 2.3.

![Respiratory Signal and Breathing Cycles](image)

**Figure 2.3**: Respiratory signal (Figure 2.2a) with the detected Breathing Cycles and threshold, and the representation of the duration of the respiratory cycle signal.

Studies involving the respiratory signal have been traditionally performed to assess sleeping disorders such as sleep apnoea or related to cardiovascular diseases \cite{43, 22, 44, 45}. Nowadays the analysis of this signal has exceeded the medical practice \cite{40} to reach new fields of study such as: drowsiness detection \cite{26} or even to assess the contribution of the respiratory rate to concentration on meditation practice \cite{46}.

### 2.2 Overview on Contact Methods

In this section a subset of technologies to acquire the respiratory signal based on contact methods are reviewed. These kind of methods consist on transducers or sensors that are placed in direct contact with the body of the subject, an example of those comprise: electrodes, thermistors, inductive bands or even turbines and optical fibres. The aim of these sensors is to obtain through different physical properties of the body (electrocardiogram modulation, change in temperature at the nostril...) the respiratory signal of the subject. The methods that make use of these type of transducers can be categorized in two groups: obtrusive and unobtrusive, regarding the type and
location of the sensor within the body of the subject, and the level of perturbation caused by the sensor on the daily life of the subject.

2.2.1 Obtrusive Methods

Obtrusive methods are defined as those that impede the normal behaviour of the subject while performing a measurement, whereas the location of the sensor or the sensor itself are the cause.

Airflow-derived Respiration

The first methods that were used to obtain the respiratory signal were based on quantifying the amount of air that goes in and out of the lungs, an example of these methods comprise: neumotachographs, body plethysmographs, hot wire anemometers or turbine-based flowmeters among others.

As there are plenty of methods to acquire airflow-derived respiration, only the neumotachograph is going to be described in detail. Historically this is one of the most relevant methods, while nowadays it is typically used as a reference to validate new methodologies in ambulatory setups. Other methods like hot wire anemometers or turbine-based flowmeter will also be briefly described as they present the current state of the art on these type of devices.

Pneumotachograph

Pneumotachograph derives from the word pneumo and tacho, which mean lungs and speed respectively in Greek. This method is based on quantifying the amount of displaced air (volume) that goes in and out of the lungs [35]. To perform this measurement, a Pneumotachograph is composed by a cavity in which the air flows and a membrane (or a fine mesh) dividing the cavity to produce a resistance to the flow of air, inducing a difference of pressure between the two halves proportional to the flow. This membrane can be of two types: Fleisch were the resistance in the airflow is produced by capillary tubes [47] and Lilly which consists on a fine wire mesh [48]. The width of the orifices within the mesh or the capillary, determine the sensitivity (proportional to the airflow resistance) of the Pneumotachograph. Figure 2.4 shows an schematic drawing of a Pneumotachograph and the two types of membrane Fleisch: 2.4b and Lilly: 2.4c.

The difference in pressure between the two halves of the cavity can then be measured by two pressure transducers (one for each halve), or a differential pressure sensor, to obtain the amount of air that flows within the cavity. The difference in pressure inside the two cavities is due to the Venturi effect, being the difference in pressure proportional to the square of the flow of air. Pneumotachographs can differentiate between inhaled and exhaled air since the flow of air is bidirectional, but this also poses an inconvenient as the exhaled air does not have the same chemical composition, temperature and humidity as the inhaled air. The difference between inhaled and exhaled air can produce a change in the baseline over time and also produce sensitivity changes if the sensor is not compensated for these effects [35].
This method is normally used in medical practice to perform ambulatory measurements of the respiratory flow in both adults and infants. Another use of this type of device is to monitor artificial breathers or embedded into medical devices. For research purposes it is also used as a reference method to assess new techniques to obtain the respiratory signal [49].

Other Methods

Turbine flowmeters (Figure 2.5a) are devices that consist on a turbine inside a cannula that is usually placed at the end of a mouth piece. The turbine can freely rotate in both directions with the flow of air [50], with the rotation speed of the turbine inside the cannula being proportional to the flow of air that goes through. The direction of the rotation can also indicate if the air is being inhaled or exhaled. This type of devices have a linear response to the flow of air, if the flow increases the rotation of the turbine increases as well. As the flow of air is quantified by a mechanical movement, this devices are robust to temperature and humidity changes within the range of the breathed air. Turbine flowmeters can be found in certified spirometers used in medical practice, moreover, new designs have been presented with MEMS components [51] making this type of device ideal to integrate in portable spirometers.

---

Figure 2.4: a) Schematic drawing of a Pneumotachograph, with two types of membranes: b) Fleisch and c) Lilly

Figure 2.5: a) Schematic drawing of a Turbine flowmeter and b) Hot-wire anemometer
Hot-wire anemometers (Figure 2.5b) are made with one or more heated wire inside a tube that can exchange heat with the flow of air. The amount of flow inside the tube is measured by sensing the current that goes through the wires: as more flow of air passes through the tube the wires get colder, thus changing the resistivity proportional to the temperature change, hence the current that flows through the wires will also change [52, 53]. This type of sensors present a non-linear response to the flow of air (small changes in the air flow produce a significant variation on the current that flows through the wire), and a flat frequency response, making them ideal for acquiring the respiratory signal on infants [54]. One downside of this type of sensor is that humidity and moisture changes can affect the accuracy of the sensor if not compensated correctly [55]. Nevertheless, both the Turbine flowmeter and the Hot-wire Anemometer are used as a gold standard to validate other methods to obtain the respiratory signal, and are usually integrated, as a reference monitor, in artificial respirators and other medical devices.

Although the Pneumotachograph, Turbine flowmeter and the Hot-wire Anemometer are widely used in medical environments or for the validation of other systems, one of the main drawbacks of these type of devices is the presence of a collector in order to acquire all the inhaled and exhaled air. As this collector is placed on the face of the subject it can alter the way the subject breaths [56]. This collector can be a face mask that covers the whole nose and mouth region, or it can also be a mouth piece where a clip needs to be placed on the nose of the subject. Either way the collector alters the way of normal breathing and perturbs the normal behaviour of the subject during the measurements.

**ECG-derived Respiration**

The electrocardiogram (ECG) is the measurement on the surface of the body of the electrical activity of the heart induced by action potentials produced by the sinoatrial node (sinus node) [21] during each heart beat. These action potentials induce ionic currents that are measured through the skin of the subject by the means of transducers called electrodes. In order to obtain the ECG wave, two or more electrodes must be placed on the skin to obtain the difference in voltage over time between at least two of the selected locations [21], hence obtaining the ECG wave. In Figure 2.6 a classical ECG wave is depicted, composed by the P, QRS complex and T waves.

![Figure 2.6: ECG with P, QRS and T waves. Public Domain image extracted from: https://commons.wikimedia.org/wiki/File:SinusRhythmLabels.svg](https://commons.wikimedia.org/wiki/File:SinusRhythmLabels.svg)
Breathing affects the ECG wave as a modulation of the signal, an example of these modulations are depicted in Figure 2.7. These modulations can appear as baseline wandering (BW), amplitude modulation (AM) and frequency modulation (FM). Each one of these effects is produced by a different physiological process: the BW and AM are produced by the changes in the electrical vector of the heart relative to the electrodes produced by the muscle activity involved in breathing [57], thus producing a baseline shift in the ECG wave and an AM modulation to the ECG. The FM modulation, on the other hand, is produced by the respiratory sinus arrhythmia (RSA), which is caused by the acceleration and deceleration of the heart beat due to the inhalation and exhalation movements [58, 59]. It has been extensively demonstrated in the bibliography that these modulations can appear with different strengths or magnitudes depending on the subject, as the physiological process that produce them may not be present or dampened. As an example, the age of the subject has a direct influence on the FM modulation, as the RSA and chest wall expansion both diminish with age [60]. Figure 2.7 shows the three aforementioned modulations.

![Figure 2.7: Effects of the respiratory signals in an ECG wave. Figures modified by the author, adapted from Charlton et. al. [60] (CC BY-NC 4.0: http://creativecommons.org/licenses/by-nc/4.0/).](image)

The respiratory signal is obtained from these modulations as it is depicted in Figure 2.7 using the following signal processing techniques: the BW is obtained by tracking the position (baseline) of the R peak of the QRS complex, the respiratory signal derived from the AM modulation is acquired by tracking the amplitude changes of the R peak in the QRS complex, and finally the respiratory information from the FM modulation is retrieved by computing the spectrum of the ECG signal or by computing the time difference between R peaks in the QRS complex [61, 62]. In this latter modulation, the mean respiratory frequency is contained in the maximum peak of the spectrum within the low frequency range (being the peak centred around 0.23 Hz to 0.33 Hz in average [38]).

Nowadays multiple novel algorithms to extract respiration from ECG have been presented [63, 64, 65, 66] with a wide variety of signal processing techniques. Although the novelty of the methods, one major issue still remain; the ECG acquisition itself. The ECG signal can only be obtained using electrodes in direct contact with the skin, which makes these methods not suitable for daily use, or even to perform respiratory signal measurements in environments different from
a medical centre or a controlled setup. Moreover, most of these methods use subjects in a lying position or seated, hence not taking into account the errors produced by the movements of the subject into the respiratory signal.

**Thermal-derived Respiration**

When air is inhaled from the mouth or the nose, the air is heated while travelling through the trachea to the lungs, and after the $O_2$ and $CO_2$ exchange has been produced, this heated air is exhaled. At the same time at the mouth or nose region, while the air is being inhaled, the difference in pressure produces a drop in temperature, and while the air is exhaled, the temperature rises as more heated air from the lungs is pushed out. The temperature of the inhaled/exhaled air ranges from $30.2 \pm 1.7^\circ C$ to $32.5 \pm 1.1^\circ C$ being the room temperature $25^\circ C$ [67]. The lowest temperature at the mouth/nostrils occurs at the end of the inspiration while the highest occurs at the end of the expiration.

These temperature changes are proportional to the amount of inhaled/exhaled air hence proportional to the breathing. For this reason, measuring the changes in temperature at the nostril has been proven a valid method to obtain the respiratory signal of a subject [68, 69, 70]. Figure 2.8 depicts how the temperature at the nostrils is measured using a thermal sensor.

![Figure 2.8: Schematic drawing of a thermal sensor under the nose.](image)

Different type of sensors can be used to measure the temperature changes in the mouth/nostril area, two examples of these sensors are thermistors and thermocouples.

Thermistors, in one hand, are temperature dependant resistors that when heated its resistance will change in function of the applied temperature. Commercial thermistors are small, easy to integrate, do not require complex electronics to interface and present a high sensitivity within the range of the thermal changes of the breathing.

An inconvenient of this type of sensor is that presents a high response time, directly related with the sensor size, which may be a problem in order to detect rapid breathing changes or even to obtain the respiratory signal in real-life situations where the breathing is not constant (during exercise or in stressful situations). Nevertheless, this last limitation can be overcome if the sensor is sufficiently small.
On the other hand, thermocouples produce a voltage as a result of the Seebeck effect (thermoelectric effect). This type of sensor is made as the result of the union of two different metals, whereas a temperature change in this junction produces a voltage between the two conductors. This type of sensor is commercially available with different types of junction materials, and each material combination has different properties that confer them unique characteristics to be used in a certain setup. Moreover, small commercial thermocouples are available, where the accuracy is good enough to measure respiration, and furthermore, its response time is faster than thermistors. The disadvantages of this specific type of sensor are that the thermocouple will present different mechanical properties like corrosion or humidity depending on the materials of the junction, which will lower the sensitivity and also have an impact to the cost of the sensor. The most important disadvantage if compared to the thermistor, is the need of more complex electronics to interface with the sensor and with its encapsulation.

Although thermal-derived respiration (using thermistors or thermocouples) has been typically used as a gold standard to validate other respiratory acquisition techniques given their relative low-cost and ease-of-use [71, 72], no newer methods appear to be recently published based on this technique. On the contrary, new methods based on thermographic cameras have been gaining popularity in the recent years, where the thermal changes at the nostrils are measured using this type of sensors [73].

2.2.2 Unobtrusive Methods

Unobtrusive methods are defined as those used to perform measurements without affecting or impeding the normal behaviour of the subject. The unobtrusive nature of the sensor does not depend on the location or on the sensor itself, but on the ease of use and that they usually do not require any interaction/preparation from the subject whatsoever.

Photoplethysmography

PPG is a method that measures volume variation of a tissue (plethysmogram) via an optical method. One example of signal that can be obtained with this method is the pulse wave of the heart. This signal can be obtained by measuring the variation in the light absorption of different tissues when perfused with blood, where an increase in blood volume produces an increased absorption of light due to a proportional increase in the optical path [74]. The Beer-Lambert law (Equation 2.1) describes how the emitted light is being absorbed in a non-scattering medium, in presence of a substance and proportional to the optical path [75].

\[
\log_{10}\left(\frac{I_0}{I}\right) = \sum \epsilon_i C_i d_i
\]  

(2.1)

Where \( I_0 \) represents the incident light on the sample, \( I \) is the exiting intensity and the summation represents the contribution of all the substances (tissue, blood...) present in the sample. \( \epsilon_i \)
represents the extinction coefficient (absorption) of each substance, \( C_i \) represents the concentration of each substance in the sample and finally \( d_i \) represents the contribution to the path length for each substance.

In order to obtain the PPG wave an light emitting diode (LED), red (660 nm) or near infrared (880 nm to 940 nm), must be placed near the skin [74]. There are two combinations of LED and photodiode (PD) that are typically used to obtain the variation in absorbed light: the first one is an LED and a PD placed side by side (reflection) and in contact with the measured tissue, while in the second configuration the photodiode is placed at the opposite side of the LED with the measured tissue in between. Figure 2.9 shows both possible configurations of a PPG sensor. Typically this type of sensor is placed at the tip of the finger, although other body locations such as the ear lobe have been traditionally used [76].

![Figure 2.9: Schematic drawing of the possible combinations of LED and PD. a) Represents the reflection configuration and b) represents the transmission configuration.](image)

The PPG wave is produced by the pressure wave that propagates through the cardiovascular system after each heart beat, where the blood flows through the principal arteries (aorta artery) to the peripheral arteries (distal artery) [76]. The morphology of the PPG wave can be affected by multiple factors such as the diameter and vasodilation of the arteries, blood pressure and changes due to the age of the subject [77]. Figure 2.10 contains a representation of the PPG signal, in this figure the rising flank produced by the incoming blood pressure wave is appreciated, as well as the dicrotic notch produced by the closure of the aortic valve.

![Figure 2.10: Morphology of the PPG wave](image)
There are other physiological processes and properties that affect the PPG wave, these are translated into pulsatile and non-pulsatile variations on the signal. The non-pulsatile contributions are related to the light abortion of the tissue surrounding the blood vessels (bone, skin...), whereas the pulsatile components are related to the changes in the cardiovascular system (systole and diastole) and the respiratory system [78]. Another contributing factor to the pulsatile component, that is strongly related to the respiratory system, and more relevant for certain wavelengths, is the light absorption depending on the amount of haemoglobin in the blood. As more haemoglobin is present in the blood, certain wavelengths will be more absorbed and as a result the measured signal (for those wavelengths) will vary in amplitude [79, 80].

Breathing affects the PPG wave in the same way it affects the ECG wave, also presenting three distinctive types of modulation due to breathing: BW, AM and FM [61]. Although the modulations are the same, the physiological process associated to the modulations are fundamentally different in the case of BW and AM. BW is produced by the changes in the blood perfusion of the tissue as a result of the variation in the intrathoracic pressure transmitted through the arterial tree, this effect is due to the blood exchange between the pulmonary circulation and the systemic circulation. BW modulation can also be found in the literature referred as respiratory-induced intensity variation (RIIV) [80]. The AM modulation is also produced by the reduction of volume during inhalation due to changes in the intrathoracic pressure, hence reducing the amplitude of the signal. FM modulation is produced by the same physiological effect that produced the FM modulation in the ECG wave, the respiratory sinus arrhythmia [61, 80]. Figure 2.11 represent the different respiratory modulations on the PPG signal.

![Figure 2.11: Different respiratory signal modulations on the PPG wave. Figures modified by the author, adapted from Charlton et. al. [60] (CC BY-NC 4.0: http://creativecommons.org/licenses/by-nc/4.0/).](image)

The respiratory signal from the modulations present in the PPG wave (Figure 2.11) are obtained as follows: for the BW the respiratory signal is obtained by tracking the position of a given fiducial point (minimum, maximum...) at each heartbeat, for the AM modulation the respiratory signal is acquired by tracking the amplitude changes between the maxima and the minima of the PPG wave, finally the respiratory signal from the FM modulation is obtained by computing the time difference between consecutive peaks of the PPG wave.
Nowadays multiple algorithms using a wide variety of signal processing techniques can be found in the literature [61, 80, 79, 81, 82], which describe how to obtain the respiratory signal, with more novel and reliable approaches, from the PPG wave. Moreover, due to the last decade growth in the smartphone industry, nowadays it is possible to obtain the PPG signal using the camera of the smartphone instead of using specialised equipment, or even using wearable devices such as smartwatches, making the measurement of the PPG feasible for everyone.

As a limitation of this method to obtain the respiratory signal, and because the PPG wave strongly depends on the subject [77], the acquisition of the respiratory signal through this method may contain errors depending on the age of the subject, as some of the modulations may not be present or with low variability. Although the latter limitation can introduce difficulties in the acquisition of the respiratory signal, it does not render the method unusable. The most important limitations of this method are lighting changes and body motions. As the method is affected by the surrounding light (mostly artificial light) [76], this poses as a serious issue as it can compromise the measurement. Motion artefacts on the other hand, and given that the most common measurement point is the finger, any motion of the hand can change the optical path hence changing the baseline of the PPG wave. This two limitations can render the measurement of the respiratory signal through PPG unusable, as the respiration is obtained from secondary parameters of the PPG signal (modulations), if the signal is contaminated by motion noise or with parasitic components due to external light, and although the PPG wave may still be valid, the respiratory signal may not be retrieved successfully.

Respiratory Effort

The act of breathing involves many physiological processes in order to let air in and out of the lungs, one of this processes consists on contracting and relaxing the inspiratory muscles (diaphragm, intercostal, abdominal muscles...). This contraction and relaxation produce a mechanical change (crucial to the act of breathing) in the thoracic cage [32] that can be measured by the means of a plethysmograph around the thorax [12, 83].

The advantage of using this type of sensors is that no previous conditioning or preparation of the subject is needed in order to acquire the respiratory signal. As these devices do not require direct contact with the skin of the subject, or any particular preparation whatsoever, they can be worn at any time, making these type of sensors specially useful in situations where the subject needs to perform different tasks, or behave normally, while being monitored.

Multiple sensors have been presented to measure the cross sectional area of the chest (volume changes) during respiration. The typical implementations found in commercial devices are: resistive (Figure 2.12a), piezoelectric (Figure 2.12b) and inductive (Figure 2.12c) plethysmographs. All three devices have in common that use a chest strap around the thorax of the subject, but the means to acquire the respiratory signal is fundamentally different for each case.
Resistive and Piezoelectric Plethysmograph

Resistive plethysmographs are usually build with a resistive strain gauge attached to a semi-elastic chest strap. A strain gauge is a type of transducer used to measure changes in the length of an object as a result of the force applied to it. These type of transducers change its electrical properties (resistivity) proportionally to the fractional change in its length (strain) [12].

The working principle of a resistive plethysmograph, is that the strain gauge within the sensor changes its resistivity in function of the change in volume of the thoracic cage, hence proportional to the tidal volume [32]. A simple case of how this type of sensor works is illustrated in the following example: as the thoracic cage expands (inhaling) the mechanical strain in the gauge increases which produces a proportional increase in its impedance, when the thoracic cage returns to its resting state (exhaling) the mechanical strain decreases as well as the gauge impedance. By measuring the electrical resistance of the gauge, by the means of simple electronics, the respiratory signal is obtained.

Other type of transducers have been presented that take advantage of the displacement of the thorax (strain) to obtain the respiratory signal. Piezoelectric devices are known to produce a voltage difference when strain is applied to them [84], using the same principle of strain increase and decrease proportional to the respiration, and with simple electronics to acquire the voltage difference at the piezoelectric transducer, the respiratory signal is extracted.

Although there are commercial products available to perform respiratory measurements using resistive plethysmographs, their use is limited to educational purposes and they are not commonly used in research studies: one possible explanation to this fact is that these type of transducers suffer from motion artifacts, which means that any involuntary movement of the subject will have a negative impact on the acquired signal. This makes these type of sensors not useful in environments where the subject has to perform different tasks or even when the subject is lying on a bed. Other type of issues related to these type of sensors include the linearity of the relationship between strain and impedance/voltage at the output, which is crucial to obtain an undistorted respiratory signal. One example of strain gauge transducer is the SS5LB [85] sensor from Biopac Systems™.
Another example of commercial system is the 1370-Kit from SleepSense™ which incorporates a piezoelectric transducer [86].

**Inductive Plethysmograph**

Inductive Plethysmograph uses a coil that encircles the thoracic cage woven in an "S" or zig-zag pattern along the strap, an example of this type of strap is depicted in Figure 2.12c. By measuring the changes in the inductance of the coil, due to the change in volume of the thorax (cross-sectional area) [32], the respiratory signal is obtained. A typical method to measure the changes in an inductance is to form an $LC$ resonator circuit that oscillates at the frequency given by Equation 2.2. The respiratory signal is extracted by tracking the frequency changes (traditionally with a Phase Lock Loop) of the $LC$ resonator circuit. Other implementations can also be found in the literature [87], but the same inductance change due to the displacement of the thorax still applies.

$$f_i = \frac{1}{2\pi} \sqrt{\frac{1}{L_i C}} \quad (2.2)$$

Where $f$ is the resonant frequency, $C$ is the total capacitance (cable and resonant capacitance) and $L_i$ is the instantaneous inductance of the coil.

Respiratory inductive plethysmograph has been considered an alternative to pneumotachographs when measuring tidal volume (with a previous calibration [88, 89]). Also, this method has been widely used as an unobtrusive method to acquire the tidal volume of the subject without the need to use a face mask [90, 91, 92] or a mouth piece. Moreover, several studies have demonstrated that this method is suitable to be used as a gold standard (reference method) to acquire the respiratory signal in environments where the pneumotachograph, or other obtrusive methods, can not be used [37, 93].

One of the advantages of this method, is that it does not have the issues of the resistive or piezoelectric plethysmography, thus making it robust to postural changes and even, to a certain point, to motion artefacts [93]. This method also presents more accuracy when measuring the respiratory signal than the two aforementioned methods, as the measurement of the inductance (through its resonator circuit) can be performed with better accuracy, while being more robust against motion artefacts.

In this thesis the inductive plethysmograph (RespiBand from BioSignalsPlux™ [94]) has been used as a reference method to validate all the presented methods.

### 2.3 Overview on Non-Contact Methods

In this section an overview of the recent developments on non-contact methods to acquire the respiratory signal will be performed. These kind of methods consist on devices that can measure at a distance (without contact), either with electromagnetic waves or by light, the physiological
variables of the body. As they are more relevant to this thesis, only the methods to obtain the respiration of the subject will be reviewed.

The methods that will be outlined in this section fall in two categories, depending on the means used in order to measure the physiological variables: electromagnetic waves (radar) or light/image variations (video methods). The later can also be divided into three categories given the technology that they use: video, depth or thermographic cameras.

2.3.1 Doppler Radar

Doppler radar can be used to detect human vital signs such as heart beat or respiration, the way a Doppler radar works is by transmitting a continuous wave (CW) to a target (human body). Once it hits the target, part of the wave will be reflected and the other part will be scattered throughout the target. The reflected signal is then received and demodulated to extract the variations in distance between the emitter and the target [95]. The physiological principle which allows a radar to be used to extract physiological information from the body is the following: if the body of the subject is still (which means there is no movement relative to the radar), the movements of the thoracic cage will be proportional to two factors: the mechanical activity of the heart and the displacement produced by the respiration [32]. The movements produced by the mechanical changes in the body, due to the heart and respiration, are tracked by computing the distance between the target and the system by the means of the Doppler effect.

![Schematic drawing of a radar configuration used to acquire physiological variables.](image)

In Figure 2.13 a classical implementation of a Doppler radar is depicted. The typical architecture uses two antennas, one to transmit (TX) the signal to the target and one to receive (RX) the bounced signal from the target. There is an alternate configuration that uses a single antenna and a duplexer circuit to share the TX and RX channels [96, 19]. This last configuration is less used as it suffers from a problem called null detection, which cause the fading of certain harmonics (odd-order) and the strengthening of others (even-order), as this effect also affects the fundamental harmonics [97, 98] it becomes a problem when acquiring physiological variables. For this reason the typical implementation used to acquire physiological variables uses more than one antenna, so a quadrature transceiver can be implemented, which does not suffer from this kind of issues [99, 100, 97, 101, 102].
Doppler radar for physiological measurements can use a wide range of fundamental frequencies from 100 MHz up to 100 GHz, each frequency has its benefits and downsides. As an example, depending on the frequency, the penetration in the skin will vary as demonstrated in [103], this can become an issue or a benefit depending on the application. Nowadays, the presence of radars in the automotive industry has become a standard, and because the hardware has become incredibly cheap and small, new implementations that make use of the same hardware and the same frequency bands (77 GHz and 27 GHz), can be found in the literature to acquire heart rate and respiration [104, 100]. On the other hand, most of the implementations still use the traditional frequency bands such as: 900 MHz, 2.4 GHz and 5 GHz [105, 106, 101].

The signals transmitted from a Doppler radar can be described as a sinusoidal wave with a given frequency and with a certain phase [107], independently of the antenna or the transmitter topology:

$$T(t) = A \cos(2\pi ft + \phi(t))$$ (2.3)

Where $T(t)$ is the transmitted signal to the target, $A$ is the amplitude of the signal, $f$ is the frequency of the transmitted signal, and $\phi(t)$ is the phase of the transmitted signal.

The received signal can be described with the following equations, given that the quadrature transceiver is the most used in the literature, the received signal has been decomposed to its in-phase and quadrature components.

$$R_m(t) = B \cos(2\pi ft - \frac{4\pi(d_0 + x(t))}{\lambda} + \phi(t) - \frac{2d_0}{c})$$

$$R_I(t) = A_I \cos\left(\frac{4\pi x(t)}{\lambda} + \theta_0 + \Delta\phi(t) + \frac{\pi}{4}\right)$$ (2.4)

$$R_Q(t) = A_Q \cos\left(\frac{4\pi x(t)}{\lambda} + \theta_0 + \Delta\phi(t) - \frac{\pi}{4}\right)$$

Where $R_m(t)$ is the reflected signal from the target, $B$ is the reflected amplitude, $d_0$ is the distance between the acquisition system and the target, $x(t)$ is the displacement of the target relative to the system, $\lambda$ is the wavelength of the radar carrier wave and $\phi$ is the phase of the reflected signal. $R_I(t)$ is the in-phase component (I) and $R_Q(t)$ is the quadrature component (Q) of the reflected signal. $A_Q$ and $A_I$ are respectively the amplitudes in I and Q components, $\theta_0$ and $\Delta\phi(t)$ are the residual phase shift.

To extract the respiratory signal from the frequency changes due to the displacement of the thorax, present in both I and Q components as described in the Equations 2.4, multiple approaches have been presented in the literature for the past few years. The presented algorithms vary from the basic demodulation of the frequency shifts at its respective harmonics (heart and respiration) [100], to more complex approaches that use advanced signal processing techniques to obtain better quality signals or even to overcome issues intrinsic to the CW Doppler radar [108, 109].
There are several limitations on using Doppler radar as a method to obtain physiological variables, the first one being: if the attack angle is not perpendicular to the target the bounced signal can present errors, in order to avoid this issue, multiple radar architectures have been presented in the literature [107]. Another limitation is the random body movements, as these type of movements usually occur with higher amplitude than the displacement due to the physiological processes, making it impossible to recover any physiological signal. To compensate for this type of error multiple strategies have been presented [19, 20]. Finally, another limitation of this type of systems is the null transmission depending on the distance to the target, this type of error occurs when the reflected signal produces destructive interference on the receiver. Nevertheless, studies that solve this particular problem can be found in the literature [110]. Nowadays, architectures based on radar specifically designed to avoid the aforementioned issues have been presented, [101, 111] are an example of such implementations.

As Doppler radars emit electromagnetic radiation, it imposes a series of inherent risks or drawbacks that have to be taken into account prior to the use of these type of systems to acquire physiological variables. The first drawback is that Radar-based systems must ensure electromagnetic compatibility with other radio frequency (RF) devices, as the radar radiation can cause interference to other systems using the same frequency spectrum (i.e. Wi-fi at 2.4 GHz or 5 GHz), or even affect electronic devices that can potentially fail due to the interference caused by the radar signal. Guaranteeing that the acquisition system will not interfere with other equipments is a safety requirement that must be taken into account.

Another drawback and one of the main risks of using this type of technologies, is that the subject is illuminated with non-ionizing electromagnetic radiation. To ensure that no harm is done to the subject for long exposure times (long measurements), a series of requirements must be met. As an example, following the directives IEEE C95.1:2019 [112] and ICNIRP 2018 [113], the dosimetric reference limit (DRL) for the whole body between 100 kHz and 6 GHz must be below or equal to 0.08 W/kg and the DRL between 6 GHz to 300 GHz must be below or equal to 20 W/m². Another important parameter is the exposure reference level (ERL), which between 2 GHz and 300 GHz must be below 10 W/m² (measured over a 30 minute period). These examples only apply to stationary signals which implies a stable amount of radiation, if the source emits an intense pulse, then the following rules should be applied: incident energy density restrictions for intense pulses in the millimetre-wave frequency range (30 GHz to 300 GHz) has to be below $0.2\tau^{\frac{1}{2}} kJ/m^2$, where $\tau$ is the pulse width in seconds. The IEEE C95.1:2019 [112] directive also specifies that: if the maximum average power is below 20 mW (measured over 6-min period) the evaluation of the DRL between 100 kHz and 6 GHz is not necessary, as the DRL will not surpass the established limit. If the Radar based respiratory acquisition system complies with the above specifications of DRL and ERL, the system does not pose a risk to the health of the subject.

2.3.2 Video Analysis

In the past few years, the development in smartphone and consumer electronic technologies has pushed the video hardware (cameras) in a way that practically every piece of consumer technology
includes one of this sensors. As the hardware has greatly improved during the past few years, in
terms of resolution and framerate, and thanks to the ubiquity of these devices, the complexity of
acquiring physiological variables through them has been reduced to practically a software-based
problem. Another advantages of using video analysis to obtain the respiration, or other physiological
variables, are: video acquisition is completely unobtrusive as the subject may not even be aware
that it is being monitored, the measurement is performed at a distance as no direct contact with
the subject is needed, and moreover, multiple subjects can also be measured simultaneously. These
reasons make video-based methods a very promising field of study.

**Thermal Camera**

Thermographic sensors are a special type of cameras that are capable of sensing temperature at
distance. The operational principle behind this special hardware is the ability to measure long-
wavelength infrared, which is the part of the spectrum that correspond to the wavelengths between
8 - 15 $\mu$m. This type of electromagnetic radiation is emitted by any object that is beyond the
absolute zero Kelvin, hence, by sensing this type of radiation, the temperature of the object can be
inferred [114]. Nowadays, the field of use for these type of sensors has broadened from surveillance
to medical practice, thus making the technology more available to the general public [114].

The use of this type of cameras to obtain the respiratory signal of a subject, is based on the
same principle than the thermistor under the nose. As an example, whenever the air is inhaled the
inflow of air produces a change in the temperature at the nostrils, and when the air is exhaled, the
temperature at the nostril region is increased by the flow of heated air from the lungs. As this type
of cameras allow to measure temperature at a distance, by measuring the temperature changes at
the nostrils or mouth, the respiratory signal of the subject can be obtained. In the recent years,
and due to the technical improvements in this area, thermal cameras have experienced an increase
in popularity in the measurement of physiological signals. Moreover, multiple examples can be
found in the literature [73, 115, 116, 117] of methods that use thermographic images to obtain the
respiratory signal of a subject.

Nevertheless, there are two major limitations of using this type of technology for measuring
physiological variables, being the first issue the calibration of the sensor. For example, as the imager
sensor is being heated while performing the measurements, if the sensor is not cooled properly or
a previous pre-heat and calibration is performed, a drift in the measured temperature will appear
over time [118, 119]. The second limitation of these devices is the availability of the hardware; as
of nowadays, even though the hardware is more accessible, the required sensor resolution for this
type of application is still expensive. Finally, a minor limitation of this method is the resolution
and framerate of the used camera. Even though the current technology is capable of providing high
resolution thermal imagers, the most common type of commercially available thermal cameras,
only have low resolution and low sampling frequency. For this reason if a low resolution/framerate
camera is used and placed a few meters away from the subject, or the subject is moving, the
measurements cannot be performed.
Video Camera

Video cameras can be found in practically every consumer device, from smartphones to even smart fridges. The ubiquity of these devices has favoured an increase in number of pixels and its framerate, making video cameras a powerful tool to measure the real world. As a result, video-based methods to obtain physiological variables such as heart rate or respiration have become increasingly popular. As the aim of this thesis is to obtain the respiratory signal, only those methods that measure respiration will be overviewed.

Multiple techniques are found in the literature to obtain the respiratory signal from video analysis using red-green-blue (RGB) or infrared (IR) cameras [50, 120, 121, 122, 123]. The physiological principle which allows these video-based methods to acquire respiration is the displacement of the thoraco-abdominal wall. As stated before, this displacement is due to the volume increase and decrease of the thoracic cage due to the air inhalation and exhalation.

Among the multiple algorithms presented in the literature to extract the respiratory signal from video analysis, there is an image processing techniques that has been traditionally used [124, 121] to directly or indirectly obtain the respiration signal. This technique is called optical flow [125, 126, 127], and it also has a special relevance to this thesis as it is used throughout the presented work.

Optical flow was first presented by Kanade-Lucas-Tomasi [128], this algorithm tracks the changes between two consecutive images, allowing a continuous tracking of a feature throughout the time. A modern implementation of this algorithm is described in [125], which allows the tracking of the optical flow of an image in real-time. The next equation (Equation 2.5) describes the transformations and operations that are needed to compute the optical flow between two consecutive frames.

As shown by Bouguet et. al in [125], given two consecutive frames $I$ and $J$, the optical flow is defined as: tracking the evolution of a feature (its new location) from frame $I$ to the frame $J$. To find this new location, and considering the points defined as $u = [u_x \ u_y]^T$ and its new location $v = [v_x + d_x \ v_y + d_y]^T$, the goal of the optical flow is to ensure that $I(x) + u$ and $J(x) + d$ are "similar". To do so, the error function shown in Equation 2.5 must be minimized for every feature to track.

$$
\epsilon(d, A) = \sum_{x=-w_x}^{w_x} \sum_{y=-w_y}^{w_y} (I(x + u) - J(Ax + d + u))^2
$$  \hspace{1cm} (2.5)

Where $\epsilon(d, A)$ is the error function to minimize, $d$ represents the image velocity (affine tracking) at $u$, $A$ is the affine transformation matrix at $u$, and $I(x)$ and $J(x)$ represent two values (pixels) at the coordinates $x = [x \ y]^T$. The integration region where the error function must be minimized (also known as the search region for a given feature) is defined by $w_x$ and $w_y$.

To avoid the computational cost of performing optical flow tracking for the whole image (given a high resolution image), most of the recently presented algorithms make use of a region of interest (ROI) where the optical flow algorithm is applied to obtain the respiratory signal. An example of such implementation can be found in [121, 50], they use a user defined ROI to narrow the region.
to be processed and to increase the accuracy of the optical flow when acquiring respiration, by measuring the evolution of the thorax position through time. Other algorithms based on different signal and image processing techniques can also be found in the literature [129, 130, 131].

One of the main issues of the state of the art literature that uses video-based methods to obtain the respiratory signal, is that most of them are validated, or even designed to perform, in very controlled environments where the subject is lying on a bed [123] or with a very static posture [50]. This can pose as an issue if these algorithms want to be applied on real-life situations where the subject can freely move at any time. Other issues of the state of the art methods are the need to select a ROI to start acquiring the respiration, or even that most of them do not perform in real-time. Moreover, the main drawback of using video-based methods is that the illumination changes of the measured region can produce errors that completely invalidate the measurement. This type of issue is resolved by using IR cameras in external environments, or to perform the measurements in-door in order to have a constant source of light.

**Depth Camera**

Depth cameras have been slowly introduced into consumer electronics as well, an example is the Face-ID™ from Apple, which uses a depth camera (embedded into different Apple products) to verify the identity of the subject. Another example of the evolution of these devices in the recent years is found in the Kinect™ camera from Microsoft. If compared with the latest equivalent device from Intel, the RealSense™ SR300, both cameras use an IR camera and a coherent near-infrared (NIR) projector (as depicted in Figure 2.14a) to compute the depth map. Another type of Depth camera is the RealSense™ ZR300 (or its updated version D435i), that uses two IR cameras separated by a fixed distance and an IR projector (as depicted in Figure 2.14b).

![Camera Projector Target](image)

(a)

![Camera Projector Target](image)

(b)

Figure 2.14: Schematic drawing of the two types of depth camera architecture: a) depicts a mono depth camera and b) depicts an stereo camera.

In the camera depicted in Figure 2.14a the depth map is computed as follows: the IR laser projector illuminates the target with a predefined pattern (vertical lines being the most common) and as the pattern illuminates the scene, and as the scene can contain multiple objects, the pattern
gets distorted when hitting objects at different depths. The IR camera then captures the scene (with the distorted pattern) and the difference between the original and the distorted pattern is computed to obtain the depth map [132].

On the contrary, in stereo cameras (Figure 2.14b) the depth map is obtained by following a series of steps, first a comparison of the images from the left and the right camera is performed, thus obtaining a series of key features in both images. Then the algorithm computes the disparity between the same feature from both images, with this disparity and knowing the distance between the two cameras, the depth map can be computed [133].

Nowadays both the mono and stereo cameras have resolutions of at least 720 pixels and a frame rate of at least 60 fps [134], thus making them a good choice to obtain physiological variables through the analysis of the depth map.

The physiological principle by which the respiratory signal is obtained from the depth map is the same as the one explained for the video camera, the difference in this case is, while the video camera sensed the X/Y displacement of the chest inside the image (2D), using a depth map (3D) allows to track the Z axis displacement, hence obtaining better resolution with less errors as the actual movement of the chest is in the Z axis. As an example, a very basic algorithm to obtain the respiratory signal from the depth map is to perform an average of the z vectors in the thoracic region, hence obtaining the mean displacement over time of the thorax.

Multiple methods have been presented over the years that use this kind of technology to obtain the respiratory signal [135, 136, 137, 138, 139, 140]. The common thing about the aforementioned methods is that make use of a Microsoft Kinect™ hardware, and although the results are good, the use of this hardware poses a limiting factor on the sample frequency and the resolution of the method, and needless to say the accuracy of the generated Depth map. Recent studies such as [16] make use of more advanced hardware (Intel RealSense™ SR300) which outperforms the Microsoft Kinect™.

The principal limitation of these studies is that they use a ROI that has to be predefined in order to obtain the movements in that region, if the subject moves, a new ROI would be needed. Other limitation is that all the studies where performed in very controlled environments where no movements (from the subject or external) or light changing conditions where taken into account, the later being of special relevance as all the aforementioned methods make use of mono cameras (either Kinect or SR300). This type of camera needs a perfectly illuminated scene in order to obtain the Depth map, in presence of an external IR source the depth map could contain errors making it not usable to detect any physiological variable.

### 2.4 Respiratory Signal Processing

All the methods and algorithms reviewed so far are designed to obtain the raw respiratory signal. In its raw stage, the respiratory signal does not provide much information about the subject apart from its tidal volume (amplitude of the signal). To extract relevant information from the
respiratory signal, a series of pre-processing and processing techniques must be applied. One of the main drawbacks of these types of signals, is that almost no literature exists that provides specific signal processing methods to extract relevant information from the respiratory signals. One workaround to this issue, and as the respiratory signal is in fact a biological signal, is to apply the same methodologies described in the literature for other biopotential signals (ECG, electroencephalography (EEG)\ldots).

A very common problem with non-contact methods is that the acquired signals are not as "clean", or noise free, as the ones obtained with contact methods. These errors can be attributed to involuntary movements or even due to the very nature of the acquisition method, as an example: video methods can have errors due to external light, where radar methods on the other hand, can have issues when demodulating due to null transmission or random body movements. All these issues/errors have to be corrected or mitigated before applying any post-processing technique, as otherwise the resultant information will certainly be corrupted or unusable. This pre-processing is normally based on filtering the signal to eliminate undesired components, high frequency noise in the case of the video methods or undesired harmonics in the case of radar. Filtering is also useful to eliminate the offset (base-line) of the acquired signals, as an example: in video based methods some base-line jumps can also appear due to sudden movements of the subject. In the literature multiple types of filter are found. The Butterworth filter is the one that is more commonly used in the literature, as this particular type presents a flat frequency response in the passband with the shortest transitory period. Also, depending on the wanted attenuation, the order of the filter can be increased/decreased without affecting the pass-band flatness.

Depending on the non-contact method, different cut-off frequencies are used, as the fundamental frequency of the respiratory signal is compressed between 0.18 Hz and 0.27 Hz \cite{38}, the typical cut-off frequencies that are found in the literature range from 0.05 Hz to 0.1 Hz for the high-pass frequency and from 1 Hz up to 15 Hz for the low-pass frequency. A good example of the different filters used in non-contact methods can be found in \cite{50, 95, 121, 16}.

After the pre-processing of the respiratory signal, the analysis is performed either in the time domain or in the frequency domain. Time domain methods are based on the extraction of the time between respiratory periods, also called breath to breath or respiration to respiration (RR). This time is expressed in seconds but as this metric is derived from the medical field, more precisely from the Pneumotachograph measurements, it can also be expressed in breaths per minute (BPM). Breaths per minute are computed as shown in Equation \ref{eq:2.6}. From the breath to breath series the mean breaths per minute is extracted as well as the variability of the respiratory signal. Some examples of this type of time domain analysis can be found in \cite{50, 121}, this information is useful as it gives insight how the subject is breathing and the different events that take place during a test, for example apnoea periods or even rapid breathing due to stress \cite{39}.

\begin{equation}
\text{BPM}_i = \frac{60}{\text{RR}_i} \tag{2.6}
\end{equation}
Frequency domain analysis on the other hand, makes use of the fast fourier transform (FFT), or other analogue methods, to obtain the spectral power density of the respiratory signal. Frequency domain methods also give information on how much variability the respiratory signal of the subject has had during a given period. This information is obtained by looking at the bandwidth of the signal, more bandwidth means more variability in the respiration of the subject. Other metrics to take into account when performing a frequency domain analysis are: the peak in the spectrum, as it coincides with the mean breathing rate, and the symmetry/ratio of the bandwidth before and after the peak, which determines if the subject has been breathing in a regular fashion or not. Examples of frequency domain analysis can be found in [121, 131, 136].

Overall the methods used to pre-process and post-process respiratory signals in the literature, are fundamentally the same that the ones used in any biological signal, and more precisely the ones found in ECG processing and heart rate variability analysis.
Chapter 3

Video-based pattern tracking for respiratory measurement

3.1 Introduction

As seen in the state of the art (chapter 2), multiple techniques can be applied to acquire the respiratory signal by the means of video analysis, which measures the displacement of the thoraco-abdominal wall due to the inhalation and exhalation processes. Regarding these methods, the ones based on video cameras are of special relevance for this chapter.

Most of the video camera-based methods found in the literature, need the interaction of the user in order to properly acquire the respiratory signal, this interaction is often required to determine a region of interest (ROI) in the area of the thorax or upper-torso. Without this ROI most of these algorithms could not extract the respiratory signal. Other methods, on the other hand, require for the user to adopt a static posture or even to lie on a bed.

Another challenge of these type of methods is that are often focused on obtaining the respiratory rate or the mean respiratory frequency, which limits the applicability of the methods in terms of respiratory rhythm extraction, or even to assess the variability of the respiratory signal. Moreover, there are only a few of them that are capable of acquiring the respiration of the subject in real-time.

In this chapter a new video-based method is presented, with the aim to verify the feasibility of using a consumer-grade camera to obtain the respiratory signal of a subject, and to improve the current state of the art in terms of respiratory rhythm measurement. For this reason, a new method has been presented based on tracking the movements of the thoracic cage by the means of a custom pattern placed on the thorax of the subject. Moreover, this method does not require any interaction with the user, and has been designed to perform in real-time.

The method presented in this chapter has been patented under the title Respiratory Signal Extraction with patent number WO2018/121861 [141]. Moreover, an article version of the present chapter has been submitted to the journal Biomedical Signal Processing and Control from Elsevier, currently being reviewed for publication.
3.2 Materials And Methods

The proposed algorithm uses distinctive patterns placed on top of the subject to obtain the respiratory signal. When the pattern is placed on top of the chest, by tracking the spacial evolution of the pattern inside the frame, the displacement of the thorax could also be obtained, hence the respiration of the subject [142]. In the next subsections, all the steps involved in detecting the pattern inside the frame and its posterior tracking is outlined.

3.2.1 Proposed Algorithm

A full diagram of the proposed algorithm is depicted in Figure 3.1. Three distinctive steps are defined in the block diagram, being the first the pattern detection, the second the feature tracking and the final step the signal extraction. The pattern detection can be further divided into multiple steps, which includes the feature extraction, feature matching and feature validation among others.

![Figure 3.1: Block diagram of the proposed algorithm.](image)

The proposed algorithm makes use of a distinctive pattern placed on top of the subject, and in order to detect this pattern inside the frame, a reference image is needed.
Reference Image

The pattern and reference image used by the algorithm, are composed of a series of vertical and horizontal lines combined with three squares on top and three squares on the bottom, with the figures drawn in black on top of a white background. This particular disposition was chosen to maximize the amount of corners (and possible features) that can be extracted, while maximizing the contrast between lines and background. An example of the designed pattern is shown in Figure 3.2a. While the generated pattern is designed to maximize contrast and corners, and as it is a computer generated image, when used as a reference image there is no "texture" on it thus reducing the amount of features that can be extracted. To maximize the "texture" and because the pattern placed on the subject (Figure 3.2c) is printed on paper, a picture of the printed pattern on top of a black background is used as the reference image (Figure 3.2b). This reference image has the same benefits (contrast and corners) of the original computer generated image, and the texture of the real printed pattern.

Figure 3.2: a) Depicts the generated pattern, b) shows the reference image using the generated pattern and finally, c) shows the patterns located on top of the seatbelt with a subject in the setup.

Pattern Detection

Once the pattern has been placed on top of the subject, the algorithm has to detect the pattern inside the frame in order to begin the tracking and the respiratory signal extraction. To perform the pattern detection a feature extraction, feature matching and feature validation among others, must be performed to acquire the location of the pattern inside the frame. All the processing steps involved are represented inside the dotted region in Figure 3.1.

Feature Extraction and Matching

Feature extraction from both the reference image and the frame from the camera is done by the means of the ORB algorithm [143]. ORB stands for Oriented FAST and Rotated Brief, which is an algorithm that allows the extraction of the most relevant features of an image, while being robust against rotations and illumination changes in comparison to other feature extractors such as Scale-Invariant Feature Transform (SIFT) [144]. The ORB algorithm has also been proven efficient in
applications where low resources are available, and with proven computing efficiency in comparison with other methods, make the use of this feature extractor ideal for applications with real-time constraints. Using the ORB algorithm, a maximum of 1000 features where extracted from the frame, while a maximum of 400 features where extracted from the reference image. The difference in features is due to the difference in pixels between the reference image and the frame, while the frame has a resolution of 1080p the reference image only has 108x108 px, which justifies the lesser amount of features.

In order to match the computed features obtained from the frame and the reference image, a FLANN-based matching algorithm [145, 146] has been used. The Fast Library for Approximate Nearest Neighbours (FLANN) algorithm, uses the k-nearest neighbours [147] with an \( l_2 \) norm to match each one of the features between each other. This step is crucial to form feature pairs between the reference image and the frame, this pairs will be latter used to track the evolution of the pattern inside the frame. The features of the frame that do not belong or match to the features of the reference image are automatically discarded.

**Clusterization**

As there it can be more than one pattern inside the frame, a clusterization algorithm has been used to detect which features belong to each pattern. The k-means algorithm [148, 149] has been used to group all the features in small clusters, as the features that belong to the same pattern have a higher probability to remain close to each other than features that belong to different patterns inside the frame. Finding the different feature clusters inside the frame allows for an individual tracking of each pattern, thus allowing multiple regions where the respiratory signal can be measured.

**Feature Validation**

To further validate the features inside each cluster, an homography algorithm [150] based on Random Sample Consensus (RANSAC) [147, 151] is used, as it finds true pairs among the features obtained from the ORB algorithm, taking into account changes of plane and distortions between the reference image and the frame. These algorithms are applied once for each cluster of features inside the frame.

Homography is defined as the projective transformation of the same feature that belong to the same plane between two images. The formal definition of homography, as defined by Vincent et. al in [150], is shown in Equation 3.1.

\[
\begin{align*}
    x'^T F x &= 0 \\
    x' &= H x \\
    x' \times H x &= 0
\end{align*}
\]  

(3.1)
where $x'^T$ and $x$ represent a pair of points inside two images $x'$ and $x$ respectively, $F$ is the fundamental matrix that relates both points, and finally, $H$ being the projective transform between both images, if the images belong to the same point world and plane.

In order to obtain true pairs of features, the basic RANSAC algorithm follows the steps as described by Vincent et. al in [150]:

- Variance normalized correlation is applied between features, whenever a pair has sufficiently high correlation is saved to form a set of candidate pairs.
- Four points are selected from the candidate pairs and the homography is computed (Equation 3.1)
- If the distance between $Hx$ and $x$ for a given set of pairs is below a certain threshold, the pairs are selected as valid.

Both the RANSAC and homography guarantee that all the obtained features are completely bijective between the reference image and each one of the clusters, removing any possible outlier that would have a very negative impact on the tracking stage and the respiratory signal extraction.

Finally, once all the features for each cluster have been validated using the previous algorithms, the remaining features are marked as features to track and passed onto the next section of the algorithm.

**Feature Tracking**

In order to track each feature, the pyramidal implementation of the Kanade-Lucas-Tomasi (KLT) [125] optical flow algorithm has been used. Optical flow can be defined as the movement of a certain feature inside an image between two consecutive frames. A more formal definition of the algorithm can be found in chapter 2 (Equation 2.5). Given the definition of optical flow, two consecutive frames are needed in order to track the spacial evolution of each feature from one frame to the next. In the proposed algorithm these frames are: the previous frame from the camera and the current frame. In the initialization of the algorithm a copy of the first frame is used as a previous frame. To clarify the notation, and to illustrate how the optical flow is used in the proposed algorithm, the first frame to arrive will be named $PF$ and the next frame of the camera will be renamed as $CF$.

The following steps describe the algorithm used to reduce the errors in the feature tracking, which is extracted from the $lk_track.py$ OpenCV example [152]. To simplify the description of the algorithm, a supposition is made regarding that all the locations of the features inside $PF$ are known.

- The first step is to update the location of each feature to the predicted location on $CF$ by the means of the KLT algorithm. The aim of these steps is to obtain the estimate location from the features on $PF$ to $CF$. 

• To ensure that the updated locations are correct, the updated features on CF are used to predict its original location on PF. This step is used to prevent "wandering" of the features, if the KLT algorithm updates a wrong location of a feature, this feature can wander through the image on consecutive iterations of the algorithm, thus producing aberrant results.

• The distances (l2 norm) between the original features and the ones obtained in the previous step are computed. If the distance between the original location and the predicted from the updated location onto the original image exceeds 1 px, the feature is automatically discarded. This distance was chosen empirically as it was the one that yielded better results for the proposed method.

• Finally, all the features that were not discarded in the previous steps are used in the following frames to continuously track the object.

One potential problem of the previous algorithm [152], is that eventually the number of features to track could decrease to an insufficient number due to the errors in the tracking. Whenever this is the case, and the number of features decrease below a certain threshold, the detection stage is triggered and new features are added to the tracking pool to ensure that the object is correctly tracked.

Another problem of the "wandering" features, and the main reason why the previous algorithm is used, is that if a feature that has been "wandering" throughout the image is used to obtain the raw respiratory signal, there is no guarantee that the feature is still located on a region where the respiration could be acquired (chest), thus multiple errors can be introduced into the signal. On the other hand, by applying the previous algorithm the location of each feature inside the region of interest (pattern) is guaranteed.

Signal Extraction

Once the features have been updated to its new location on the current frame, the respiratory signal can be extracted from each one of the patterns inside the frame. As the features have been clustered in previous steps, each cluster is processed individually to obtain a raw respiratory signal.

To obtain the evolution in the X-Y plane (image) of the patterns, a centroid is computed for each pattern (cluster) and by computing the distance between the centroid and the origin of the image (upper left corner), the spacial evolution of each pattern inside the image is obtained.

The centroid is computed by averaging the x and y coordinates of each feature inside the cluster (Equation 3.2), once the averaged x and y coordinates have been obtained, the l2 norm is used (Equation 3.3) to obtain the distance between the centroid and the origin of coordinates.

\[
\begin{align*}
x_{avg} &= \frac{1}{N} \sum_{i=1}^{N} x_i \\
y_{avg} &= \frac{1}{N} \sum_{i=1}^{N} y_i
\end{align*}
\] (3.2)
\[ Raw[k] = \sqrt{x_{avg}^2 + y_{avg}^2} \]  

(3.3)

where \( N \) is the number of features, \( x_{avg} \) is the average of the \( x \) component for each feature and \( y_{avg} \) is the average of the \( y \) component of each feature. \( Raw[k] \) represents the obtained sample for the given frame \( k \).

Once a sample is obtained from a frame, the algorithm loops back to the beginning in order to obtain a new frame from the camera, and if there are enough features from the previous loop, the algorithm will compute the new location of each feature to obtain the next sample. If there is not enough features in any of the patterns inside the frame, the algorithm will perform a new pattern detection to extract new features for all the patterns inside the new frame.

A concatenation of all the samples obtained from each frame conform the raw respiratory signal. As there can be multiple patterns inside the frame, and each pattern will generate an individual signal, multiple regions of the subject can be monitored simultaneously. An example of the obtained raw respiratory signal from the central pattern is shown in Figure 3.3.

![Raw Signal](image)

Figure 3.3: Fragment of the raw respiratory signal obtained with the proposed method.

### 3.2.2 Setup

The setup used was composed of a consumer-grade camera placed approximately at 70 cm of the subject. The subject was seated on a car chair in a comfortable position, and with the seat belt on. The used camera was a Logitech C920, configured at its native resolution of 1080p (Full HD) with MJPEG video codification. The camera was also configured to capture video at 15 fps, and although the camera can stream at 30 fps at this resolution, preliminary tests showed a systematic frame-rate drop which in return produced errors in the signal due to uneven sampling. The camera was also configured with automatic exposure disabled and blocked white balance in order to maintain the framerate as constant as possible. The FOV of the camera is 74.42° x 43.30° (H x V).

To maintain a constant illumination on the subject, an LED bulb from the Verbatim manufacturer (Ref: 52130), with warm white colour (CCT: 3000 K), with a luminous flux of 480 lm, a beam angle of 130 deg and a power consumption of 6.5 W was used. The light source was placed above the camera at an approximate distance of 70 cm from the subject and placed inside a parabolic light holder.

The reference system used to validate the method was the RespiBand™ respiratory inductive plethysmograph (RIP) from BioSignalsPlux [94]. The system is comprised on a thoracic inductive
band and a Bluetooth classic transmitter. The respiration of the subject is detected by the RIP sensor and transmitted to a computer via a Bluetooth classic serial port (SPP profile). The signal is sampled at 40 Hz with an ADC resolution of 12 bit, also the system has an embedded analogue band-pass filter with frequencies between 0.058 Hz and 0.9 Hz.

Figure 3.4: a) Shows a schematic of the setup, b) depicts the actual setup. Figure b) extracted from: [29], Copyright Elsevier, all rights reserved.

Figure 3.4a shows the disposition of the camera inside the setup. On Figure 3.4b an image of the real setup is shown, were the light source and the camera can be appreciated.

Prior to any test, three patterns were placed on the seatbelt and inside the field of view of the camera. The placement of the patterns can be seen in Figure 3.2c. To ensure the same lighting conditions in all the tests and subjects, a pre-calibration of the white balance and exposure of the camera was conducted for each one of the subjects and reviewed for each test.

In order to make the study more reliable and repeatable, and although the algorithm is designed to perform in real-time, the video feed from the camera as well as the data from the RIP sensor were recorded using a laptop PC with a custom software based on the OpenCV Library (Version 3.0). All the signals were synchronized using the internal timestamp of the PC. Finally the laptop used to capture all the data had an intel i7-4710HQ processor, with an Nvidia GeForce GTX 850M graphics card and 8 GB of RAM.

### 3.2.3 Measurement Protocol

Twenty-one healthy subjects volunteered for the study, 11 of which were male and 10 female. Table 3.1 shows all the anthropometric data from the subjects which includes age, height and chest perimeter. Each subject gave their oral informed consent to freely participate in the study, and all the performed tests complied with the regulations of the Universitat Politècnica de Catalunya (UPC) and performed in accordance with the principles of the Declaration of Helsinki [153]. All the measurements were performed in a controlled environment with controlled lighting conditions.

<table>
<thead>
<tr>
<th>Age [years]</th>
<th>Height [cm]</th>
<th>Chest Perimeter [cm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>26.6 ± 6.8</td>
<td>170.8 ± 7.4</td>
<td>88.4 ± 10.2</td>
</tr>
</tbody>
</table>
Prior to any measurement, every subject was asked to put on the RIP strap from the RespiBand system below the chest near the abdominal region, as it can be seen in Figure 3.2c. The subject was also asked to seat on the setup, and to fasten the seatbelt placed on the chair. All subjects were instructed to remain as still as possible during the tests.

Four tests were performed for each subject. Two of the tests involved breathing at a constant frequency, one consisted on breathing freely while the last test involved reading a text. The constant frequency tests were performed to test how the algorithm performs in the frequency domain, while the other two test were designed to test how the algorithm performs in real-life situations. The frequencies used in the constant frequency breathing test were 0.1 Hz and 0.3 Hz. To aid the subject to breath at these frequencies, a custom visual indicator that consisted on a moving bar was designed. To further ease the effort of the subject to breath at these frequencies, an asymmetrical breathing cycle was introduced, being 1/3 of the period for inhaling and 2/3 of its period to exhaling. Each test had a duration of 3 minutes, with a 30 second pause between tests. The total duration of the tests for each subject was approximately 15 minutes.

3.2.4 Signal Processing

The next subsection of this chapter describes all the signal processing steps used to normalise both respiratory signals, obtain the respiratory cycle series and finally how the error metrics are obtained.

Normalisation

Once the respiratory signals from both the reference method and the proposed method are obtained, a normalisation of the respiratory signal must be performed. This normalisation process is used to homogenise the sample rate between both methods and to filter undesired components in both signals. Another step in the normalisation process is the compression of both signals to a known scale, which allows a direct comparison between signals.

The signal processing steps taken to normalise both signals were the following:

1. The signals had to be interpolated at 80 Hz using a cubic spline, this step ensures that both signals have the same sampling frequency. Moreover in the case of the camera, the resampling compensates for any framerate loss that could result in an uneven sampling of the respiratory signal.

2. A 2nd order bidirectional Butterworth zero-phase bandpass filter, with cut-off frequencies between 0.05 Hz and 1 Hz was applied to both signals. This filter is designed to remove base-line drifts of the signal, specially in the case of the signal from the proposed method, and to remove undesired high frequency components.

3. In order to remove possible transitory periods in the respiratory signal obtained from the proposed method produced by rapid movements of the subject (that do not trigger the pattern detection stage), a moving median filter [154] was used. The filter had a window length of
three seconds. This window length had proven enough to smooth the signal, and at the same time shorter than a full respiratory period.

4. Finally, to compress both signals to a known amplitude comprised between -1 and 1, a non-linear function was applied. This function is based on the arctan properties [155] and it is described in Equation 3.4.

\[
S_n[n] = \arctan \frac{S[n]}{\sqrt{\frac{\sum_{i=1}^{N}(S[i] - \bar{S})^2}{N-1}} \cdot \sqrt{2}}
\]  

(3.4)

where \(S_n[n]\) is the resultant signal after the non-linear function (normalised respiratory signal), \(S[n]\) is the filtered respiratory signal and \(\bar{S}\) is the mean of \(S[n]\).

Figure 3.5 shows a the normalised version of the signal depicted in Figure 3.3. It can be seen that the signal is now compressed between -1 and 1 and does not present any high frequency components that are present in the raw signal.

![Normalized Signal](image)

Figure 3.5: Normalized respiratory signal fragment of the signal in Figure 3.3

Respiratory Cycles Extraction

In order to compare both signals and to assess the error between them, the respiratory cycle (RC) series has been obtained from both signals. A respiratory cycle is defined as the time between two consecutive zero-crossing events with the same slope. The following steps were applied to both signals in order to obtain the respiratory cycles.

1. First, both respiratory signals had to be aligned and cropped so both signals contain approximately the same number of periods, but more important, to guarantee that both signals have the same number of samples. The signals were aligned using the Fisher ICC [156], iterating around one respiratory cycle to ensure a perfect alignment. Once the signals are aligned, the excess of each signal is cropped to ensure that both signals have the same length.

2. To avoid errors due to initial transitory periods on the signal obtained with the proposed algorithm, the first 10 seconds of both signals are removed.

3. The 65 percentile of each signal is computed to be used as a threshold. This value is used instead of the zero, as it yields better results with less errors produced by sudden slope changes of the signal.
4. The respiratory cycles are obtained by computing the time between positive slopes whenever the previous threshold is crossed.

5. The respiratory cycle series is build by concatenating all the obtained periods. To ensure that no erroneous periods are added to the series, only the cycles that are correctly detected on both signals are added.

**Error Assessment**

To further assess if the cycles detected on both respiratory signals have a correspondence between each other, or on the contrary there are cycles that are detected on one signal but not on the other, the sensitivity (SEN) and predictability of positive value (PPV) indicators have been computed. These indicators give information on how reliable the cycle detection is, and the validity of the detected cycles. In order to compute these two indicators, the number of correctly and incorrectly detected cycles must be assessed. To do so, the following confusion matrix has been computed.

1. true positive (TP): number of breath cycles that have been correctly detected in both the reference method and the proposed method.

2. false positive (FP): number of breath cycles that have been correctly detected in the reference method but not in the proposed method.

3. false negative (FN): number of breath cycles that have been correctly detected in the proposed method but not in the reference method.

In order to assess which cycles are labelled as TP, FP and FN, the following criteria has been taken into account based on the location of the detected cycles within both series: if the location of a given cycle from the proposed method, is within the margin of $\pm 33\%$ of the mean cycle length from the position of the corresponding cycle from the proposed method, the cycle is labelled as TP. If the location of detected cycle from the proposed method, is further than at least a $33\%$ of the mean cycle length from the location of the corresponding cycle from the reference method, this cycle is labelled as FN and discarded from both cycle series. Finally, if the location of the detected cycle from the proposed method, falls behind at least a $33\%$ of the mean cycle length from its corresponding cycle from the reference method, this cycle is labelled as FP and discarded from both cycle series.

The SEN indicator has been defined as ratio between TP and the total amount of cycles (TP + FN), and the PPV has been defined as the ratio between TP and the summation of TP and FP.

Once the cycle detection accuracy has been computed, both RC signals can be compared. To assess the error between RC series, a cycle to cycle comparison has been performed using the statistical methods shown in the following equations.
\[ e_k[i] = S_k[i] - G_k[i] \]
\[
MAE_k = \frac{1}{N} \sum_{i=1}^{N} |e_k[i]| \quad (3.5)
\]
\[
MAPE_k = \frac{\frac{1}{N} \sum_{i=1}^{N} |e_k[i]|}{\frac{1}{N} \sum_{i=1}^{N} G_k[i]} \cdot 100 \quad (3.6)
\]
\[
\bar{e}_k = \frac{1}{N} \sum_{i=1}^{N} e_k[i]
\]
\[
SDE_k = \sqrt{\frac{\sum_{i=1}^{N} (e_k[i] - \bar{e}_k)^2}{N - 1}} \quad (3.7)
\]

where mean absolute error (MAE) (Equation 3.5) stands for mean absolute error, mean absolute percentage error (MAPE) (Equation 3.6) stands for mean absolute percentage of the error, and SDE (Equation 3.7) stands for standard deviation of the error.

In the aforementioned expressions, \( S \) represents the RC series obtained with the proposed method, while \( G \) represents the RC series obtained with the reference method, \( N \) is the total amount of breathing cycles per subject and \( k \) represents the subject being analysed.

Finally, to further compare the obtained cycles from both methods, and to analyse if there are any systematic errors in the cycle detection, a Bland-Altman (BA) [157] plot has been computed for each one of the tests. To compute the BA, no distinction between subjects has been made.

### 3.3 Results

In the next section, the results obtained from the analysis of the respiratory signals obtained with the proposed method and the reference method are shown.

#### 3.3.1 Signals

The obtained respiratory signals for the proposed method and the reference method are shown in Figure 3.6. The Respiratory cycle series is also depicted in Figure 3.6. The signals from the proposed method are depicted with a solid line while the signals from the reference method are depicted with a dashed line.

As it can be seen, both respiratory signals are on top of each other, which indicates a high concordance between the obtained signal from the proposed method and the one from the reference method. The same can be said for the RC series, as it can be seen both signals are superimposed with practically overlapping between each other.

#### 3.3.2 Performance

In this subsection the performance results of the proposed method are shown. Two types of performance are described, the computational cost and the statistical performance.
Figure 3.6: Comparison between the respiratory signals and respiratory cycles obtained with the reference method and the proposed method.

**Computational Cost**

In order to extract the computational cost of the algorithm, two different stages must be taken into account: the pattern detection and the combined stage of tracking and signal extraction. As the pattern detection is only executed when there is no available features, the computational cost of this stage can only be characterized when the code is executed, otherwise the cost is zero. On the other hand, for the feature tracking and respiratory signal extraction, the computational cost of the algorithm will be nearly constant and it will have a constant impact on the execution timings. The timing results for the pattern detection stage were $254.7 \pm 2.8$ ms, and for the combined feature tracking and respiratory signal extraction results were $12.4 \pm 0.54$ ms. As the performance bottleneck of the algorithm is this last combined stage, the results can be translated into a maximum of 80 frames per second at 1080p.

**Error assessment**

Three types of results are reported in this subsection, the results regarding the accuracy of the proposed method versus the reference method in the cycle detection, the results of the cycle by cycle comparison between methods and finally the BA plots and its associated results. To further clarify the presented results, a naming convention has been adopted for this section. The constant breathing tests have been renamed to "0.1 Hz" and "0.3 Hz" for its respective tests, the free breathing test has been renamed as "Free" and finally the test where the subject was asked to read a test has been renamed as "Reading".

In Table 3.2, the results regarding the accuracy of the cycle detection are shown.
Table 3.2: Performance indicators of the cycle detection, SEN and PPV

<table>
<thead>
<tr>
<th>Test</th>
<th>TP</th>
<th>FP</th>
<th>FN</th>
<th>SEN [%]</th>
<th>PPV [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1 Hz</td>
<td>350</td>
<td>7</td>
<td>12</td>
<td>96.69</td>
<td>98.04</td>
</tr>
<tr>
<td>0.3 Hz</td>
<td>1040</td>
<td>5</td>
<td>13</td>
<td>98.77</td>
<td>99.52</td>
</tr>
<tr>
<td>Free</td>
<td>817</td>
<td>31</td>
<td>40</td>
<td>95.33</td>
<td>96.34</td>
</tr>
<tr>
<td>Reading</td>
<td>818</td>
<td>95</td>
<td>52</td>
<td>94.02</td>
<td>89.59</td>
</tr>
</tbody>
</table>

As it can be seen in Table 3.2 the SEN for all the tests is greater than 94 % being the test that yields the lowest value the Reading test. Regarding the PPV the constant breathing tests and the free breathing test show results greater than 95 % being the Reading test the only one that yields below 90 %.

The next table (Table 3.3) presents the results for the cycle by cycle comparison between the proposed method and the reference method, along with the mean correlation between the cycle series of both methods for all the subjects.

Table 3.3: Correlation between methods, mean ± SD of MAE, MAPE and SDE.

<table>
<thead>
<tr>
<th>Test</th>
<th>Corr. Signal (ICC)</th>
<th>MAE [s] ± SD</th>
<th>SDE [s] ± SD</th>
<th>MAPE [%] ± SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1 Hz</td>
<td>0.945</td>
<td>0.331 ± 0.209</td>
<td>0.461 ± 0.289</td>
<td>3.319 ± 2.342</td>
</tr>
<tr>
<td>0.3 Hz</td>
<td>0.931</td>
<td>0.123 ± 0.046</td>
<td>0.179 ± 0.071</td>
<td>3.532 ± 1.286</td>
</tr>
<tr>
<td>Free</td>
<td>0.867</td>
<td>0.27 ± 0.282</td>
<td>0.359 ± 0.368</td>
<td>4.638 ± 2.691</td>
</tr>
<tr>
<td>Reading</td>
<td>0.850</td>
<td>0.275 ± 0.168</td>
<td>0.418 ± 0.274</td>
<td>5.627 ± 1.918</td>
</tr>
</tbody>
</table>

In Table 3.3, the correlation results for all the tests is greater than 0.85, being the correlations of the constant frequency breathing test greater than 0.93. Regarding the results for the error between methods, the MAE results show that the 0.3 Hz test is the one with lowest error being the 0.1 Hz the one with the greatest. The same can be applied to the SDE results being the 0.3 Hz test the one that yields lowest numbers. For the MAPE results the test that yielded the best accuracy was the 0.1 Hz test being the Reading test the one with lowest MAPE results. In order to assess the statistical interactions between tests, a paired t-test has been performed for all the possible combinations, being the only relevant result the case where the 0.3 Hz test was compared with the other tests. The t-test result for this case showed significant differences ($p < 0.05$) where the other results all showed non-significant differences.

Finally Figure 3.7 depicts four Bland-Altman (BA) plots, each one corresponding to one test. In the presented BA no distinction between subjects has been made, and all the cycles have been aggregated and compared in a cycle by cycle fashion. Regarding the BA representation, four dashed lines are depicted for each plot, the middle line depicts the mean of the Bland-Altman (BA)
differences, while the two remaining dashed black lines represent the limits of agreement. The grey dashed line represents the zero-mean difference value inside the BA plot. The limits of agreement have been computed as the mean ± the 95% of the standard deviation of the differences.

Figure 3.7: Bland-Altman of the computed periods for each frequency: a) 0.1 Hz, b) 0.3 Hz, c) Free and d) Reading.

It can be noted that all the BA plots are centred at the zero mean, with narrow limits of agreement. In Table 3.3, the differences for the four BA plots are shown. The four tests present almost near zero mean, being the 0.1 Hz test the one that presents the higher mean with 9 ms. Regarding the limits of agreement, the test that shows the greatest standard deviation is also the 0.1 Hz test. The 0.3 Hz test on the other hand is the one that presents the lowest mean and standard deviation, agreeing with the results shown in Table 3.2.

<table>
<thead>
<tr>
<th></th>
<th>0.1 Hz [ms]</th>
<th>0.3 Hz [ms]</th>
<th>Free [ms]</th>
<th>Reading [ms]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1 Hz</td>
<td>9 ± 534</td>
<td>0 ± 189</td>
<td>1 ± 364</td>
<td>0 ± 431</td>
</tr>
</tbody>
</table>

### 3.4 Discussion

In this chapter a new method to extract the respiratory signal of a subject has been presented. The method makes use of a consumer-grade camera, and it is based on tracking the thoracic cage movements by the means of tracking a custom pattern inside the frame. The proposed method is able to perform at 80 Hz in its tracking stage, making its application suitable for real-life environments where real-time measurements are required. In Figure 3.6 an example of the respiratory signal obtained through the proposed method and the reference method is depicted. It can also be seen that both signals are practically superimposed, implying a high concordance between methods. Given the results shown in Table 3.3, it can be seen that the minimum correlation between methods is 0.85 for the reading test, with correlations higher than 0.93 for both the constant breathing tests. This
difference between the uncontrolled tests (free and reading) and the constant breathing tests in terms of correlation, could be due to the involuntary movements of the subject in the uncontrolled tests, as well as the artefacts produced while reading out loud a text. This small artefacts reduce the correlation between the signal obtained with the proposed method and the reference method.

Previous to the error analysis, the accuracy of the respiratory cycle detection must be assessed. Regarding the cycle detection accuracy results shown in Table 3.2, it can be seen the difference in the obtained cycles depending on the test, for instance, the 0.1 Hz test only has 350 true positive (TP) periods, while the 0.3 Hz test has 1040 TP. As both the constant breathing frequency test have approximately the same number of false negative (FN) and false positive (FP), any misalignment between the RC series will produce a higher error in the 0.1 Hz test than in the 0.3 Hz as the later has more respiratory cycles. As for the free breathing and reading test, both have similar number of cycles as the subjects where breathing naturally without constraints.

In Table 3.2 the sensitivity (SEN) and predictability of positive value (PPV) results are also shown, being the lowest SEN and PPV the one for the Reading test. Taking into consideration the number of cycles, the SEN results for the 0.1 Hz test (96.60%) can be explained due to the low number in TP if compared with other tests. For the reading and free breathing tests, a respective SEN of 94.02 % and 95.33 % can be appreciated, the difference in results for this tests can be explained if it is taken into account that while reading, multiple artefacts appear in the respiratory signal, and while both tests have similar TP, the number of FP is greater in the reading test than in the free breathing test. Finally, for the 0.3 Hz test a SEN of 98.77 % can be seen, which is the best results due to the high number of TP. Overall, and given the results in Table 3.2, a worst case scenario of more than a 90 % sensitivity is obtained for the proposed method. Given the PPV results, the worst case is the reading test with a 89.59 %, while the other cases show results greater than 95 %. This indicate a a very accurate cycle detection for the proposed method when compared with the reference method.

Relative to the error results shown in Table 3.3, for the MAE it can be seen that the 0.3 Hz test is the one that yields better results with the lowest mean and standard deviation. This can be explained as in this test the cycles are shorter than on the other tests, hence the error in the estimation of the respiratory cycles is lower if compared with the other methods. On the contrary, the 0.1 Hz test is the one with the highest MAE mean and standard deviation. This can also be explained if it is taken into account that the 0.1 Hz test has less cycles than the other tests, as the cycles are longer. This can also be seen in Table 3.2 for the TP and FN between tests. For the free and reading tests, the MAE results for both tests are very similar between each other, being the free test the one with higher standard deviation. This can be explained if it is taken into account that both tests have approximately the same number of respiratory cycles.

For the SDE results, the 0.1 Hz test is the one with the highest error, being the 0.3 Hz the one with the lowest. This has the same interpretation as for the MAE results, as the cycles in the 0.1 Hz are shorter, any error in the signal will contribute more than in signals with shorter cycles. In
general all the tests show a MAE and SDE results below 0.5 s, indicating a low error between the proposed method and the reference method.

Regarding the MAPE results, the 0.1 Hz and 0.3 Hz tests yield very similar results, with the 0.1 Hz test being the one with the smallest mean, implying a high accuracy in both methods. On the other hand, the free and reading test present a higher mean and standard deviation for the MAPE results, being the reading test the one with the highest values. This last two tests, as the nature of the respiratory signal is more turbulent, specially for the reading test, the MAPE results are worst than the ones presented for the constant breathing tests. It can also be noted in Table 3.3, that the MAPE results are worst whenever the correlation between signals is lower, and better results are reported when the correlation is high. This can be explained as the MAPE indicator is penalized by the same factors than the signal correlation. One important aspect to remark for the MAPE results, is that all the tests show a MAPE below 10 %.

Finally, for the BA results in Figure 3.7 and Table 3.4, a near zero mean can be observed for all the tests, being the highest mean 9 ms for the 0.1 Hz test. As for the constant breathing frequency tests, the 0.3 Hz test is the one with narrower limits of agreement and the one that presents a higher concentration of cycles within the limits. For the 0.1 Hz test, on the contrary, is the one with the wider limits of agreement (higher standard deviation), which can be explained if it is taken into account the low number of cycles in this particular test. The BA results for this two tests are in agreement with the MAE and SDE results shown previously, where the 0.3 Hz presents lower MAE and SDE than the 0.1 Hz test. Regarding the free and reading tests, both show a higher dispersion than the 0.3 Hz test, being the reading test the one that presents a higher standard deviation between the two of them. This increased standard deviation is due to the turbulent nature of the respiratory signal while reading. Moreover, no bias error can be found in any of the four tests, with all tests showing a high agreement between the proposed method and the reference method.

There were several limitations to this study, being the first one the number of recruited subjects for this study. Due to errors in the acquisition stage, produced by repeated occlusions of the pattern and excessive movement of the subject, or due to errors on the signal extraction stage, as a consequence of the pattern detection stage being triggered multiple times due to the aforementioned occlusions and movements, only 21 of the 23 measured subjects could be used. The second limitation to this study was that all the tests were performed in a laboratory setup, with a very controlled environment. For this reason, the proposed algorithm was not tested in light changing conditions or in the presence of external vibrations, and as a consequence, it cannot be assured that the proposed algorithm would have the same performance in real-life conditions. To assess this last limitations, the proposed algorithm will be tested against light changing environments and in the presence of external vibrations.
3.5 Conclusions

In this chapter a non-contact video-based method has been presented, with the aim to acquire the respiratory signal by the means of a consumer-grade camera and a pattern located on the chest of the subject. The proposed method consists on detecting a custom designed pattern inside the frame, and once its position has been obtained, the respiratory signal can be extracted by tracking its position throughout the scene. 21 subjects were measured and four test were performed under different breathing constraints. The reference method used was a commercial inductive plethysmograph.

The proposed method shows a high correlation ($\geq 0.85$) with the reference method, with high accuracy (SEN $\geq 94\%$) in the respiratory cycle detection and low error (MAE $< 0.34$), indicating a good agreement between the proposed method and the reference method.
Chapter 4

Comparison of video methods for respiratory rhythm measurement

4.1 Introduction

In the previous chapter a new video-based method was introduced with the aim of obtaining the respiratory signal of a subject without contact. This method serves as a starting point to validate the feasibility of using video analysis to obtain the respiratory signal of a subject.

In chapter 2 section 2.3.2 multiple video methods have been disclosed, as they have been proposed in the literature to obtain the respiratory signal. Three major types of camera used for this purpose can be found, which includes depth cameras, RGB/IR cameras and thermographic cameras. Each one of these methods has its advantages and limitations, for example, RGB video cameras even though are cheap and practically found in every device, can have issues with the illumination of the scene or even sudden movements of the subject, which difficult the acquisition of physiological variables through this method. Depth cameras, on the other hand, have the advantage of being able to directly measure the distance between the subject and the camera, hence being able to directly obtain the thoraco-abdominal displacement of a subject. As a downside, this type of hardware is not as ubiquitous as an RGB/IR camera, which produces a dependence between the proposed algorithm and the type of camera used. For instance, if a mono depth camera is used (chapter 2 section 2.3.2), the computed depth map will have certain characteristics that will differ from the one obtained with stereo depth camera. Moreover, as a limitation of mono depth cameras, the scene needs to be perfectly illuminated by the IR projector, otherwise the depth map cannot be computed. Finally, thermal cameras can also be used to perform a direct measurement of the temperature changes at the nostril or mouth region, which is affected by the respiration, at a distance. Even though the hardware has improved in the recent years, and become more accessible, the required sensor resolution for this type measurement is scarcely available and expensive. Moreover, these type of cameras require an extensive calibration to compensate for the temperature drifts at the sensor.
All the aforementioned methods, have been used in the literature to obtain the respiration of a subject at a distance. Nevertheless, most of the methods found in the literature only focus on the mean respiratory frequency or in measuring the respiratory rate.

The aim of this chapter is to provide a comparison of the three aforementioned methods in terms of respiratory signal measurement and respiratory rhythm analysis, and to characterise the error between these methods and a reference method in terms of the instantaneous frequency of the respiratory signal. Moreover, in this comparison, for the RGB camera the algorithm proposed in the previous chapter is used to assert the performance of RGB-camera based methods against the other two devices, and to assess if the other two methods could be viable candidates for future implementations.

The contents and findings of this chapter have been published as a journal article [29] with the following reference:

doi: 10.1016/j.bspc.2019.02.004

Available at the editor’s web: https://linkinghub.elsevier.com/retrieve/pii/S1746809419300400.

### 4.2 Materials and Methods

#### 4.2.1 Setup

![Figure 4.1: a) Depicts the position of the different cameras within the setup, b) depicts the real setup. Figure b) Extracted from: [29], Copyright Elsevier 2019, all rights reserved.](image-url)

The setup was composed of a car seat, emulating a car cockpit, and three cameras that where located in front of the subject as depicted in Figure 4.1a, moreover, a light source was used to illuminate the scene. In Figure 4.1b an actual image of the cameras, the light source and the car seat used in the setup is shown.

To validate the measurements, an inductive plethysmography system was used as a reference method. The same commercial system used in chapter 3, the RespiBand RIP sensor from BioSignalsPlux™ [94], was used in this study.
Table 4.1: Specifications of the used cameras

<table>
<thead>
<tr>
<th>Type</th>
<th>Model</th>
<th>Resolution</th>
<th>FPS</th>
<th>FOV (H x V)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RGB</td>
<td>Logitech C920</td>
<td>1920x1080</td>
<td>15</td>
<td>70.42°x43.30°</td>
</tr>
<tr>
<td>Depth</td>
<td>Kinect V1</td>
<td>640x480</td>
<td>10</td>
<td>58.5°x46.6°</td>
</tr>
<tr>
<td>Thermal</td>
<td>NEC InfReC G100</td>
<td>320x240</td>
<td>25</td>
<td>32°x24°</td>
</tr>
</tbody>
</table>

Table reproduced from [29], Copyright Elsevier 2019, all rights reserved.

Table 4.1 describes the models and characteristics of the three cameras used in this study. The three cameras used were a Logitech\textsuperscript{TM} C920 webcam, a Microsoft Kinect\textsuperscript{TM} depth camera and a Nec\textsuperscript{TM} InfReC G100 thermal camera.

The RGB camera was configured identically than in chapter 3 section 3.2.2, where the sensor was configured to record at 1080p, 15 fps and with the white balance and exposition set to a constant value. The framerate setting was chosen at 15 fps, as in preliminary studies where the camera was configured to record at 30 fps, a systematic loss of frames was observed.

The Microsoft Kinect\textsuperscript{TM} is comprised of two cameras, an RGB camera and a mono-depth camera. The depth camera has a build in IR projector that projects a pattern to the target, and an IR camera which registers the scene. By computing the differences between the projected pattern in the scene with the theoretical pattern (as described in chapter 2 section 2.3.2), the distance between the sensor and the measured object can be obtained. The depth camera returns a point-cloud matrix containing all this distances [158]. For this camera, both the RGB and Depth video feeds where obtained and recorded, but due to the low resolution of the RGB feed, this later one was not used in this study.

The thermal camera on the other hand, provides a grey-scale image representing the temperatures inside the FOV of the camera, as described in chapter 2 section 2.3.2. In this study the temperature range of the sensor was set between 28 °C to 38 °C), being the highest temperature represented by the white colour, and the lowest by the black colour. The used camera did not have a digital interface, and for this reason an analogue video recorder was used to acquire the composite video output of the camera.

Figure 4.1a is a representation of the position of the three cameras inside the setup. Figure 4.2, on the other hand, shows the view that the three cameras have of the subject, being each one positioned to maximize the amount of features of interest that are needed to obtain the respiratory signal. In Figure 4.2a the FOV of the depth camera is depicted where the thorax region can be appreciated, in Figure 4.2b the FOV of the thermal camera is shown where the nostril area can be seen, and in Figure 4.2c the FOV of the RGB camera is illustrated, where the thorax of the subject can be seen as well as the different patterns that will be used to obtain the respiratory signal. Finally, in Figure 4.2d a detailed picture of the used pattern is shown.
A warm white LED bulb was used to illuminate the scene as a constant source of light. The lightsource was the same used in Chapter 3 Section 3.2.2. The LED bulb had the following specifications, it was manufactured by Verbatim with reference number 52130, the light temperature was CCT: 3000 K, with 6.5 W of power consumption, a luminous flux of 480 lm and a beam angle of 130°. The temperature of the room was set to 24 °C ± 1 °C.

Prior to any test, a calibration of all the cameras was performed. The exposure and white balance of the RGB camera was fixed to the lighting conditions of the setup, while for the thermal camera, a warm-up period was required, as well as thermal bias correction to avoid drifts in the measured temperature over time.

Even though all the respiratory extraction algorithms were designed to perform in real-time, in order to make the study more reliable, all the video feeds and the RIP sensor where simultaneously recorded using the same PC, using a custom software based on the OpenCV Library (Version 3.0), being each video feed saved as a separate video file. The signals where synchronized upon processing using the timestamp of the PC.

### 4.2.2 Measurement Protocol

The same measurement protocol described in chapter 3 section 3.2.3 was used, where the same 21 subjects where measured. Table 4.2 summarizes the anthropometric data for all the subjects.

<table>
<thead>
<tr>
<th>Age [years]</th>
<th>Height [cm]</th>
<th>Chest Perimeter [cm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>26.6 ± 6.8</td>
<td>170.8 ± 7.4</td>
<td>88.4 ± 10.2</td>
</tr>
</tbody>
</table>

The subjects were asked to perform four tests, in two of them the subject was asked to breath at a constant frequency (0.1 Hz and 0.3 Hz), in the third test the subject was asked to breath freely, and finally, in the fourth test the subject was asked to read out-loud a text.

---

*Figure 4.2: a) Shows a frame from the depth camera, b) depicts the view from the thermal camera, c) shows a frame from the RGB camera and finally, d) shows the pattern placed on the subject. Source: [29], Copyright Elsevier 2019, all rights reserved.*
4.2.3 Signal Extraction

Before any comparison between methods, the raw respiratory signal from each one of the video sources had to be extracted. For this reason two custom algorithms were developed and the method presented in Chapter 3 were used to acquire the respiratory signal from each source.

As each test had a duration of 180 s but each feed had a different sampling frequency (Table 4.1), a different number of frames were extracted for each video feed. 2700 frames, 1800 frames and 4500 frames were respectively extracted from the RGB camera, the depth camera and the thermal camera.

**RGB Video**

In order to obtain the raw respiratory signal from the RGB video, the method described in chapter 3 section 3.2.1 has been used. The timestamp from the video was also extracted in order to synchronize all the video feeds and the reference method.

**Depth Point cloud**

In order to process the depth point cloud (Figure 4.3a) to obtain the raw respiratory signal, the distance between the subject and the camera was identified, and a maximum and minimum distance was obtained. From the obtained distances comprised between the values 500 to 900 mm (Figure 4.3b), the evolution of the average distance between the subject and the camera was computed [141]. By computing this distance, the movement of the thorax of the subject can be obtained, hence the respiration of the subject [137]. By concatenating all the obtained distance for each frame, the respiratory signal can be obtained.

![Figure 4.3: a) Point cloud obtained from the Kinect camera, b) cropped point cloud between the distances 500 and 900 mm.](image)

**Thermal Video**

The respiratory signal from a thermographic camera is obtained by tracking the changes in the temperature at the nostrils. The respiratory signal extraction principle from the thermal video is
explained in chapter 2 section 2.3.2. Three different steps were performed to obtain the temperature changes at the nostril region: the first step was to train a HAAR cascade classifier [159, 160], to automatically detect and track the nostril region within the frame. To train the classifier, one frame was extracted every 18 seconds from the 0.1 Hz breathing test, being a total of 10 frames extracted from each subject. After the frame extraction, the nostril region was manually selected and cropped to train the classifier. Figure 4.4a depicts an example of a selected nostril region.

Once the classifier was trained, the second step involved using the classifier to obtain for each subject and test, an approximate region containing the nostrils. To accurately detect the nostril region, a first generic portion of the image was manually selected and passed to the classifier, with the aim to detect the exact location of the nose region. Once the location was found, the features inside the nose region where obtained using the Shi-Tomasi "goodFeaturesToTrack" algorithm of the OpenCV library [161], as by using this features in conjunction of an KLT Optical flow algorithm, the movements of the nose can be tracked throughout the video, and the temperature at the nostril region can be obtained more accurately. Figure 4.4b shows an example of the detected nostril region (green rectangle) and the features obtained in the nostril region in order to be tracked by the means of the optical flow.

Finally, as described in the state of the art (section 2.3.2), by averaging the pixels inside the ROI the raw respiratory signal of the subject can be obtained.

![Figure 4.4: a) Detail of a nostril region manually selected from a given frame, b) detected nostril region (green rectangle), with the obtained features (green crosses) used for the optical flow tracking.](image)

4.2.4 Signal Processing

In order to compare the respiratory signals obtained by the different video methods and the one obtained from the reference method, the raw respiratory signals had to be normalized. The processing steps to perform the normalization of each one of the respiratory signals are the same as described in chapter 3 section 3.2.4. All the processing steps were performed using the Matlab software.

The normalization process can be summarized using the following steps:

- The signals were interpolated at 40 Hz using a cubic spline.
A second order bidirectional Butterworth band-pass filter between 0.05 Hz and 1 Hz was used.

The result of a moving median filter [154] was subtracted to the signal to remove the transitory periods produced by the rapid movements of the subject.

Finally, to compress the signal between -1 and 1, a non-linear function based on the arctangent [155] Equation 4.1 was applied.

$$S_n[n] = \arctan \frac{S[n]}{\sqrt{\sum_{i=1}^{N-1} (S[i] - \bar{S})^2}} \ast \sqrt{2}$$

where $S_n[n]$ is the resultant signal after the non-linear function (normalized respiratory signal), $S[n]$ is the filtered respiratory signal and $\bar{S}$ is the mean of $S[n]$.

Figure 4.5 shows an example of a raw signal from the reference method and its equivalent normalized signal, where the effect of the non-linear compression can be appreciated.

Figure 4.5: The top row depicts the interpolated raw signal, while the bottom row depicts the normalized signal. Both signals have been obtained from the 0.1 Hz test. Source: [29], Copyright Elsevier 2019, all rights reserved

Hilbert Instantaneous Frequency

Once the respiratory signals for all methods have been normalized, in order to characterize the error between them, the Hilbert IF has been computed for all methods. The IF is a time-frequency representation where the frequency evolution in time of a signal is shown. This approach has been taken to accurately compare all the obtained signals from the different methods, moreover, time-frequency representation has been traditionally used to extract respiration from ECG [162, 163, 164] or even in baseline wander removal [165, 166]. Furthermore, this technique can also be used to analyse respiratory signals.
The Hilbert IF is defined as the first derivative of the instantaneous phase of the respiratory signal \[167\]. The computation of the Hilbert IF is possible only if the signal is periodic, and as the respiratory signal can be approximated as a quasi-periodic signal, the IF can be computed. Moreover, to remove higher frequency harmonics from the signal, a narrow-band pass-band filter is applied, thus allowing to express the respiratory signal by the means of the analytic signal.

The first step to obtain the IF signal for all the methods, is to compute the Hilbert transform from the normalized respiratory signal (equation 4.2). Once the Hilbert transform is computed, the instantaneous frequency is computed using the following equations:

\[
H_s[n] = \text{Hilbert}(S_n[n]) \tag{4.2}
\]
\[
\phi[n] = \text{arg}(H_s[n]) \tag{4.3}
\]
\[
\phi_n[n] = \begin{cases} 
\phi[n], & \text{if } |\phi[n]| < \pi 
\phi[n] \pm 2\pi, & \text{if } |\phi[n]| \geq \pi 
\end{cases} \tag{4.4}
\]
\[
\omega[n] = \phi_n[n] - \phi_n[n-1] \tag{4.5}
\]
\[
\text{IF}[n] = \omega[n] \frac{F_s}{2\pi} \tag{4.6}
\]

where \(H_s[n]\) is the Hilbert transform of the normalized respiratory signal \(S_n[n]\), \(\phi[n]\) is the argument of the Hilbert transform, \(\omega[n]\) is the instantaneous frequency in radians, \(F_s\) is the sampling frequency and finally, \(\text{IF}[n]\) represents the instantaneous frequency in Hz. All the operations are performed in the discrete-time domain, where \(n\) represents a certain sample.

Equations 4.3 and 4.4 are used to obtain the argument of the Hilbert transform and unwrap the phase in 2\(\pi\) increments to ensure continuity. This is the first step to obtain the IF from the Hilbert transform. Equation 4.5 computes the difference of adjacent angles, this operation is used to obtain the discrete first derivative of the phase thus obtaining the instantaneous frequency in radians. Finally Equation 4.6 is used to convert the previous result to Hz.

To ensure that no abrupt peaks are present in the computed IF due to the phase correction, a Hodrick-Prescott \[168\] filter is applied to the IF with a smoothing factor of \(2 \times 10^6\).

Finally, to ensure that all the IF from all the methods are properly aligned with each other, the IF signals have been aligned by maximizing the Fisher’s \[156\] ICC by iterating each signal around one respiratory period. Once all the signals were aligned, the signals were cropped so each signal had the same length.

### 4.2.5 Error Characterisation

The standard deviation of the error (SDE) has been used to characterise the error between the IF from the video methods and the IF of the reference method. The SDE was computed using the error between methods on a sample by sample basis.
4.3 Results

4.3.1 Signals

Figure 4.6: a) Depicts the normalised respiratory signals from each one of the studied sources, b) depicts respectively, the instantaneous frequency obtained from each one of the respiratory signals in (a). Source: [29], Copyright Elsevier 2019, all rights reserved.

Figure 4.6 shows an example of both the normalized signals for each method and the obtained IF side by side. Figure 4.6a depicts an example of the resulting normalized signals for the video methods and the reference method, corresponding to the 0.1 Hz test. Figure 4.6b, on the other hand, shows the obtained IF for each one of the signals represented in Figure 4.6b. It can also be noted in Figure 4.6b that the mean value of the obtained IF, as the test that is shown corresponds to the 0.1 Hz constant breathing test, is approximately 0.1 Hz for all the methods.

4.3.2 Performance

In order to improve the readability of the results, the names of the tests and methods have been modified. In this regard, the signals from the reference method are renamed as ”Plux”, the signals from the RGB camera are renamed as ”Pattern”, the depth camera metod as ”Depth”, and finally, the Thermal camera signals are renamed as ”Thermal”. Also, the tests have been renamed in the following way: the constant breathing tests have been renamed as ”0.1 Hz” and ”0.3 Hz” respectively, the free breathing test as ”Free” and the Reading test has been renamed as ”Reading”.

Table 4.3 presents the mean $\pm$ standard deviation (SD) of the mean IF for all the tests and methods. It can be appreciated that for the constant breathing tests, the mean $\pm$ SD for the reference method is $0.1 \pm 0.022$ Hz for the 0.1 Hz test and $0.293 \pm 0.017$ Hz for the 0.3 Hz test. As the subjects were instructed to breath at a constant frequency, the SD for these two tests is small,
while the mean is practically the target frequency for each test. On the other hand, the Free and Reading tests yield similar mean results of 0.242 Hz and 0.234 Hz respectively, as in both tests each subject was breathing at its own natural frequency, the mean frequency is in concordance with the range of 14 to 20 breaths per minute at rest [38] of an adult subject.

Table 4.3: Mean ± SD of the instantaneous frequency for all methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>Plux [Hz]</th>
<th>Depth [Hz]</th>
<th>Pattern [Hz]</th>
<th>Thermal [Hz]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1 Hz</td>
<td>0.100 ± 0.022</td>
<td>0.098 ± 0.029</td>
<td>0.098 ± 0.036</td>
<td>0.169 ± 0.093</td>
</tr>
<tr>
<td>0.3 Hz</td>
<td>0.293 ± 0.017</td>
<td>0.289 ± 0.018</td>
<td>0.289 ± 0.018</td>
<td>0.267 ± 0.072</td>
</tr>
<tr>
<td>Free</td>
<td>0.242 ± 0.053</td>
<td>0.245 ± 0.065</td>
<td>0.236 ± 0.059</td>
<td>0.227 ± 0.094</td>
</tr>
<tr>
<td>Reading</td>
<td>0.234 ± 0.09</td>
<td>0.233 ± 0.095</td>
<td>0.237 ± 0.098</td>
<td>0.234 ± 0.125</td>
</tr>
</tbody>
</table>

Table reproduced from [29], Copyright Elsevier 2019, all rights reserved.

Bland-Altman Analysis

Two Bland-Altman (BA) plots have been obtained in order to quantify the agreement between the different video methods and the reference method, as well as a two statistical t-test analysis for each BA plot. The first t-test analysis consisted on comparing the differences in the BA to the null-bias hypothesis, while the second t-test was performed to compare if the BA differences for each method where statistically independent between each other. All the statistical tests performed were computed using the R software.

Prior to the Bland-Altman (BA) analysis, a series of outliers had to be removed using the following criteria, that if the differences in the mean IF, for a given subject and test, between methods exceeded two times the standard deviation of the whole test, then the given subject was deemed as an outlier and discarded from that test. The number of removed outliers was the following: four subjects were removed from the 0.1 Hz test, three subjects from the 0.3 Hz test, five subjects from the Free test and finally three subjects were removed from the Reading test, from a total of 21 measurements each. To test if the removal of outliers from the BA analysis could alter the statistical results, a random removal of subjects was performed to the BA for each test, which yielded no significant differences in the statistical results. The removal of these outliers was necessary to compensate for the errors performed in the measurement stage due to two primary sources of errors: the consecutive loss in frames during acquisition and due to the excessive movement of certain subjects which had a negative impact in the obtention of the respiratory signal and by consequence the estimation of the IF.

Figure 4.7 shows the BA analysis between the reference method and the different video methods studied in this chapter of their mean IF. A total of 12 BA are shown, where the columns represent
each one of the four performed tests, and the rows represent each one of the video methods being compared. Figure 4.8 on the other hand, represents the BA analysis of the standard deviation of the IF for each test and method, distributed in the same fashion as Figure 4.7.

In each BA plot, four lines are shown, the first line, depicted as dashed grey, represents the zero-mean value of the differences, being the three remaining dashed lines: the mean value of the differences (central line), and the limits of agreement of each BA plot. This last two lines are computed as the mean value plus/minus 1.96 times the standard deviation of the differences. By observing the distance between the grey dashed line (zero-mean) to the central line, the bias of the plot can be assessed, as well as to assess if the zero-mean value is within the limits of agreement.

Table 4.4 presents the mean and standard deviation of the differences for each one of the BA plots in Figure 4.7, as well as the t-test results for the null-bias hypothesis and the comparison between BA plots. Table 4.5 shows the mean and standard deviation of the differences and the t-tests results, for the BA in Figure 4.8.

Figure 4.7: Bland-Altman plots of the mean IF, where the rows correspond to the method being compared, and the columns to each test. Source: [29], Copyright Elsevier 2019, all rights reserved.
Table 4.4: Numerical results of the differences from the BA plots in Figure 4.7.

<table>
<thead>
<tr>
<th>Depth [mHz]</th>
<th>Pattern [mHz]</th>
<th>Thermal [mHz]</th>
<th>Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1 Hz -2.119 ± 0.660</td>
<td>-2.052 ± 0.765</td>
<td>67.045 ± 26.213</td>
<td>**; ##; ∨; NS†; ††; ∗∗; ‡‡; ⋄⋄</td>
</tr>
<tr>
<td>0.3 Hz -3.857 ± 1.444</td>
<td>-3.888 ± 1.511</td>
<td>-27.247 ± 30.109</td>
<td>**; ##; ∨; NS†; ††; ∗; ‡‡</td>
</tr>
<tr>
<td>Free -4.483 ± 8.348</td>
<td>-7.032 ± 3.100</td>
<td>24.933 ± 56.106</td>
<td>NS; *; #; NS; NS; NS; NS; NS; NS</td>
</tr>
<tr>
<td>Reading -3.067 ± 16.482</td>
<td>0.275 ± 18.761</td>
<td>5.366 ± 37.945</td>
<td>NS for all tests</td>
</tr>
</tbody>
</table>

Significance is represented as: "NS∗" for p > 0.05, "∗" for p < 0.05 and "**" for p < 0.001. For the null bias t-test: "∗" corresponds to the Depth method, "#" corresponds to the Pattern method and "∨" corresponds to the Thermal method. For the t-test between methods: "†" corresponds to the Depth vs Pattern, "‡" corresponds to the Depth vs Thermal and finally "⋄" corresponds to the Pattern vs Thermal. Table reproduced from [29], Copyright Elsevier 2019, all rights reserved.

The results in Table 4.4 for the Depth and Pattern methods, show very similar mean and standard deviation values for the 0.1 Hz and 0.3 Hz test, being the mean in the range of mHz and with practically no standard deviation. Regarding the significance of the null-bias hypothesis, both test for both methods present very significant differences (p < 0.001). Regarding the Free test results, an increased mean and standard deviation in respect from the constant breathing test can be appreciated for both methods. The Depth method, in one hand, presents significant differences (p < 0.05) for the null-bias hypothesis, while the pattern method presents very significant differences (p < 0.001). For the Reading test results, both methods present an increased standard deviation, up to two times greater than in the Free test for the Depth method and up to six times greater for the Pattern method, being the Depth method the one that presents the highest mean. For this particular test, both methods do not present significant differences for the null-bias hypothesis.

The t-test comparing the BA results for the Depth method and the Pattern method does not yield significant differences.

Given the results for the Thermal method in Table 4.4, it can be observed that either the mean and standard deviation for the constant and Free breathing tests present higher values than the respective tests for the Depth and Pattern method. The Reading test on the other hand, presents similar values than the ones in the Pattern and Depth methods with an slightly increased standard deviation. It is important to remark that for the 0.1 Hz test results, the mean value is almost one order of magnitude greater than the mean value for the same test of the other two methods. The null-bias hypothesis statistical analysis results, show very significant differences for the 0.1 Hz test (p < 0.001), and significant differences (p < 0.05) for the 0.3 Hz test. The Free and Reading tests do not present significant differences for the null-bias hypothesis.

The results for the t-test analysis between BA show very significant differences between the Thermal method and the other two methods for the 0.1 Hz test. For the 0.3 Hz test, there are very significant differences between the Depth and the Thermal methods, and significant differences
between the Pattern and the Thermal methods. For the Free and Reading tests, no significant differences can be appreciated between the Thermal method and the other two methods.

The BA representation in Figure 4.8 analyses the standard deviation of the IF between the studied methods and the reference method. The relevance of Figure 4.8 lies on the study of the variability of the IF between methods, hence the frequency range of the reference method versus the frequency range of the studied methods.

Figure 4.8: Bland-Altman plots of the Standard Deviation IF, where the rows correspond to the method being compared, and the columns to each test. Source: [29], Copyright Elsevier 2019, all rights reserved.

Regarding the results in Table 4.5, the Depth and Pattern methods show similar results in all the tests, being the greatest difference in the 0.1 Hz test, where the mean value for the Pattern method is three times greater than the one for the Depth method. As for the Thermal method, both mean and standard deviation present values that are almost an order of magnitude greater than the ones for the other two methods for all tests. As for the statistical results of the null-bias hypothesis, the Depth method presents very significant differences ($p < 0.001$) for the 0.1 Hz test and significant differences ($p < 0.05$) for the Free test, while no significant differences are found for the 0.3 Hz and Reading test. Regarding the Pattern method, the same statistical results are obtained. The
Table 4.5: Numerical results of the differences from the BA plots in Figure 4.8

<table>
<thead>
<tr>
<th>Method</th>
<th>Depth [mHz]</th>
<th>Pattern [mHz]</th>
<th>Thermal [mHz]</th>
<th>Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1 Hz</td>
<td>4.81 ± 3.413</td>
<td>12.432 ± 6.469</td>
<td>71.308 ± 21.521</td>
<td>**; #; ;\forall; ;\uparrow; ;\downarrow; ;\infty</td>
</tr>
<tr>
<td>0.3 Hz</td>
<td>-0.46 ± 0.936</td>
<td>-0.115 ± 2.329</td>
<td>54.887 ± 30.135</td>
<td>NS; NS; ;\forall; NS; ;\uparrow; ;\downarrow; ;\infty</td>
</tr>
<tr>
<td>Free</td>
<td>7.562 ± 9.997</td>
<td>4.612 ± 6.783</td>
<td>50.753 ± 30.282</td>
<td>*; #; ;\forall; NS; ;\uparrow; ;\downarrow; ;\infty</td>
</tr>
<tr>
<td>Reading</td>
<td>3.554 ± 10.488</td>
<td>7.314 ± 15.262</td>
<td>37.079 ± 24.641</td>
<td>NS; NS; ;\forall; NS; ;\uparrow; ;\downarrow; ;\infty</td>
</tr>
</tbody>
</table>

The significance results are represented as in Table 4.4. Table reproduced from [29] 2019, Copyright Elsevier, all rights reserved.

Thermal method on the other hand, shows very significant differences ($p < 0.001$) for all the tests. The statistical results for the comparison between tests show very significant differences ($p < 0.001$) between the Depth and Pattern method for the 0.1 Hz test, with no significant differences on the other tests. The statistical results for the comparison between the Thermal method and the other two methods, show very significant differences ($p < 0.001$) in all the tests.

4.3.3 Error Characterisation

Once the SDE for all methods was computed, a Shapiro-Wilk test [169] was performed to each SDE values grouped by methods. The null-hypothesis for this test was to determine if the SDEs could be approximated by a normal distribution. The test results show that two of the three error groups (Plux vs Depth and Plux vs Pattern) do not show a normal distribution. For this reason The SDE values are reported as median and interquartile range, and a the Friedman non-parametric test [170] was used to compare the different methods and tests. Finally, a Wilcoxon-Nemenyi-McDonald-Thompson [170] post-hoc test was also applied to characterise the relationships between the error groups.

Table 4.6 shows the results for the standard deviation of the error, where similar results can be seen for the Pattern and Depth methods for all tests. Regarding the Thermal method, the SDE results are four times and five times greater than the ones for the other two methods in the 0.1 Hz and 0.3 Hz test respectively. For the Free test, the SDE is two times greater than in the other two tests, while for the Reading test the results are similar with the other methods.

For the post-hoc test, the interaction between SDE Depth and SDE Pattern shows no significant differences in any test, while the interaction between SDE Depth and SDE Thermal, and SDE Pattern and SDE Thermal shows significant ($p < 0.05$) and very significant differences ($p < 0.001$) in all the tests.
Table 4.6: Results of the SDE expressed as median and IQR [25 ; 75] and post-hoc analysis of the interactions between methods.

<table>
<thead>
<tr>
<th></th>
<th>Depth [Hz]</th>
<th>Pattern [Hz]</th>
<th>Thermal [Hz]</th>
<th>Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1 Hz</td>
<td>0.018 [0.016 - 0.019]</td>
<td>0.024 [0.019 - 0.027]</td>
<td>0.096 [0.084 - 0.102]</td>
<td>NS; #; ∨∨</td>
</tr>
<tr>
<td>0.3 Hz</td>
<td>0.011 [0.008 - 0.014]</td>
<td>0.013 [0.009 - 0.018]</td>
<td>0.074 [0.049 - 0.092]</td>
<td>NS; #; ∨∨</td>
</tr>
<tr>
<td>Free</td>
<td>0.038 [0.014 - 0.052]</td>
<td>0.021 [0.015 - 0.034]</td>
<td>0.106 [0.073 - 0.114]</td>
<td>NS; #: ∨∨</td>
</tr>
<tr>
<td>Reading</td>
<td>0.091 [0.073 - 0.117]</td>
<td>0.096 [0.079 - 0.126]</td>
<td>0.14 [0.131 - 0.155]</td>
<td>NS; #; ∨</td>
</tr>
</tbody>
</table>

Significance is represented as: "NS;" for $p > 0.05$, "∗" for $p < 0.05$ and "∗∗" for $p < 0.001$. The interactions are represented as follows: "∗" for the Plux vs Depth and Plux vs Pattern, "#" for the Plux vs Depth and Plux vs Thermal, and finally, "∨" for the Plux vs Pattern and Plux vs Thermal. Table reproduced from [29], Copyright Elsevier 2019, all rights reserved.

4.4 Discussion

Given the results of the BA plots in Figure 4.7 and in Table 4.4, it can be seen that for the Depth and the Pattern methods, the constant breathing tests exhibit very narrow limits of agreement, with low values either in the mean and the standard deviation. This indicates a high agreement between the studied methods and the reference method for this particular tests. Nevertheless, in both methods a minimal bias can be appreciated, even though the values are very low if compared to the fundamental frequency in both tests. Moreover, the statistical results indicate non-significant differences between methods thus indicating a high agreement with the reference method. Regarding the t-test results for this two particular tests and methods, the results indicate very significant differences between the studied method and the reference method. This can be explained as it is taken into account the low values of the mean and standard deviation, in special the later, as it is close to zero.

Free breathing on the other hand, for both methods, present wider limits of agreement with an increased mean and standard deviation, if compared to the constant breathing tests. This increase can be caused by the non-periodic nature of free breathing, and also by the fact that each subject was breathing at their natural frequency, thus producing more dispersion between subjects from the same test. Regarding the mean and standard deviation of the differences for this particular test, it can be appreciated that the Depth method presents a higher standard deviation and a lower mean than the Pattern method, while the Pattern method presents a higher mean and lower standard deviation. This can be interpreted if the statistical results for this particular test are taken into account, as the t-test between methods yield non-significant differences a possible explanation could be statistical fluctuation of the data. As for the null-bias hypothesis statistical results, the same explanation as in the constant breathing tests applies.
As for the Reading test for the Depth and the Pattern, it can be seen similar mean results to the Free test with an increased standard deviation for both methods. This increase can be caused due to the nature of the test, as the subjects were asked to read out loud a text, thus producing unique variations to the respiratory signal in function of how the subject was reading. Moreover, the statistical analysis for this test shows non-significant differences in either the null-bias hypothesis or the comparison between methods.

Given all the aforementioned results, and the different statistical analysis between the Depth and the Pattern methods. It can be observed that even though the results for both methods are very similar, even the point-cloud distribution of the BA plots, the Depth method yields slightly better results in the free breathing test.

Finally, for the Thermal results of the BA analysis in Figure 4.7 and Table 4.4, for the constant breathing frequency tests a gain error can be clearly seen. One explanation for the gain error could be a possible bias between the sampling frequency used to obtain the data, and the one used to process it. Moreover, the null-bias hypothesis also shows very significant and significant differences for the 0.1 Hz and 0.3 Hz test respectively, which are clearly direct consequence of the gain error. In the Free and Reading test on the other hand, no gain error can be appreciated. In these two test an increased standard deviation can also be seen if compared with the other two methods for the same test. The statistical results for these tests show non-significant differences in the null-bias hypothesis and in the comparison between methods.

Taking into account the results presented in Figure 4.8 and Table 4.5, for the 0.1 Hz test the mean value of the differences for the Pattern method almost doubles the one presented for the Depth method. This implies that the Pattern method has more variability in the IF estimation than the Depth method when compared with the reference method. Nevertheless, both methods presents narrow limits of agreement in the 0.1 Hz test. In the statistical analysis for this test, very significant differences can be seen for both methods, both in the null-bias hypothesis and the method comparison, which can be due to the fundamental frequency of the test being close to one of the cut-off frequencies of the band-pass filter. For the 0.3 Hz test on the other hand, both the Depth method and the Pattern method yield similar results, with small differences in the standard deviation. For the 0.3 Hz test, no statistical differences in the null-bias hypothesis or in the method comparison can be found for these methods. The Free and Reading tests, for both methods, yield an increased mean and standard deviation results if compared to the constant frequency breathing tests, which can be a direct consequence of the unconstrained breathing and reading as mentioned before. Regarding the statistical results for these two tests, in the null-bias hypothesis test, significant differences for the Free breathing in both methods can be found, while non-significant differences are found for the Reading test and for the comparison between methods. Moreover, for these two tests, the Depth method yields slightly better results than the Pattern method, indicating a higher agreement with the reference method in terms of IF variability.
The Thermal method results on the other hand, present a clear gain error for the 0.1 Hz and 0.3 Hz test. For all the tests an increased mean and standard deviation can also be seen if compared with the other two methods, which can be interpreted as a low agreement between the reference method and the Thermal method in terms of IF variability. The statistical results for this method also show very significant differences, either in the null-bias hypothesis and in the method comparison, thus indicating a low agreement between the reference method and the studied method.

For the results shown in Table 4.6 regarding the SDE, it can be seen that both the Depth and Pattern method show low median SDE and narrow IQR range for all test, thus indicating a very good agreement with the reference method. The Thermal method on the other hand shows an increased SDE median value, almost doubling the one presented for the other two methods, with also an increased IQR range for all the tests. This indicates a low agreement between the Thermal method and the reference method, and moreover, that the Thermal method presents higher IF variability than the reference method.

Given the SDE results, on the other hand, a clear improvement can be seen in either the median and the IQR range, whenever the frequency of the respiratory signal increases for all methods. This improvement can be due to the fundamental frequency of 0.1 Hz being close to one of the cut-off frequencies of the band-pass filter used in the processing stage, whereas the 0.3 Hz does not present this type of issues. Regarding the Free and Reading test, an increase in the median and IQR can also be appreciated for all tests, which can be caused by the unconstrained nature of the tests.

Regarding the statistical analysis, and post-hoc tests, between the SDE of the different methods, non-significant differences can be seen for the interaction between the Depth and Pattern methods. The results for the interactions between the Depth and Thermal and the Pattern and Thermal, show very significant and significant differences respectively in the post-hoc analysis, which implies that the Thermal method yields different results than the other two tests, thus having a low agreement with the reference method.

There were several limitations to the study, being the first limitation the number of subjects that could be included in the study. Only 21 from the 23 subjects were used, as the two that were not included presented unrecoverable errors in the acquisition stage, thus producing errors in the signal extraction, specially for the Thermal camera. The second limitation was the signal extraction of the Thermal camera, as there were several errors introduced in the thermal signal, for example due to occlusions of the nostrils or sudden movements of the face. Even though the movements of the subject were mitigated by using a tracking algorithm of the nostril region, these movements still posed as the major source of error to this particular method. Moreover, as the resulting signal was not quasi-periodic, this posed as a problem in the IF estimation.

The same limitations regarding the measurement setup found in Chapter 3 apply to this study, as the measurements where performed in a very controlled environment.
4.5 Conclusions

In this chapter a comparison between three different video-based methods has been performed, in terms of respiratory rhythm and respiratory variability. The Depth and Pattern methods yield very good results when compared with the reference method, with small differences in the order of mHz in both the BA analysis and the SDE. For the Thermal method, even though the results show a poor performance if compared with the other two methods, it cannot be discarded directly due to the aforementioned limitations.
Chapter 5

Infrared-depth camera-based method for respiratory rhythm measurement

5.1 Introduction

From the previous chapter, it was concluded that the Pattern method, presented in chapter 3, yielded very good results when compared to the reference method, while it was also concluded that the method based on the depth camera performed slightly better than the Pattern method. The depth method was based on using a mono depth camera (Microsoft Kinect™) to obtain the point-cloud map of the subject. As described in the previous chapter in section 4.2.3, the respiratory signal of the subject was measured by obtaining the mean value of the depth point-cloud within the range 500 to 900 mm.

As it can be seen in chapter 2 section 2.3.2, in the literature there are multiple methods that make use of this type of cameras to obtain the physiological variables of a subject can be found in the literature. Nevertheless, in the same section the limitations of such methods are also described, ranging from the use of predefined ROIs, to tests that have been performed in such controlled conditions that the subject had very limited freedom of movement. Moreover, another limiting factor of such methods, and the depth method used in the previous chapter, was the use of mono depth cameras which require perfectly illuminated scene to properly work. In this chapter, the aforementioned limitations are corrected, by replacing the mono depth camera with an stereo depth camera to overcome the illumination limitation that present mono depth cameras.

The aim of this chapter is to present a new non-contact camera-based method to measure the respiratory signal of a subject using an hybrid architecture. The method uses synchronized IR and depth point-cloud feeds, obtained with the same camera, to track the movements of the subject and to compute a suitable ROI on demand using the IR feed, while the obtained ROI is used in the depth point-cloud to extract the respiratory signal of the subject as described in the previous chapter. By using an IR feed to obtain the movement of the subject, the presented method is more robust to illumination changes than a regular RGB camera, while being able to recompute the ROI
automatically whenever the subject has changed its position inside the frame. This also makes the proposed method more robust to postural changes or sudden movements as it does not depend on a prefixed ROI. In this regard, no interaction with the subject is required to obtain its respiratory signal.

The contents and findings of this chapter have been published as a journal article [30] with the following reference:

doi: 10.1109/ACCESS.2019.2947759

5.2 Materials And Methods

The method proposed in this chapter is based in the simultaneous acquisition of both the infrared (IR) video feed and the depth point-cloud feed from a depth camera. The camera used, is a stereo depth camera which uses two IR video cameras and an IR projector (as described in chapter 2 section 2.3.2), to obtain the depth point-cloud. To obtain both video feeds from the camera, the provided software development kit from the manufacturer (librealsense library version 1.12.1) was used, while the proposed method was based on the OpenCV and Dlib [171] libraries (version 3.4 and 19.16 respectively). The code for the proposed algorithm was written entirely in Python (Version 3.7 with cython).

5.2.1 Proposed Algorithm

In Figure 5.1, a flow diagram of the proposed algorithm is shown, which includes both the IR and Depth video feeds, as well as all the processing steps necessary to obtain the respiratory signal from the subject.

Infrared Frame

The IR feed from the camera is used for two purposes, the first is to obtain the position of the face of the subject, which location and width will be used to obtain a ROI that will be later used on the Depth feed, and to detect whenever the subject is moving. To compute the movement of the subject, an optical flow algorithm has been used based on the Kanadae-Lucas-Tomasi (KLT) implementation, for this reason, two consecutive frames are needed from the IR feed. The following steps describe how the movement of the subject is obtained:

- In order to increase the performance of the optical flow computation, and as the aim is to obtain an approximate movement of the subject, the frame (current and previous) is first decimated by a factor of 4 by scaling the image to 1/4 of its original size. This value has been obtained empirically as it reduces the computational cost of the optical flow, without compromising the accuracy of the method.
The optical flow is computed using the current and previous decimated frames from the camera. The algorithm used for this step, is the pyramidal implementation of the Kanade-Lucas-Tomasi (KLT) [125] described in chapter 2 section 2.3.2. For the first frame, a set of features are obtained using the Shi-Tomasi [161] good features to track algorithm. Then, the new location of these features is obtained in the current frame using the KLT algorithm.

The background removal mask obtained from Depth point-cloud processing branch, is applied to prevent errors due to background movements.

The last step, is to obtain the mean modulus ($l_2$ norm) of the masked results of the optical flow. If the modulus is below a certain threshold, the previous frame is updated with the current frame. Otherwise, the face detection stage is triggered.

Whenever the algorithm detects that the subject is moving, the face detection stage is performed to obtain a new ROI location for the Depth feed. To obtain the position of the face from the subject, the last IR frame (without decimation) is used, in order to increase the spacial resolution of the face detection algorithm.

In order to detect the face inside the IR frame, the Dlib library [171] was used. The algorithm presented in this library uses the Histogram Oriented Gradients (HOG) features along with linear classifiers to obtain the position of human faces inside the frame. Whenever a face is detected inside the IR frame, a ROI is obtained following Equation 5.1. An example of the obtained ROI is depicted in Figure 5.2a.
\[ X_{roi} = X_i + w/2 \]
\[ Y_{roi} = Y_i + h * 2 \]  

(5.1)

where \((X_{roi}, Y_{roi})\) define central coordinates of the computed region, \((X_i, Y_i)\) define the upper left corner of the rectangle that defines the face location within the frame, and finally, \(w\) and \(h\) are respectively the width and height of previous rectangle. The origin of coordinates is located on the upper left corner of the frame, as it can be seen in Figure 5.2a.

As it can be appreciated from Equation 5.1, the central coordinates for the ROI are obtained by taking into account the length and width of the rectangle that defines the face inside the frame. It can also be noted that the centre of the ROI is located two times the height and half the width of the face below the rectangle as it can be seen in Figure 5.2a. From this central point, the ROI is conformed by a 32 x 32 pixel square. The square width has been empirically obtained from previous experiments, where different widths and shapes were tried. Moreover, the 32 x 32 pixel square was the one that yielded better results in terms of respiratory signal, as well computational cost. Wider ROIs produced comparable results but had a higher computational cost, while smaller ROIs yielded poor results.

**Depth Point-cloud**

The depth point-cloud feed is also used to perform two tasks, the first is to obtain a mask that will be used to segment the background of the IR feed, while the second task is to extract the respiratory signal by the means of the obtained ROI from the previous steps.

The background segmentation mask is obtained by thresholding the point-cloud map between 0.5 m and 1 m. This distance margin represents the most probable range where the subject would be located respectively from the camera, according to the position of the subject and the camera within the measuring setup. These thresholds are applied in the following way, if the depth is greater than 1 m or lower than 0.5 m, the value is replaced by a zero. The mask is obtained by replacing the values within the desired range to the maximum value. Once the mask is generated, it is used in the IR stage to filter the optical flow computation.

Whenever the ROI is obtained from the IR stage, the respiratory signal from the subject can be extracted from the depth point-cloud by averaging all the points within the ROI. As average distance between the camera and the subject is modulated by the movement of the thorax, the respiration of the subject can be obtained [137]. A superimposed image of the obtained ROI within the depth point-cloud is shown in Figure 5.2b. The extraction of the respiratory signal from the subject is based on the method used in the previous chapter (chapter 4), and from the one presented on the patent Respiratory Signal Extraction [141] published in 2018 with number: WO/2018/121861.
Figure 5.2: a) Depicts the IR frame obtained from the camera, b) depicts the depth point-cloud. In (a) the different metrics used by the method are shown, and referenced to the location of the face. In (b) the computed ROI from the previous metrics is depicted as a blue square. The images correspond to a preliminary study and are not the actual setup. Source: [30] (CC BY 4.0).

5.2.2 Measurement Setup

The stereo depth camera RealSense ZR300 from Intel [133] was used to simultaneously acquire the IR frame and the depth point-cloud. The camera was configured via the librealsense library to acquire both feeds at 30 fps with a resolution of 492 x 372 pixels. This specific resolution was chosen, as it is the maximum resolution at which the camera is able to obtain the point-cloud for distances as short as 0.5 m. The camera was located inside the setup approximately between 0.6 - 0.8 m away from the subject, whereas the real distance between the camera and the subject was determined by the analysis of the point-cloud.

The same reference system used in the previous chapters, the RespiBand RIP sensor from BioSignalsPlux\textsuperscript{TM} [94], was used to validate this method. The communication between the sensor and the computer was performed by the means of a Bluetooth Classic serial port.

In order to record the video feeds from the camera while simultaneously acquire the signal from the reference method, a custom computer program based on the Robotic Operative System (ROS) [172] was used. A *.bag binary file format was used to store all the video feeds and the signal from the reference method, with their respective timestamps so a posterior analysis could be performed. The *.bag ROS binary format allows to capture and emulate the exact time when the frames are captured from the camera. By emulating the time between frame arrivals, the proposed method has been tested for framerate loss due to the computational cost of the algorithm, hence testing the performance of the proposed method in real-time environments. The ROS version used in this study was the Kinetic Kame running on an Ubuntu 16.04 LTS.

5.2.3 Measurement Protocol

Twenty healthy subjects, 10 males and 10 females volunteered for the study. The anthropometric data for the volunteers is summarized in Table 5.1.
Table 5.1: Anthropometric data from the subjects expressed as mean $\pm$ SD

<table>
<thead>
<tr>
<th>Age [years]</th>
<th>Height [cm]</th>
<th>Weight [kg]</th>
<th>BMI [kg/m$^2$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>37.55 $\pm$ 6.66</td>
<td>171.48 $\pm$ 10.38</td>
<td>76.99 $\pm$ 18.02</td>
<td>26.04 $\pm$ 4.87</td>
</tr>
</tbody>
</table>

Table reproduced from [30] (CC BY 4.0).

The measurements for this study were performed at the facilities of the Biomechanics Institute of Valencia (IBV). The measurement setup was composed of a full-size car adapted to perform as a simulator, and a highway route projected on a wall screen in front of the setup. Pictures of the setup, provided by the IBV, are shown in Figure 5.3.

![Figure 5.3](image)

Figure 5.3: Pictures of the car simulator from the facilities of the Biomechanics Institute of Valencia, photos courtesy from the IBV, Source [30] (CC BY 4.0)

All the measurements and the protocol to perform them, was dictated and performed by the Biomechanics Institute of Valencia (IBV). Each subject was asked to wear the RIP sensor from BioSignalsPlux, and was asked to behave and drive normally within the capabilities of the simulator, while following the road indications. Moreover, each subject was able to adjust the car seat at convenience. All the measurements were provided as is, and only the data was processed to obtain the respiratory signal.

5.2.4 Signal Processing

Once the raw respiratory signal has been extracted by the means of the proposed method, the signal has to be normalized in order to be compared with the signal obtained from the reference method. All the signal processing was performed using Matlab version 2018b, while the statistical analysis was performed using R version 3.6.0.

Signal Normalisation

The signal processing techniques that have been used to process and normalise the raw respiratory signal, were the same ones that were applied in the previous chapters of this thesis. A summary of the signal processing steps undertaken to normalise the respiratory signal are detailed.
• The signals are interpolated at 40 Hz using a cubic spline.

• A second order bidirectional Butterworth band-pass filter between 0.05 Hz and 1 Hz is used on the interpolated signals.

• The result of a moving median filter [154] is subtracted to the signal to remove the transitory periods produced by the rapid movements of the subject.

• Finally, to compress the signal between -1 and 1, a non-linear function based on the arctangent [155] Equation 5.2 is applied.

\[
S_n[k] = \arctan\left( \frac{S[k]}{\sqrt{\sum_{i=1}^{N-1} (S[i]-\bar{S})^2}} \right) \cdot \sqrt{2} 
\]

where \( S_n[n] \) is the resultant signal after the non-linear function (normalised respiratory signal), \( S[n] \) is the filtered respiratory signal and \( \bar{S} \) is the mean of \( S[n] \).

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig5_4.png}
\caption{The first plot depicts the interpolated raw respiratory signal from the reference method, while the second plot corresponds to its normalized version. Source: [30] (CC BY 4.0).}
\end{figure}

Figure 5.4 shows an example of the raw respiratory signal and the normalised respiratory signal obtained from the reference method.

**Opportunistic piece selection**

Once the signals have been normalised, as the aim of the proposed method is to measure respiratory rhythm in real-life conditions, each test has been divided into pieces based on an opportunistic approach. Each piece has a variable length with a minimum duration of 60 s. Multiple pieces selected by visual inspection have been obtained from each subject. Each piece has been selected based on the amplitude of the signal, where a piece is deemed valid if the amplitude is at least 0.5 and the total length of the piece is equal or greater than 60 seconds.
5.2.5 Performance Characterisation

Statistical performance

To compare the proposed method with the reference method, two types of evaluation have been performed: the respiratory cycle series analysis and the Hilbert IF signal comparison between methods, from each one of the opportunistic pieces independently from the subject that where taken.

In order to prevent errors when comparing pieces from the reference method and the proposed method, the signals have been aligned using the Fisher’s intra-class correlation (ICC) [156], by iterating around one respiratory period. Because the maximum displacement between methods will not be greater than one respiratory period, using one period length to slide the signals between each other ensures that the ICC correlation is maximised, and guarantees a perfect alignment between the signal obtained from the proposed method and the one from the reference method.

The respiratory cycle series has been obtained using the same procedure than in chapter 3. The following steps summarise the procedure described in chapter 3 section 3.2.4.

- A threshold based on the percentile 65 is computed in both signals.
- Using the previous threshold, the intersection with positive slopes is obtained from both methods.
- Finally, the distance between consecutive slopes is computed to form the RC series.

To compute the Hilbert IF from both methods, the same procedure that has been described in chapter 4 section 4.2.4 has been used. The following steps summarize how the Hilbert IF is obtained.

- The Hilbert transform is obtained from both signals.
- The phase of the Hilbert transform is obtained and unwrapped with $2\pi$ increments to ensure continuity.
- The difference between adjacent samples is obtained to conform the IF in radians and then converted to Hz.
- Finally, a Hodrick-Prescott [168] with a smoothing factor of $2 \times 10^6$ is applied to the signal to remove the effects of the previous phase correction.

Detection Assessment

To characterise the performance in the respiratory cycle detection, the same techniques and criteria presented in chapter 3 section 3.2.4 have been used. A confusion matrix using: true positive (TP), false positive (FP), false negative (FN), sensitivity (SEN) and predictability of positive value (PPV) indicators has been computed for each piece.
The same error indicators from chapter 3, have also been used to characterise the error between respiratory cycle series obtained from the proposed method and the reference method. The used indicators are the mean absolute error (MAE) and mean absolute percentage error (MAPE). Moreover, the Fisher's ICC for all the computed cycles, without making a distinction between subjects or pieces, has been obtained.

Finally the standard deviation of the error (SDE) has been used to characterise the error in a sample by sample basis either from the respiratory cycle series and the IF signal between methods.

**Error Assessment**

In order to compare each respiratory cycle from the proposed method with its counterpart from the reference method, a Bland-Altman (BA) analysis [157] has been performed. For this analysis each piece has been used independently from the test or the subject that it belongs. Regarding the IF, a BA analysis has been performed as well, taking into account the mean IF and the SD IF. For these two last tests, each piece has been used independently of the subject for this analysis. Prior to performing the BA analysis, an Anderson-Darling test (ADT) [173] has been performed to ensure that the BA differences had a normal distribution. For this reason, the median and percentiles 2.5 and 97.5 (95 % reference interval) has been used instead of the traditional mean and limits of agreement for the IF BA, as the samples do not present a normal distribution.

The Anderson-Darling test (ADT) was also applied for the SDE results, either for the respiratory cycle results and for the IF results, as well as to the length of each piece, to verify if the data had a normal distribution or not. The results of the test show that for both the cycles SDE and the length of each piece, there is no significant differences, which indicate that the data presents a normal distribution. The IF SDE on the other hand, and similarly to the BA IF, does present very significant differences, which discards the null hypothesis that the data presents a normal distribution.

Regarding the opportunistic piece selection, in order to test the statistical dependence between the length of each piece and the SDE, for either the respiratory cycles and for the IF, an ANOVA test [174] between the length of each piece and the mean SDE for each piece has been performed, as well as Kruskal-Wallis test [175] between the length of each piece and the SDE IF for each piece. An ANOVA test has also been performed between the cycle SDE and the PPV for each piece to assert the relationship between increased FN and an increase in the cycle SDE.

### 5.3 Results

#### 5.3.1 Signals

Table 5.2 summarises the number of pieces obtained from each subject, the piece length for all subjects expressed as median and IQR, the number of cycles for each piece, and finally the length of each cycle for each piece from the reference method and the proposed method.
Table 5.2: Opportunistic piece selection results. RM stands as Reference Method, PM stands as Proposed Method.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>6.53 ± 3.22</td>
<td>167.5 [108 ; 271.38]</td>
<td>47 [27 ; 77]</td>
<td>3.45 [2.98 ; 4.55]</td>
<td>3.45 [2.98 ; 4.63]</td>
</tr>
</tbody>
</table>

Table reproduced from [30] (CC BY 4.0).

Figure 5.5 shows an example obtained from one of the pieces, where a comparison is shown between respiratory signals obtained from the proposed method and the reference method, as well as the respiratory cycle signals and the IF signals from both methods.

Figure 5.5: Example of the obtained signals from both methods for a given piece. The first plot depicts the normalised respiratory signals, the second plot corresponds to the RC series and the third plot to the IF. Source: [30] (CC BY 4.0).

On Figure 5.5, it can be seen that the respiratory signals from both methods are very similar between each other, indicating a high concordance between methods. For the respiratory cycle plot and the IF signal plot, it can also be seen that both signals for both methods follow the same temporal and amplitude evolution, with small differences between signals.

As an example of the concordance between the cycle series and the IF signal, if it is taken into account the interval between 40 s and 60 s from the previous figure, it can be seen that whenever the respiratory cycle series increases, an equivalent decrease in the IF can be observed. This can be explained as whenever the respiratory cycles increase in length, the instantaneous frequency for that given cycle decreases. The same case can be observed as whenever the respiratory cycles decreases, the IF signal increases.
5.3.2 Performance

Table 5.3 show the results for the accuracy assessment of the respiratory cycle series. Regarding the TP, FP and FN results, no distinction between subjects or pieces has been done. Moreover, a global results are shown for the SEN and PPV, computed using the aggregated TP, FP and FN.

Table 5.3: Performance indicators of the cycle detection, where the SEN and PPV indicators are expressed as mean ± SD.

<table>
<thead>
<tr>
<th>TP</th>
<th>FP</th>
<th>FN</th>
<th>G. SEN (%)</th>
<th>G. PPV (%)</th>
<th>SEN (%)</th>
<th>PPV (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5796</td>
<td>1387</td>
<td>1711</td>
<td>77.21</td>
<td>80.69</td>
<td>80.12 ± 14.23</td>
<td>80.74 ± 13.40</td>
</tr>
</tbody>
</table>

Where G. SEN stands for Global SEN and G. PPV stands for Global PPV. Table reproduced from [30] (CC BY 4.0).

Table 5.4 shows the results for the mean correlation between cycle series for all pieces, as well as the MAE and MAPE results.

Table 5.4: Fisher ICC for all the computed cycles, MAE and MAPE error indicators expressed as mean ± SD.

<table>
<thead>
<tr>
<th>Cycle ICC</th>
<th>MAE [s]</th>
<th>MAPE (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.96</td>
<td>0.46 ± 0.25</td>
<td>8.49 ± 2.99</td>
</tr>
</tbody>
</table>

Table reproduced from [30] (CC BY 4.0).

Regarding the MAE and MAPE results, both indicators have been obtained from the TP cycle series, moreover, as the MAPE indicator is influenced by the length of the analysed signal, to avoid errors due to the differences between lengths for each piece, the weighted mean and standard deviation has been used for this indicator.

Error Characterisation

Prior to the Bland-Altman (BA) analysis, a series of outliers had to be removed. The applied criteria was: if the cycles where at least 2 times or greater than the standard deviation of the group, those cycles were removed. Regarding the IF, the criteria was that if the differences for a piece were greater or lower than the 95 % reference interval, those pieces were discarded. A total of 4 pieces were discarded for the IF, and a total of 100 cycles were removed.

Figure 5.6 shows the computed BA plots, being the first plot (Figure 5.6a) the comparison between respiratory cycles from the reference method and the proposed method, were all the cycles have been used independently. The two remaining BA plots (Figures 5.6b, 5.6c), show respectively the mean IF and the SD IF for each piece between the proposed method and the reference method,
where no distinction between subjects has been made. The same representation as in the previous chapters of the mean and limits of agreement as well as the zero-mean has been performed for the Figure 5.6a, being the grey dashed line the zero-mean, while the other three lines represent the mean and limits of agreement. For the plots in Figures 5.6b and 5.6c, the grey dashed line also represents the zero-mean, while the other three lines represent the median and the 95 % reference interval.

![Graphs](image)

(a) Respiratory Cycles
(b) Mean IF
(c) SD IF

Figure 5.6: Bland-Altman representation where a) analyses all the detected cycles, b) the mean IF and c) the SD IF. Source: [30] (CC BY 4.0).

Table 5.5 shows the results for the BA differences of Figure 5.6, being the differences for the cycle BA plots represented as mean and SD, and the differences for the IF BA plots represented as median and 95% reference interval.

Table 5.5: Numerical results of the BA plots in Figure 5.6, expressed as mean ± SD for Figure 5.6a and median and 95 % reference interval [2.5 ; 97.5] for Figures 5.6b and 5.6c.

<table>
<thead>
<tr>
<th>Cycles [ms]</th>
<th>Mean IF [mHz]</th>
<th>SD IF [mHz]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.013 ± 576.559</td>
<td>-7.05 [-77.43 ; 21.52]</td>
<td>13.5 [-11.98 ; 81.2]</td>
</tr>
</tbody>
</table>

Table reproduced from [30] (CC BY 4.0).

The results for the SDE of the respiratory cycle series and the IF signal are summarised in Table 5.6, as well as, the results for the statistical analysis regarding the influence of the length to the cycle SDE and the comparison between the cycles SDE and the PPV. This last results show non-significant differences for the influence of the length to the cycle SDE, while significant differences (p < 0.05) can be found for the cycle SDE and PPV interaction.
Table 5.6: Results for the SDE and statistical analysis. The SDE is expressed as mean ± SD for the RC series and median and IQR [25 ; 75] for the IF.

<table>
<thead>
<tr>
<th>SDE Cycles [s]</th>
<th>SDE IF [mHz]</th>
<th>Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.62 ± 0.32</td>
<td>90.6 [28.27 ; 187.8]</td>
<td>NS ; NS ; †</td>
</tr>
</tbody>
</table>

The significance results, either for the ANOVA and the Kruskal-Wallis test, are presented as: "∗" for the interaction between length vs cycle SDE, "#" for the interaction between length and IF SDE and finally, "†" for the interaction between cycle SDE vs PPV. The significance is represented as follows: "NS," for p > 0.05, "∗" for p < 0.05 and "∗∗" for p < 0.001. Table reproduced from [30] (CC BY 4.0).

5.4 Discussion

Given the results shown in Table 5.3 for the accuracy of the cycle detection, a global SEN and PPV (77.21 % and 80.69 %) are reported. If each piece is taken into consideration, the SEN and PPV yield slightly better results with mean values of 80.12 % and 80.74 % respectively with both presenting a standard deviation below 15 %. This results cannot be considered as high, but it has to be taken into account that the subject had no restriction whatsoever inside the cabin, which is translated into multiple movements (even within the same piece) that produce abrupt baseline shifts in the obtained signal from the proposed method. Even after the normalisation of the obtained respiratory signal, and even though most of the aforementioned errors are greatly minimised, those errors still have a very negative impact in the cycle detection, thus decreasing the detection accuracy. For this reason, different results are also yielded when taking into account all the detected cycles or only the ones detected from each piece.

Moreover, another relevant factor to take into consideration is the variability between pieces within the same subject, as it has a clear impact in the SEN, PPV and error results. This factor can be seen in the statistical results of the interaction between the SDE and the PPV for each piece (Table 5.6), which show significant differences (p < 0.05) in the interaction between these two indicators. The rationale behind this result is that whenever the PPV decreases, as the PPV is the relationship between TP and FP, an increased number of FP can be seen. This also implies that the signals present more disparities between each other, which will be translated into a higher SDE between methods. If the PPV indicator increases, then the SDE will decrease as well. The errors which produce a higher detection of FP and the increase of the SDE, are greatly increased due to the freedom of movement of the subject and the errors associated to these movements as explained before.

Regarding the results shown in Table 5.4, a high cycle correlation (0.96) between the proposed method and the reference method can be seen. For the MAE and MAPE results, low values for the mean and standard deviation can be appreciated for both indicators. For the MAE results, if
compared to the mean duration of a respiratory cycle, this results only represents roughly the 10% of the median length. The MAPE results, on the other hand, show values similar to the ones reported for the MAE indicator, with a weighted mean and standard deviation of 8.49% and 2.99% respectively. This results can be interpreted as a good agreement between methods, if it is taken into account the aforementioned constraints associated with the tests.

To further compare the proposed method with the reference method, taking into account the movements of the subject and without the limitations of the reliability of the cycle detection for these constraints, the Hilbert IF signal for each one of the methods has been obtained. By using the IF, as it is obtained without the need of using a threshold, the comparison between methods does not need to take into account piece-related information such as the length of the piece.

For the results of the BA analysis in Figure 5.6a and Table 5.5, it can be seen a high agreement between methods, with mean and standard deviation for the differences of 10.13 ms ± 576.56 ms, where no apparent bias can be seen. Regarding the BA plots on Figures 5.6b and 5.6c, even though it cannot be directly appreciated by visual inspection that there is no bias present (in both figures the zero value is within the 95% reference interval), as the samples do not present a normal distribution, it cannot be discarded either. For the results of these two BA plots in Table 5.5, the mean IF BA plot presents a low median value with a narrow 95% reference interval, which can be interpreted as a good agreement between methods. For the SD IF BA plot, a low median and narrow 95% reference interval can also be observed, which also indicates a good agreement in the variability of the IF for both methods.

Given the standard deviation of the error results presented in Table 5.6, the cycle SDE shows relative low values with a mean and SD of 0.62 s and 0.32 s respectively, which indicate a high agreement between the obtained cycles for the proposed method and the reference method. Regarding the SDE IF results, a low median value and increased 95% reference interval can be seen. This results are in consonance with the results in the BA analysis, moreover, if it is taken into account that the subject had no constraints during the test, the increased 95% reference interval can be a direct consequence of the movements inside the setup, and the unique respiratory patterns for each subject.

Regarding the statistical analysis results in Table 5.6, non-significant differences can be found either for the ANOVA results and the Kruskal-Wallis tests, regarding the interaction between the length of the pieces and cycle SDE and the length of the pieces and the IF SDE respectively. This results can be interpreted as there is no statistical interaction between the length of each piece and the error associated with it (either for the cycles or the IF). Moreover, this results confirm that using variable-length pieces does not have an impact on the error between the proposed method and the reference method, which implies the viability of using variable-length opportunistic piece selection in real-life systems, to compare alternative methods that measure respiratory rhythm.
CONCLUSIONS

Several limitations were present in this study, being the first limitation the number of subjects that could be used for this study. Only 17 of the 20 participants were used, as for the three discarded subjects the depth point-cloud was corrupted beyond recovery due to errors in the generation of the point-cloud. This errors where produced because the subjects were more close to the camera than the minimum required distance for the camera to generate the point-cloud map.

The second limitation of this study is regarding the test conditions, even though the test were performed in a full size car without imposing any constraint to the subject, the lightning conditions of the setup were more close to a night environment without illumination changes. Moreover, no external vibrations were present during the test. For these reasons, it cannot be assured that the same performance would be achieved in presence of external vibrations or in changing light conditions (daylight), as both conditions would certainly have a negative impact in the respiratory signal extraction.

The last limitation of this study was the lack of an automatized process to perform the piece selection based on the quality of the signal. An algorithm to assess the quality of the signal, would have provided an objective tool to select the length of each piece or even to provide a template to select the pieces by visual inspection. As each piece was selected by visual inspection, inevitably some errors were introduced to the pieces. To compensate for these errors, some outliers had to be removed from the results.

5.5 Conclusions

In this chapter a new hybrid non-contact IR-Depth method has been presented, with the aim of measuring the respiratory signal of a subject without any intervention from the user. The proposed method uses the IR feed to obtain the movements of the subject, as well as the position of the face (used to compute the ROI), and the depth point-cloud feed which is used to perform a background segmentation to prevent errors, and by using the previous ROI the respiratory signal of the subject is extracted. The method has been validated using a commercial inductive plethysmograph. Moreover, 20 subjects were measured in a full car simulator without any constraints. The obtained results show a high correlation between the obtained cycles from both methods, with low error results either for the respiratory cycle series and the IF signal, indicating a good agreement between the proposed method and the reference method, moreover, no bias could be found in the BA analysis. The statistical results show that no statistical interactions could be found regarding the length of the opportunistic pieces and the error for each piece, which validate the hypothesis that variable-length opportunistic pieces can be obtained based on the quality of the signal, without having a negative impact on the analysis and characterisation of the method.
Chapter 6

Respiratory rhythm measurement from a lateral perspective

6.1 Introduction

As presented in the state of the art section 2.1, the respiratory mechanics are not only confined to the torso of the subject, as it includes the abdomen as well [34, 32]. Even though there are plenty of examples in the literature that used the thorax displacement to obtain the respiratory signal by the means of video-based methods (as well as the methods presented in the previous chapters), there are only a few that measure breathing from a lateral perspective [176, 33]. As an example, in the study presented by Nozoe et al. [33], the wall volume variation during tidal breathing is studied by the means of multiple optical markers located around the thorax and abdominal region of the subject. Even though the method cannot be directly compared with the proposed method in this chapter, as the study does not measure breath to breath variability, the study concludes that it is feasible to measure chest wall volume variation during tidal breathing from a lateral perspective in healthy subjects. Using this measuring point instead of a frontal approach, can have a series of benefits which are not present in more traditional methods. For instance, as the method would no longer record the face of the subject or the upper torso, the subject could benefit for an improved privacy if compared to traditional video-based methods. Moreover, as the measuring point is located at the side of the thorax, the occlusions produced by the movement of the arms can be greatly attenuated.

Given the two previous methods presented in chapters 3 and 5, even though both methods yield good results in terms of respiratory rhythm measurement, both methods still have several limitations that could be improved. For instance, both require advanced computer vision techniques to acquire the respiratory signal. In the case of chapter 3, a pattern needs to be located inside the frame, while for chapter 5, the location of the face needs to be obtained in order to compute the necessary ROI for the respiratory signal extraction. Moreover, as both methods measure the respiratory signal from a frontal perspective, they are less immune to occlusions. While this last example had little effect on the Pattern method (chapter 3), it definitely had an impact on the
Depth method as the subjects where given total freedom to move inside the measuring setup. Nevertheless, regarding this last issue, the Depth method (chapter 5) had the ability to compute the movements of the subject, in order to recompute the used ROI to obtain the respiratory signal.

From the idea exposed in the previous chapter of using the modulus of the dense optical flow in order to obtain the movements of the subject, and given the feasibility of measuring the respiratory signal from a lateral perspective, we propose in this chapter a new method that makes use of a dense optical flow techniques at the side of the thorax to obtain the respiratory signal of the subject.

The proposed method uses dense optical flow techniques to measure the displacement of the intercostal and abdominal muscles produced by breathing, by the means of a video camera located at the side of the thorax, while the subject is seated. Furthermore, to prevent errors in the respiratory signal extraction (occlusions, movements, etc.) a method to evaluate the respiratory signal quality is proposed. The quality indicator is based on the same idea of tracking the movement of the subject from the previous chapter, thus allowing the automated detection of quality respiratory signal pieces. Good quality has been defined as when the only source is the respiratory signal, while bad quality is defined when the respiratory signal is embedded with noise or errors produced by occlusions, movement or even talking. Finally, the proposed method has been designed with the aim of being extremely simple to implement, thus minimizing the possible bottlenecks and guaranteeing real-time performances. Moreover, the method has also been designed to make use of the full frame instead of a ROI, while constraining the necessary resolution from the camera.

The contents and findings of this chapter have been published as a journal article [31] with the following reference:


6.2 Materials And Methods

6.2.1 Respiratory Mechanics

As stated in chapter 2 section 2.1, the muscles involved in the respiratory mechanics (intercostal muscles and diaphragm) are the main responsible of the expansion and contraction of the upper torso, which favours the gas exchange at the lungs. Nevertheless and as stated in section 2.1, there are other contributing factors to the respiratory mechanics such as the abdominal movement [32, 33], that have a clear impact on the combined respiratory effort [34]. As an example, Nozoe et al. performed an study of the viability of measuring the respiratory volume evolution of the chest wall and abdomen using optical markers [33], which has proven crucial to this study as [33] demonstrates the feasibility of acquiring the respiratory signal by observing the evolution of the thoracic-abdominal region from a lateral perspective.
6.2.2 Proposed Algorithm

The proposed method measures the displacement of the rib cage and the intercostal and abdominal muscles by the means of dense optical flow tracking, from a lateral perspective while seated. The proposed method has been written in Python (Version 3.7 with Cpp bindings like cython) and makes use of the OpenCV (Version: 3.4) library to perform the different image processing steps, as well as the acquisition of the video feed from the camera.

The following pseudo-code (Algorithm 1), summarizes all the basic operations that are needed to compute the respiratory signal from the video signal, as well as to clarify the different components that are necessary for the algorithm to work.

**Algorithm 1** Proposed Algorithm, Source: [31] (CC BY 4.0)

1: procedure Respiratory signal acquisition

2:  

3:  

4:  

5:  

6:  

7:  quality_index ← calcSignSkew(mod)

8:  raw_respiration ← ph

9:  preFrame ← frame

As it can be seen in Algorithm 1, the proposed method has a very simple architecture that only relies on the computation of the dense optical flow to obtain the raw respiratory signal from the phase, while the quality index is extracted from the modulus. This simplicity allows to infer possible bottlenecks in the performance of the method and to characterise the latency of the respiratory signal extraction. As the optical flow algorithm is the limiting factor in terms of performance of the method, by choosing an efficient implementation of this method would directly translate into low latency in the respiratory signal extraction.

The chosen optical flow algorithm for this study has been the Dense Inverse Search (DIS) by Kroeger et. al [127], which is part of the OpenCV library. The next subsection presents a more in detail exposition of the proposed method, and how the respiratory signal and the quality index are obtained.

Optical Flow & Signal Extraction

The first step of the algorithm is to acquire the frame from the camera. As the algorithm is intended to work even if an IR camera is used, and as a grey-scale image reduces the computational cost of the algorithm (instead of 3 channels only one is used), a conversion between the obtained frame to the grey-scale colour-space is performed.

Optical flow algorithms compute the motion (image displacement) between two consecutive frames. There are two types of optical flow algorithms: sparse and dense. Sparse optical flow
algorithms such as the Kanadae-Lucas-Tomasi (KLT) [125] only compute the new location of a
given set of features from the last frame to the current frame, while dense optical flow algorithms
such as the DIS track the motion in a pixel by pixel basis. To compute the optical flow two
consecutive frames from the camera are needed, if only the current frame is available from the
camera, a copy of the current frame is used as the previous frame.

Regarding the DIS algorithm by Kroeger et. al, its principal characteristic is how the algo-
rithm computes the motion between two frames by searching for patch correspondences for a given
point between the two frames. Also the algorithm uses the inverse search method to find this
correspondences and finally the algorithm computes the dense flow field of every patch. The full
mathematical definition of the DIS algorithm can be found in [127]. The main advantage of this
algorithm is that it has been optimized to perform in real-time with high accuracy in the optical
flow estimation.

After the optical flow has been computed using the DIS algorithm implemented in the OpenCV
library, the function returns two matrices containing the x coordinates (X) and y coordinates (Y)
of the motion (flow field) between the two consecutive frames. After the coordinates of the flow-field
are obtained, by computing the phase and the modulus of the flow field, the raw respiratory signal
and the raw quality index are computed.

**Raw Respiratory Signal**

The following equations (6.1, 6.2) summarize how the phase of the flow-field is obtained from
the X and Y coordinate matrices.

\[
\theta = \text{atan2}(X/Y) \quad (6.1)
\]

\[
R(k) = \frac{1}{N} \sum_{i=1}^{N} \theta_i \quad (6.2)
\]

where \( \theta \in (-\pi, \pi] \) is a matrix containing all the angles (phase) for each set of \((x, y)\) coordinates.
\( R(k) \) is the average value of all the phase values for a given frame, which in return is the \( k \)th sample
of the raw respiratory signal. Finally \( N \) represents the total number of points in the flow field.

As it can be seen in Equation 6.1, the phase of the flow field is computed using the arctan-
gent formula, particularly the \text{atan2()} implementation has been used instead of the classical \text{atan()} function. One of the particularities of the \text{atan2()} implementation, is that it takes into account the
real quadrant of the phase which it translates into a continuous range between \((-\pi, \pi]\). Once the
phase for each set of \((x, y)\) coordinates is computed, to obtain the raw respiratory sample for the
given frame an average of all the phase samples is computed (Equation 6.2).

Figure 6.1 depicts an example of how the flow field looks like during inhalation (Figure 6.1a)
and exhalation (Figure 6.1b), whereas the cross represents the current position of the characteristic
on the frame, while the tail represents the position of the cross in the previous frames.
As it can be appreciated in Figure 6.1a, the cross-head arrows of the flow field are oriented to the first quadrant, which will yield at the maximum inhalation values comprised between $[0, \frac{\pi}{2}]$. On Figure 6.1b on the other hand, it can be appreciated that the cross-head arrows of the flow field are oriented to the third quadrant yielding at the maximum exhalation values between $(-\pi, -\frac{\pi}{2}]$. This phenomena is explained as whenever the thorax rises during inhalation, the ascending displacement of the thorax orients the flow field to the first quadrant, while when the thorax deflates during exhalation, the flow field is oriented in the opposite direction, hence the third quadrant. By computing the evolution of the angle of the flow field during the respiratory cycle (at each frame), and taking into account the previous phenomena where the flow field is oriented depending on the movement of the thorax, the raw respiration of the subject can be obtained through the phase of the optical flow.

**Quality Index**

As stated in chapter 5, the modulus of the optical flow changes whenever the subject moves, yielding higher amplitudes whenever the subject moves abruptly or is talking, and smaller amplitudes whenever the subject is at rest. The rationale behind the hypothesis that a quality index can be extracted from the modulus of the optical flow is: as the respiratory signal is a slow frequency signal, the frame by frame movement and hence the modulus, will yield small values when the subject is breathing normally, whereas when the subject is talking, or in the presence of abrupt or sudden movements (as used in chapter 5 to recompute the ROI) the modulus will yield higher values. Taking into account this behaviour, by analysing the statistical behaviour of the modulus (third moment estimator or Skewness), a quality index can be proposed.

The modulus of the flow field (Equation 6.3) for each set of $(x, y)$ coordinates is computed using the $l^2$ norm (euclidean distance). To obtain a raw quality index sample, an average of all the modulus points for each set of coordinates of the frame is computed (Equation 6.4), conforming the modulus signal.
\[ M = \sqrt{X^2 + Y^2} \]  
\[ S(k) = \frac{1}{N} \sum_{i=1}^{N} M_i \]

where the matrix \( M \) contains all the modulus for each set of \((x, y)\) coordinates of the flow field, \( S(k) \) represents the averaged modulus and the \( k \)th sample of the modulus signal. Finally \( N \) represents the total number of points in the flow field.

To compute the quality index, three steps are required: the sliding window conformation, the skewness computation (Equation 6.5) and finally to smooth the quality index, a recursive filter (Equation 6.6) is used.

\[ \bar{s} = E[s] \approx \frac{1}{n} \sum_{i=1}^{n} s_i \]
\[ m_3(k) = E \left[ \left( \frac{s - \mu}{\sigma} \right)^3 \right] \approx \frac{1}{n} \sum_{i=1}^{n} \left( s_i - \bar{s} \right)^3 \left( \frac{1}{n-1} \sum_{i=1}^{n} \left( s_i - \bar{s} \right)^2 \right)^{-\frac{3}{2}} \]  
\[ Q(k) = 0.9 \cdot Q(k - 1) + 0.1 \cdot m_3(k) \]

where \( s \) represents the sliding window which contains \( n \) samples of the modulus, \( \bar{s} \) represent the mean value of \( s \), \( n \) is the number of samples of the sliding window in seconds multiplied by the sampling frequency of the camera, \( m_3(k) \) represents the \( k \)th sample of the computed skewness of \( s \), and finally \( Q(k) \) is the \( k \)th sample of the quality index being \( Q(0) = 0 \) as the initial value of the recursive filter.

To conform the sliding window from the raw modulus samples, a First In First Out (FIFO) queue has been used. FIFO queues are efficient and easy to implement, moreover, by using this type of queue the amount of memory used is limited to the size of the queue. If the classical FIFO window is implemented, whenever a new modulus sample is available, the oldest sample in the queue is automatically discarded. An analysis of the influence of the window length in the quality index is performed in the results section, with the aim to assess which number of samples yield better results.

Figure 6.2 shows three histogram plots from three different snapshots of sliding windows of 30 second length each, containing three different types of modulus from three different respiratory patterns. Figure 6.2a contains 30 seconds of free breathing at a regular pace, Figure 6.2b contains a transition between free breathing and reading out loud a text, and finally Figure 6.2b contains 30 seconds of the subject reading a text. As it can be seen in Figure 6.2, depending on the nature of the respiratory signal (free breathing or reading) the symmetry of the statistics of the sliding window change. For this reason as a second step to compute the quality index, the 3rd statistical moment (skewness) has been used to quantify the symmetry of the statistic inside the sliding window.
Figure 6.2: Histogram of the modulus given three different scenarios: a) free breathing, b) transition between free breathing and reading and c) reading. Source: [31] (CC BY 4.0).

As an example, in Figure 6.2a as the subject is breathing freely and in a regular manner, the statistics of the modulus are practically symmetrical which will yield a low skewness value. On the other hand, as it can be seen in Figure 6.2b whenever the subject starts to read a text, the statistics shift to the left becoming more asymmetrical which in return will produce an increase in the computed skewness. Finally Figure 6.2c shows a completely asymmetrical histogram that will produce a high skewness value. As the respiration becomes more regular, the statistics of the sliding window will become more symmetrical, thus the value of the skewness will decay to low values. This example is still valid if the source of the error is not an alteration of the respiratory signal, but sudden movements of the subject or occlusions.

Finally, to smooth the quality index and to remove undesired components, a recursive low-pass filter (Equation 6.6) has been used. The multiplying factors of the filter are 0.9 for the previous sample and 0.1 for the current one. This two multiplying factors have been chosen empirically based on preliminary results.

6.2.3 Measurement Setup

The camera used to acquire the lateral image of the thorax, was the same that was used in chapter 3. The camera was a Logitech\textsuperscript{TM} C920, configured with its native resolution of 640x480 px at 24 fps with a YUY2 colour-space. For this study the focus and the exposure were blocked to a fixed value, being the exposure fixed to prevent frame loss due to the internal auto-exposure algorithm of the camera. The remaining parameters of the camera were set to its default value.

The same reference system used in the previous chapters was used in this study to validate the proposed method. The system was the RespiBand\textsuperscript{TM} wearable RIP system from BioSignalsPlux [94]. The respiratory signal from the reference method was acquired at 40 Hz and 12 bit resolution via Bluetooth, using a Serial Port Profile (SPP).

On Figure 6.3a, the disposition of the camera within the setup can be appreciated, where the camera was mounted on a tripod stand and placed approximately at a distance of 7-9 cm away from the thorax of the subject. Moreover, the camera was placed at an approximate height between the 7th and the 10th rib of the subject.
Due to the camera being placed within a few centimetres of the subject, it is crucial to take into account the FOV of the camera in order to characterise the effective area of vision. The FOV has $78^\circ \times 70.42^\circ \times 43.3^\circ$, of diagonal, horizontal and vertical angles respectively as it can be seen in Figure 6.3b. Given the FOV of the camera, it must be noted that this FOV is specified for a resolution with a 16:9 aspect ratio, but as the used resolution has a 4:3 aspect ratio, the horizontal field of view is automatically cropped to match the used resolution. Given the FOV, the aspect-ratio and the distance between the subject and the camera in Figure 6.3b, the effective area of vision of the thorax of the subject is comprised between $41.34 cm^2$ and $68.07 cm^2$, with a ratio of $86.37 px/cm$ and $67.18 px/cm$.

Regarding the reference method, the RIP sensor was strapped around the thorax and placed beneath the pectoral muscle of each subject. Finally, in order to facilitate the performance of the tests, a desk was placed in front of the setup for the subject to rest its arms, and to comfortably perform the last test.

All the obtained data from the reference method and the video feed was stored in a similar fashion than in the previous chapter. For this reason, a custom ROS [172] program was used to save all the combined data from the RIP sensor and the camera into a *.bag binary format. As stated in the previous chapter, this format allows to synchronise the obtained data and to emulate the exact time when the data was captured (from either sensor), allowing a posterior validation that no data or frame was lost during acquisition. Moreover, by using the ROS emulated time, the latency of the algorithm can be assessed as well. The ROS version used in this chapter was the Melodic Morenia under Ubuntu 18.04 LTS. The laptop used to record and process the video feed from the camera and the data from the RIP sensor, had an Intel i7-4710HQ processor, an Nvidia GeForce GTX 850M graphics card and 8 GB of RAM.
6.2.4 Measurement Protocol

Fifteen healthy subjects, 8 male and 7 female volunteered for the study, with the anthropometric data for the volunteers summarized in Table 6.1. Each subject gave their written consent to participate in the study, which was performed in accordance with the principles of the Declaration of Helsinki [153], and all the measurements complied with the regulations of the Universitat Politècnica de Catalunya (UPC). All the measurements were performed in a controlled environment.

Table 6.1: Anthropometric data from the subjects expressed as mean ± SD.

<table>
<thead>
<tr>
<th>Age [years]</th>
<th>Height [cm]</th>
<th>Weight [kg]</th>
<th>BMI [kg/m²]</th>
</tr>
</thead>
<tbody>
<tr>
<td>26.6 ± 3.54</td>
<td>170.47 ± 9.26</td>
<td>64.6 ± 11.97</td>
<td>22.09 ± 2.72</td>
</tr>
</tbody>
</table>

Table reproduced from [31] (CC BY 4.0).

Prior to any test, the subjects were asked to seat on the setup chair and to rest their arms comfortably on the desk located in front of the setup. The subjects were also asked to wear the strap with the RIP sensor around the chest. The distance between the subject and the camera, as well as the height of the tripod, was calibrated once for each subject in order to maintain approximately the same distance and height among all the measurements and subjects.

Four tests were performed in this study with the aim to validate the method under different constraints, two of the tests were aimed to validate the method against known respiratory frequencies, one test was performed with the aim to validate the method under free breathing conditions, and finally, the last test was aimed to validate the hypothesis of the quality index obtained from the modulus of the optical flow.

The two tests aimed to validate the respiratory signal against known frequencies, involved the subject breathing at 0.1 Hz and 0.3 Hz for a duration of 3 minutes each. To help the subjects maintain the respiration at the target frequency, a custom visual aid similar with the one used in chapters 3 and 4 was developed. The visual aid consisted on a moving bar with 2/3 of the period for inhaling (ascending movement) and 1/3 for exhaling (descending movement).

Regarding the free breathing test, the test had a duration of 10 minute with no respiratory constraints imposed to the subject (the subject could breath freely). To guarantee that the subject was breathing at its natural respiratory frequency (without any external interference), each subject was asked to watch a documentary while breathing normally.

Finally, the last test was designed to test whenever the quality index could detect if the subject was talking or performing an activity, for this reason three different tasks where performed during the test: free breathing, reading out loud a text and solving a sudoku puzzle. The total length of the test was 10 minutes, while the duration of the different categories was split as depicted in the timetable in Table 6.2. To verify that the quality index could correctly determine whenever the subject was reading a text or performing a sudoku, a 2 minute period of free breathing was introduced between the two activities. The only constraint introduced in this test was that the
subject had total freedom of movement while solving the sudoku puzzle, but had to remain silent and breath normally.

Table 6.2: Tasks performed and timetable of the quality index test

<table>
<thead>
<tr>
<th>3 min</th>
<th>1 min</th>
<th>2 min</th>
<th>4 min</th>
</tr>
</thead>
<tbody>
<tr>
<td>Free Respiration</td>
<td>Read a Text</td>
<td>Free Respiration</td>
<td>Solve a Sudoku</td>
</tr>
</tbody>
</table>

Table reproduced from [31] (CC BY 4.0).

In order to verify the alignment between the obtained respiratory signal from the video and the one obtained from the reference method, each subject was asked to perform an apnoea prior to each test. All the four tests were performed sequentially, being the first test the 0.1 Hz and the last the quality index test. Between each test a 3 minute interval was given to each subject to relax.

6.2.5 Signal Processing

After the raw respiratory signals have been obtained from the video feed by the means of the proposed method, and in order to compare the obtained signal with the one from the reference method, a series of signal processing steps have been applied using the Matlab (Version 2019b) and R (Version 3.6.0) software.

Respiratory Signal Normalisation

To compare both the respiratory signals obtained with the proposed method and with the reference method, either in terms of respiratory cycles or instantaneous frequency, a normalization of both signals had to be performed. The signal processing steps applied on both respiratory signals are the same ones that were applied in the previous chapters of this thesis, with slight modifications.

- First, in order to normalize the sampling frequency, both signals are interpolated at 80 Hz using a cubic spline.

- The interpolated signals are filtered using a zero-phase 2nd order Butterworth bandpass filter, with cut-off frequencies between 0.05 Hz and 0.6 Hz. This filter has different function depending on the source of the respiratory signal, in the case of the proposed method, the filter is used to remove high frequency noise produced by the optical flow computation. Regarding the reference method, the filter is used to remove artefacts from the thoracic band.

- Finally, to normalize the amplitude of both signals, a compression between -1 and 1 using a non linear function based on the arctangent [155] is applied. Equation 6.7 shows the mathematical definition of the applied transformation.

\[ S_n[k] = \arctan \left( \frac{S[k]}{\sqrt{\sum_{i=1}^{N}(S[i]-\bar{S})^2}} \right) \ast \sqrt{2} \quad (6.7) \]
where $S_n[k]$ is the resultant signal after the non-linear function (normalised respiratory signal), $S[k]$ is the filtered respiratory signal and $\bar{S}$ is the mean of $S[k]$.

In Figure 6.4 the previous normalization steps can be appreciated, as it depicts the raw respiratory signal obtained with the proposed algorithm and the signal obtained after the normalization process.

![Figure 6.4: The first plot depicts the filtered respiratory signal from the proposed method, while the second plot corresponds to its normalized version. Both signals have been extracted from the 0.3 Hz test. Source: [31] (CC BY 4.0).](image_url)

**Respiratory Instantaneous Frequency Estimation**

For the instantaneous frequency estimation, in this chapter a different approach has been used instead of the Hilbert transform, as the synchrosqueezing transform [177] has been used instead to compute the IF. The synchrosqueezing transform has been extensively used to extract the IF from different physiological signals such as ECG and respiration [178, 179, 180], as well as used for more advanced signal processing techniques such as to separate components from non-stationary signals [181]. One of the main benefits from using this transformation instead of the Hilbert transform, is that it does not require the signal to be quasi-periodic, moreover, the synchrosqueezing transform presents higher resolution in the time-frequency domain than the Hilbert transform. The synchrosqueezing transform was defined by Daubechies et al. [177] in 2010, as a frequency relocation method based on the continuous wavelet transform (CWT) to obtain the IF of arbitrary waveforms. A more in-depth explanation, as well as an exposition of the different mathematical definitions needed to compute the synchrosqueezing transform, is performed in the next chapter of this thesis (chapter 7, section 7.2.1).

As the synchrosqueezing transform is a 2D time-frequency representation, and the aim of this chapter is to compare the IF obtained from the respiratory signal for both methods, the component
which presents the maximum spectral power (ridge) has been selected as IF. All the synchrosqueezing transform computation and the ridge selection has been performed using the tools provided by the Matlab software, more specifically the functions \texttt{wsst} and \texttt{wsstridge}. To ensure that no "hops" between adjacent frequency components with similar spectral power do not occur and add errors to the obtained IF, a penalty of 20 in the ridge computation has been put in place.

**Respiratory Cycle Extraction**

The respiratory cycle (RC) has been obtained using the same procedure than in the previous chapters (3 and 5). The following steps summarise the procedure described in chapter 3 section 3.2.4.

- A threshold based on the percentile 65 was computed in both signals.
- Using the previous threshold, the intersection with positive slopes is obtained from both methods.
- Finally, the distance between consecutive slopes is computed to form the RC series.

To prevent errors in the RC series, and as performed in the previous chapters, only the cycles that have been detected in both methods have been added to the series.

**6.2.6 Performance Characterisation**

In this study three different tests have been performed, and for this reason, and in order to characterise and evaluate the performance and error of each test, three different methodologies have been proposed as well. For the constant breathing tests, involving the 0.1 Hz and 0.3 Hz tests, only the instantaneous frequency has been evaluated in terms of error and by the means of two Bland-Altman (BA) plots [157] for each frequency. For the free breathing test, both the RC series and the IF have been obtained, and have been evaluated in terms of accuracy in the cycle detection, error between series and BA analysis for both the RC series and the IF. Finally for the quality index test, a set of statistical methods have been used to assess its performance, as well as to establish the relationship between the sliding window length and the performance of the quality index. The following subsections summarize the different indicators used and how they have been obtained.

**Detection Assessment**

In the free breathing test, in order to characterise the accuracy of the respiratory cycle detection on both methods, the same procedures and methodologies presented in chapter 3 section 3.2.4 have been used. For the cycle by cycle comparison the sensitivity (SEN) and predictability of positive value (PPV) indicators have been computed as well. In this study nevertheless, even though the same definition of TP, FP and FN from the previous chapters are used, those indicators are only used for the computation of the SEN and PPV and are not reported in the analysis.
Error Assessment

For the free breathing test, the same error definition, as well as the error indicators, from chapter 3 have been used (MAE and MAPE) to characterise the error between the respiratory cycle series obtained from the proposed method and the one obtained from the reference method.

Regarding the Bland-Altman (BA) analysis, for the constant breathing test, two BA plot have been computed either for the mean IF and the SD IF for each one of the two tests. On the other hand for the free breathing test, three BA plot have been obtained: one for the respiratory cycles, where as well as in the previous chapter, no distinction between subjects has been made and all the individual cycles have been used, and two additional BA plots have been computed for the mean IF and SD IF. Regarding the BA involving the IF, an Anderson-Darling test (ADT) [173] was performed to verify that the differences had a normal distribution. As the results from the test showed that the differences did not present a normal distribution, the median and the 95 % interval (percentiles 2.5 and 97.5) has been used in the IF BA analysis.

To further characterise the error between methods, either for the two constant breathing tests and the free breathing test, the SDE has been computed on a sample by sample basis for the IF signal and the RC series in the case of the free breathing test. As in the case of the BA plot analysis, an ADT test has been applied to the SDE for both the IF and RC signals. The SDE of the IF did not present a normal distribution with a \( p < 0.05 \) discarding the null hypothesis. On the other hand, the SDE of the RC series showed a \( p > 0.05 \) indicating that the samples adjust to a normal distribution.

Finally, the Spearman correlation has been computed for the RC series and the IF signal from the free breathing test, between the proposed method and the reference method on a sample by sample basis.

Statistical Performance

Prior to performing any statistical test on the quality index signal, the different pieces that conform the test have been manually cropped into three different categories: Free breathing, Reading and Activity. To encompass all transitions from one category to the other, an offset has been added to the beginning and the end of each piece. Taking into account this offset, the free breathing piece is comprised between the 0.5 minute and 2.5 minute mark, the Reading section between the 2.5 and 4.5 minute mark and finally the Activity category is encompassed within the 5.5 and 10 minute mark. It has to be noted that while the Free breathing and the Reading category both have a 2 minutes length signal, the Activity piece has 4.5 minutes of signal length. The difference in the length between categories is due to the unpredictable nature of the movements inside the Activity piece, hence, to ensure that at least two movements are contained within the piece, its length is increased.

To perform the different statistical tests, once each category has been correctly cropped and labelled, the mean amplitude of the quality index of each piece is obtained. In order to verify which statistical test is more suited for the analysis of the different categories, an ADT test was performed
to assert if the categories presented a normal distribution or not. The results showed that the Free breathing category did not present a normal distribution, hence non-parametric statistical tests have been used. The quality index pieces for each category have been compared between each other, by the means of the Kruskal-Wallis non-parametric test [182] and the Nemenyi post-hoc test with a Tukey distribution. The statistical tests have been performed with the aid of the PMCMR R package [183] under the R software.

Finally, to test the ability of the quality index to determine wherever the subject is breathing normally, reading or performing an activity, an area under the curve (AUC) has been computed using the perfcurve Matlab function. The perfcurve Matlab function uses a cross-validation algorithm to asses the ratio between true and false positives, for this reason, the data has been relabelled as ”1” for the free breathing pieces of the test, where the signal quality is good, and ”0” for the rest of the two categories where the signal quality is bad.

6.3 Results

6.3.1 Constant Breathing Tests

The following results show the analysis in terms of the estimation of the instantaneous frequency of the constant breathing tests (0.1 Hz and 0.3 Hz), between the proposed method and the reference method.
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Figure 6.5: Respiratory signals (a) and its respective IF (b) from both the reference method and the proposed method for the constant breathing tests. Source: [31] (CC BY 4.0).
Figure 6.5 depicts a comparison between the obtained respiratory signals from both methods (Figure 6.5a) and its respective IF (Figure 6.5b) for both 0.1 Hz and 0.3 Hz. Moreover, as it can be seen in Figure 6.5b, for both tests the IF is centred around 0.1 Hz and 0.3 Hz respectively for both methods. It can also be seen in Figure 6.5 a high concordance between methods, either for the respiratory signals and the IF.

For the 0.1 Hz test (Figure 6.5a), the respiratory signal from the proposed method exhibits small ripples (high frequency components) if compared with the reference method. The source of the ripples could be due to the subject not able to continue inhaling or exhaling air, as the respiratory frequency of 0.1 Hz produces a very long respiratory period.

Table 6.3: Mean IF and SD IF expressed as median and IQR [25 ; 75] for the constant breathing tests.

<table>
<thead>
<tr>
<th>Test</th>
<th>Mean IF RM [mHz]</th>
<th>SD IF RM [mHz]</th>
<th>Mean IF PM [mHz]</th>
<th>SD IF PM [mHz]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1 Hz</td>
<td>99.79 [99.64 ; 99.93]</td>
<td>0.92 [0.79 ; 1.02]</td>
<td>99.71 [99.58 ; 99.92]</td>
<td>1.16 [0.79 ; 1.54]</td>
</tr>
<tr>
<td>0.3 Hz</td>
<td>299.89 [299.76 ; 300.1]</td>
<td>4.51 [3.86 ; 4.93]</td>
<td>299.81 [299.69 ; 300.08]</td>
<td>4.89 [4.03 ; 5.24]</td>
</tr>
</tbody>
</table>

RM stands for Reference Method and PM stands for Proposed Method. Table reproduced from [31] (CC BY 4.0).

Table 6.3 shows the mean and SD of the IF obtained from the proposed method and the reference method for all subjects. As the IF results do not present a normal distribution, either the mean and the SD IF are presented as median and interquartile range (IQR). The results on this table show the base frequency for both methods (either in mean and SD) of the obtained IF. It can also be noted that both methods present practically the same median for both tests either in mean and SD IF.

Performance

Figure 6.6 depicts the IF BA plots for constant breathing tests. Figure 6.6a shows the BA plot for the 0.1 Hz test, where the first plot shows the comparison between the mean IF obtained with the reference method versus the proposed method, and the second plot shows the comparison between the SD IF obtained from the reference method versus the proposed method.

Analogously, Figure 6.6b shows the BA plot for the 0.3 Hz test. It has to be noted that each point in the BA plots represents the IF comparison (mean or SD) for a given subject, where no segregation between subjects has been made. Nevertheless, one outlier was removed from each one of the tests with the following criteria: if the differences between methods exceed 1.5 times, smaller or greater, the 95 % reference interval, this sample is removed from the BA plot. This criterion is established to correct the errors produced in the IF computation by the synchrosqueezing transform, when excessive jumps in the base frequency appear.
6.3.2 Free Breathing Test

The results in this subsection are regarding the performance in terms of respiratory cycle extraction and IF estimation of the free breathing test.

Signals

Figure 6.7 depicts an example of the obtained signals from the free breathing test, where the normalised respiratory signals, RC series and IF signals can be appreciated. On the first plot regarding the respiratory signals from both methods, it can be seen that both signals are practically overlapping with small differences between each other, indicating a high concordance between methods. In the same fashion, the RC series present the same behaviour with both signals on top of each other, following the same temporal evolution with only small discrepancies in the number of periods. Regarding the IF signal on the last plot, in the same way than the RC series, the IF from both methods are completely on top of each other, following the same temporal evolution.
Figure 6.7: Example of the obtained signals for the free breathing test. The first plot depicts the normalised respiratory signal, the second plot corresponds to the RC series and the third plot depicts the IF. Source: [31] (CC BY 4.0).

Table 6.5: Mean IF and SD IF expressed as median and IQR [25 ; 75] for the free breathing test.

<table>
<thead>
<tr>
<th></th>
<th>Mean IF RM [mHz]</th>
<th>SD IF RM [mHz]</th>
<th>Mean IF PM [mHz]</th>
<th>SD IF PM [mHz]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>238.42 [201.09 ; 263.89]</td>
<td>36.52 [22.98 ; 44.88]</td>
<td>241.44 [212.49 ; 268.3]</td>
<td>38.10 [22.6 ; 45.68]</td>
</tr>
</tbody>
</table>

RM stands for Reference Method and PM stands for Proposed Method. Table reproduced from [31] (CC BY 4.0).

Table 6.5 shows the mean and SD IF results for the free breathing test for both methods expressed as median and IQR [25 ; 75]. It can be seen that the median for both methods is approximately 0.24 Hz, which is within the range of 14 to 20 breaths per minute corresponding to the typical respiratory frequency at rest in adult population [38]. As the free breathing test was performed so each subject could breath at his/her own base frequency, it can be seen that the IQR of the mean IF increases if compared to the constant breathing tests. Moreover, the same increase can be seen in the median of the SD IF. Finally, it must be noted that both methods yield similar values either for the mean IF and the SD IF.

Performance

Regarding the performance of the respiratory cycle series, Table 6.6 shows the obtained results for the cycle detection, while Table 6.7 summarizes the SDE and correlation results.
For the cycle detection results, the SEN and PPV indicators (Table 6.6) have been computed for each subject in order to determine the accuracy of the proposed method in the RC detection. The SEN results are presented as median and IQR range as a result of very few false negatives in the cycle detection, which in return caused that the aggregated SEN series, one SEN value per subject, to not present a normal distribution. The PPV values on the other hand, are presented as mean ± SD. The MAE and MAPE results are also shown in Table 6.6, and in the same fashion as the SEN and PPV indicators, they have been also computed once for each subject on a sample by sample basis. Both results are reported as mean ± SD.

Table 6.6: Performance and error indicators of the RC series for the free breathing test.

<table>
<thead>
<tr>
<th>SEN (%)</th>
<th>PPV (%)</th>
<th>MAE [s]</th>
<th>MAPE (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100 [99.18 ; 100]</td>
<td>94.7 ± 4.16</td>
<td>0.22 ± 0.1</td>
<td>4.87 ± 1.57</td>
</tr>
</tbody>
</table>

The SEN is expressed as median and IQR [25 ; 75], while PPV, MAE and MAPE are expressed as mean ± SD. Table reproduced from [31] (CC BY 4.0).

Given the SDE and correlation results in Table 6.7, the SDE of the RC series results are expressed as mean ± SD while the SDE FI results are expressed as median and IQR as they do not present a normal distribution. The Spearman correlation results on the other hand are both expressed as mean ± SD for either the RC and the IF. It must be noted that the correlation results, either for the RC series and the IF signal, are greater than 0.9 indicating a high correlation between methods.

Table 6.7: SDE and Spearman correlation results of the free breathing test.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0.34 ± 0.16</td>
<td>12.95 [4.38 ; 29]</td>
<td>0.94 ± 0.03</td>
<td>0.9 ± 0.09</td>
</tr>
</tbody>
</table>

The RC SDE and both correlations are expressed as mean ± SD, while the SDE IF is expressed as median and IQR [25 ; 75]. Table reproduced from [31] (CC BY 4.0).

The first BA plot in Figure 6.8 shows a cycle by cycle comparison between the obtained respiratory cycles with the reference method and the ones obtained with the proposed method, where all the individual cycles have been taken into account and no distinction between subjects has been made. A total of 2007 cycles have been analysed in this BA. The two remaining plots analyse the mean and SD IF respectively estimated from the reference method and the proposed method, where each sample represents a subject and no segregation between subjects has been made. Two outliers from the IF BA plots have been removed using the same criteria than in the constant frequency tests. No outliers were removed from the Cycle BA plot.
Finally, Table 6.8 summarises the numerical results of the BA plots in Figure 6.8. The differences of the cycle BA are expressed as mean ± SD, while the differences for the IF BA plots are expressed as median and 95 % reference interval, as they do not adjust to a normal distribution. Regarding the mean of the cycle BA differences, it has to be noted that the cycle differences presented a negligible mean of the order of µs, which could be attributed to statistical fluctuations, hence, 0 s is reported instead.

Table 6.8: Numerical results of the BA plots in Figure 6.8, where the cycle BA differences are expressed as mean ± SD and both the Mean IF and SD IF differences as median and 95 % reference interval [2.5 ; 97.5].

<table>
<thead>
<tr>
<th>Cycle [s]</th>
<th>Mean IF [mHz]</th>
<th>SD IF [mHz]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 ± 0.35</td>
<td>1.94 [0 ; 6.13]</td>
<td>0.17 [-3.14 ; 5.11]</td>
</tr>
</tbody>
</table>

Table reproduced from [31] (CC BY 4.0).

6.3.3 Quality Index

The following subsections show the results of the quality index evaluation, as well as the results of the study between the relationship of the sliding window length and its performance.

Signals

In Figure 6.9, the first two plots show the respiratory signal obtained from the reference method and the respiratory signal obtained from the proposed method. The third plot shows the obtained quality index with the different phases of the test superimposed, where the first 3 minute piece corresponds to free breathing, the next minute the subject was instructed to read out loud a text,
followed by 2 minutes of free respiration and finally 4 minutes of solving a sudoku puzzle (perform
an activity involving movement from the subject). It must be noted that for the statistical analysis,
as previously stated, the different pieces have been manually labelled to have 2 minute each for the
free breathing and reading and 4 minutes for the activity piece.

![Figure 6.9: The first two plots depict the respiratory signal obtained respectively from the
reference method and the proposed method. The third plot depicts the obtained quality index
(using a 10 s window), with the different regions of the test labelled on top. Source: [31] (CC BY
4.0).]

If the first two plots in Figure 6.9 are compared with the quality index, it can be clearly seen
that when the subject is instructed to read a text, the respiratory signal in both methods becomes
more chaotic and loses its periodicity, on the contrary, when the subject stops reading the text,
the respiratory signal falls back to its periodic state. Regarding the quality index, low values
can be appreciated when the respiratory signal is periodic. On the other hand, when the subject
starts to read, the values of the quality index increase indicating a degradation of the respiratory
signal. Another characteristic that can be seen in the quality index plot in Figure 6.9, is the abrupt
base-line shift produced by the different transitions between free breathing and reading, and free
breathing and performing an activity.

**Performance**

Table 6.9 shows the statistical test results (post-hoc) of the analysis between sections of the qual-
ity index test, where different lengths for the sliding window have been used. The results of the
Kruskal-Wallis test comparing all the pieces between each other, show that for window lengths
between 5 s to 30 s the p-values are inferior to $7.748 \cdot 10^{-5}$, which is the maximum p-value cor-
responding to the 30 s window. For the 1 s window, on the other hand, the returned p-value was
$3.899 \cdot 10^{-4}$. 
Table 6.9: Post-Hoc results and AUC for the quality index test.

<table>
<thead>
<tr>
<th>Window length [s]</th>
<th>Free vs Reading</th>
<th>Free vs Activity</th>
<th>Reading vs Activity</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0002</td>
<td>0.0607</td>
<td>0.2121</td>
<td>0.8</td>
</tr>
<tr>
<td>5</td>
<td>1.6e-07</td>
<td>0.0046</td>
<td>0.0046</td>
<td>0.9578</td>
</tr>
<tr>
<td>10</td>
<td>2.1e-06</td>
<td>0.0011</td>
<td>0.3316</td>
<td>0.9533</td>
</tr>
<tr>
<td>20</td>
<td>2.1e-05</td>
<td>0.0015</td>
<td>0.5675</td>
<td>0.9244</td>
</tr>
<tr>
<td>30</td>
<td>0.0001</td>
<td>0.0025</td>
<td>0.7332</td>
<td>0.8956</td>
</tr>
</tbody>
</table>

Results for different sliding window lengths, p-values for the post-hoc statistical test between sections and area under the curve (AUC) of the true positive rate versus the false positive rate. Table reproduced from [31] (CC BY 4.0).

The post-hoc results in Table 6.9, which evaluate the statistical interaction between the different categories, show very significant differences $p < 0.001$ in the interaction between free breathing and reading for all window lengths, significant differences $p < 0.05$ in the interaction between free breathing and performing an activity for the window lengths higher than 5 s, with no significant differences for the window length of 1 s, and finally for the interaction between reading and performing an activity, no significant differences can be seen for all windows except for the 5 s length which shows a $p < 0.05$. Regarding the area under the curve analysis, it can be seen that all window lengths present results higher than 0.8, being the maximum result the one yielded by the 5 s window.

Figure 6.10: Boxplot representation of the free, reading and activity pieces from the quality index test (using a 10 s window). Source: [31] (CC BY 4.0).
Figure 6.10 shows a box plot corresponding to the 10 s window quality index. This window length was chosen as the default, as the results in Table 6.9 yield for this window length the lowest p-value in the free breathing versus activity in the post-hoc test, moreover a high value of AUC is also yielded for that given window length.

6.4 Discussion

6.4.1 Constant Breathing Tests

Given the signals showed in Figure 6.5a for the constant breathing tests, small ripples can be appreciated in the 0.1 Hz test for the respiratory signal obtained with the proposed method. This distortions in the signal can be due to forced breathing at slow frequencies, and produced when the subject can no longer inhale or exhale air, as the subject is waiting for the visual aid to start its ascend or descend, involuntary movements of the thoracic-abdominal region are produced, which originate the small notches in the respiratory signal. This same notches can be appreciated in a smaller scale in the reference method, but as the proposed method measures the changes in both the intercostal and abdominal muscles, this effect is magnified.

Regarding the impact of the aforementioned distortions, as they produce high frequency harmonics in the respiratory signal, this harmonics are also present in the IF signal. By using the synchrosqueezing transform instead of other methods to compute the IF, and due to the property of the synchrosqueezing transform to concentrate the spectral power into narrow bands, the impact of this type of distortions is greatly minimized as it can be seen in Figure 6.5b.

In Table 6.3 very similar results in the median IF can be appreciated between the reference method and the proposed method for both the 0.1 Hz and 0.3 Hz test, being the latter the one that presents a higher IQR range from the two tests, this could be caused by small errors in the synchrosqueezing estimation. Regarding the SD IF for both methods and tests, all present similar results between each other with comparable median and IQR.

Given the BA plots in Figure 6.6, even though no apparent trend can be appreciated in the four BA plots, as the samples do not present a normal distribution, it cannot be discarded that any of the BA plots do not contain any bias. In all the plots it can be appreciated that the zero value is inside the 95 % reference interval, with low median values and narrow 95 % reference interval (Table 6.3), which indicates a good agreement between methods. Given the SDE results shown in Table 6.3, both methods yield SDE results within the margin of the SD IF in Table 6.4 which indicate a low error between methods. The SDE results in Table 6.3 also show low median SDE and narrow IQR for both tests, indicating a good performance of the proposed method in terms of respiratory signal extraction at constant frequencies.

6.4.2 Free Breathing Test

The results of the free breathing test shown in Table 6.6, regarding the accuracy of the cycle detection, show a median sensitivity of 100 % with a very narrow IQR and a mean PPV of 94.7
% with low SD values. The median SEN value can be explained as the majority of the respiratory cycles were detected correctly in both methods, thus very low false negatives were detected. The PPV result on the other hand, indicate that there is a small number of false positives as well. One possible source of the false positives could be due to small movements of the subject, or even small differences between the thoracic and abdominal respiratory movements [32, 33], which if it is taken into account the measuring point of the proposed method and the measuring point of the reference method, the latter only measures the thoracic movement while the proposed method measures both thoracic and abdominal regions. Overall, the results in Table 6.6 for the SEN and PPV show a high successful rate in the respiratory cycle detection.

Regarding the MAE and MAPE results in Table 6.6, small values can be seen for the MAE indicator either for the mean and SD, indicating a low error between methods in the RC series. The MAPE results also yield values consistent with the MAE results with a mean of 4.87 %, which also indicates a high agreement between methods for the RC series. Given the SDE results in Table 6.7, the RC series SDE shows low values with mean of 0.34 s and SD of 0.16 s indicating a low error between methods. The correlation results for the RC series show a mean value of 0.94 with a small SD thus indicating a high agreement between method for the RC series. Overall all the indicators show a high agreement between the RC series obtained with the proposed method and the reference method.

The results for the instantaneous frequency in Table 6.5 for the mean IF show an approximate median value for both methods around 0.24 Hz, which as previously indicated, is within the range of 14 to 20 breaths per minute present in adult population at rest [38]. The results for the SDE IF present a median of 12.95 mHz with an increase IQR if compared to the constant breathing tests, which is caused by the greater variability between subjects and the increased length of the test. Given the correlation results for the IF, a mean of 0.9 and an SD of 0.09 is reported, which are in agreement with the SDE results. Either the SDE and the correlation indicate a high agreement between both methods in the case of IF analysis.

Regarding the BA analysis of the free breathing test, the cycles BA plot in Figure 6.8a and its numerical results in Table 6.8, show a high agreement between methods with a negligible bias and a very narrow limits of agreement, with no bias or trend present in the plot. The mean IF BA plot in Figure 6.8b, even though no apparent trend can be appreciated, as the samples do not present a normal distribution it cannot be assured that no trend is present in the BA plot. Moreover, a median bias of 2 mHz between the differences is reported in Table 6.8 with a narrow 95 % reference interval. It has to be noted that this bias if compared to the mean IF in Table 6.5, yields less than 1 % of the median IF. The source of this small bias can be due to small discrepancies between the theoretical sampling frequency of the camera and the real sampling frequency, which in return can produce misalignments between methods and errors in the IF estimation. For the SD IF BA plot in Figure 6.8c, no apparent trend can be appreciated either. A near zero median of the differences for the SD IF BA plot is reported in Table 6.5, with a narrow 96 % reference interval. Both IF BA indicate a high agreement between the IF obtained from the proposed method and the one obtained from the reference method.
6.4.3 Quality Index

Taking into account the last plot in Figure 6.9, the effects of the window length can be directly appreciated in the response time of the transitions between "bad quality" signals to "good quality" ones. As it can be seen, even when the respiratory signal has become quasi-periodic after the reading period, the quality index still yields high values for a certain period of time, this is due to the sliding window still containing a certain amount of samples of the "bad quality" signal, and until those samples are removed, the quality index does not decrease. An example of this behaviour is depicted in Figure 6.2, where the effect of the "bad quality" samples can be seen in the histogram. Even though this could be seen as a downside of the method, this provides an hysteresis which ensures that when the quality index values have decreased, the respiratory signal will have good quality, thus preventing false positives.

Regarding the statistical results shown in Table 6.9, a clear dependence between the length of the window and the quality of the signal is reported. As an example, whenever the window length decreases, the statistical results show lower p-values. This behaviour is true until the sliding window is sufficiently small, that the contained samples from the modulus of the optical flow only correspond to a few respiratory periods, in which case there is not enough information inside the window to accurately discern between good and bad quality. This behaviour can be seen in Table 6.9 if a 1 s window length or less is chosen, as the p-value results increase and the AUC results decrease. Given the previous constraints, the chosen window length has to take into account both the specificity and response time as a trade-off. As an example, if the 10 s window is chosen, it reports a good trade-off between specificity and response time, with an AUC of 0.9533 and very significant differences \( p < 0.01 \) and significant differences \( p < 0.05 \) between free breathing vs reading and free breathing vs activity respectively. Furthermore, and as it can be seen in Figure 6.9, the response time is sufficiently small which does not delay in excess the transition between "bad quality" signal to "good quality" one.

Given the plots in Figure 6.10 for a 10 s window length, the median and IQR of the Free pieces is clearly below the Reading and Activity pieces, which is in concordance with the statistical results shown in Table 6.9. Regarding the other two pieces, both report similar median and IQR results, with an increased IQR can for the Activity piece if compared to the Reading piece. This could be due to the difference in length between the two pieces, but more importantly as the Activity piece involved the subject moving freely, this increased IQR could be caused by the variability in the movements from the subjects.

Overall, both the statistical results and the box plot for the quality index show a good performance in terms of detecting good and bad quality signals from the modulus of the optical flow.

6.4.4 Limitations of the Study

Some limitations were present in this study, being the first the location of the reference method. While the reference method performed the measurement on the chest, the proposed method measured the intercostal and abdominal region, which can produce different results depending on how
the subject is breathing. Even though the results do not show a significant error, either in the constant breathing test or the free breathing test, a new validation using two RIP sensors, one in the chest and the other in the abdominal region, has to be performed to discard possible errors due to abdominal respiration. The second limitation of this study was the narrow age gap of the subjects, as the respiratory mechanics in adult population can change, specially for elder people. To make the study extensible to a wider range of adult population, measurements with a wider age interval should be performed as well.

The last limitation of the study was that the test were performed in a very controlled environment, were no changing lighting conditions or external vibrations were taken into account for the study. While most of the lighting issues could be solved by using an IR camera (as the algorithm would still be valid), a validation with external vibrations should still be performed, as they will affect the obtained optical flow, hence, the respiratory signal.

6.5 Conclusions

In this chapter a new method to obtain the respiratory signal at the thoracic-abdominal region from a lateral perspective is presented. The proposed method uses the phase of the optical flow to obtain the respiratory signal of the subject while using the modulus to obtain the quality of the respiratory signal. To validate the algorithm a thoracic RIP sensor has been used as a reference system.

The constant breathing tests results show a high agreement between the proposed method and the reference method, indicating the viability of the proposed method to retrieve the respiratory signal at a constant frequency, and more importantly indicating the precision in the IF estimation.

The results for the free breathing test indicate a high sensitivity in the respiratory cycle detection, yielding low error results and showing a high agreement in the BA differences. Regarding the IF for the free breathing test, the results yield a good agreement between methods with small SDE and small median differences in the BA plots.

In this chapter, the hypothesis that a quality index can be simultaneously obtained from the modulus of the optical flow has been validated, with results indicating a good specificity in terms of discerning between good and bad signal. Finally, the trade-off between window length and specificity has also been assessed in this chapter.

In general, and thanks to the simplicity of the method, the proposed algorithm can extract the respiratory signal with real-time constraints while simultaneously obtaining the quality of the respiratory signal, by using the phase and the modulus of the optical flow respectively.
Chapter 7

Synchrosqueezing transform implementation for real-time systems

7.1 Introduction

As introduced in the state of the art (chapter 2, section 2.4), there are no specific signal processing techniques, methods or methodologies for respiratory signal analysis. As the respiration is a biological signal, most of the current techniques applied to respiratory signals are based on the electrocardiogram (ECG) signal processing.

Nowadays, most of the algorithms and methods used to obtain metrics and insights from the respiratory signal, rely on time domain analysis. This is related to the traditional approach in medical practice on signals obtained with pneumotachography [39], where the main objective was to obtain the time between breaths (respiratory cycle) and the amplitude of the signal (tidal volume). More recently, another approach based on frequency-domain analysis can also be found in the literature. Frequency-domain analysis allows to extract information regarding the different harmonics inside the signal, which is a good indicator of the variability of the signal.

Nevertheless, there are some limitations to time-domain and frequency-domain analysis. For instance, time-domain analysis relies on complete respiratory periods to compute the breath to breath distance (respiratory cycles), hence, time-domain analysis would not yield any information until a complete respiratory cycle is obtained, making this type of signal processing methods not viable if a sample by sample analysis is required. Frequency-domain analysis on the other hand, require for the signals to be stationary for a correct spectral estimation of the signal. As the respiratory signal is non-stationary, the error produced depending on the used window and its length when estimating the mean respiratory frequency and its variability, would have a great impact in the obtained results. Moreover, only the mean variability and mean respiratory frequency can be obtained from this type of analysis.

There are some methods that use time-frequency representation instead of purely time-domain or frequency-domain analysis, that have been proven reliable in respiratory signal processing [179].
This methods rely on obtaining the instantaneous frequency (IF) of the signal, where the mean IF holds the information of the breathing frequency, and the standard deviation the variability of the respiratory signal.

The Hilbert transform is a classical method to obtain a time-frequency representation of a signal, moreover, some studies can be found in the literature that use such approach in ECG signal processing [166, 162]. This methodology has also been used in chapter 4 and chapter 5 of this thesis to obtain the IF of the respiratory signal. The use of the Hilbert transform poses a series of limitations that have to be taken into account whenever is used in biological signals. The first limitation is that it can only be applied if the signal is quasi-stationary, meaning that if the signal contains transitory periods or non-periodic pieces, the resultant IF will certainly contain errors [184]. Another limitation of this method is that it is computationally expensive, and as such, time-frequency representation using this methodology is limited to post-processing techniques, were there is no limitation in the time expended in processing a sample.

A new methodology to obtain the time-frequency representation was presented in [177] by Daubechies et al. in 2010 as a tool to obtain the IF of an arbitrary waveform. The Synchrosqueezing transform, as defined by Daubechies et al. in [177], is a relocation method based on the CWT, where the CWT is "sharpened" by relocating the spectral power density from nearby frequencies to a local maximum. To summarize, the Synchrosqueezing transform allows a precise time-frequency representation of a signal, independently if it is stationary or not or even if it contains more than one harmonic.

This type of time-frequency analysis can be found in the literature applied to ECG [178], EEG [185] and even for respiratory signal analysis [179, 186], where the instantaneous variability of these signals is studied. Moreover, in this thesis this type of approach has also been used in chapter 6 to obtain the IF of the respiratory signal. The main drawback of this method is that it is computationally expensive, as it requires to compute the CWT (create one wavelet for each one of the frequencies to study, and convolute the result with the signal being analysed), and after that, perform the frequency relocation. As another drawback, if the signal being analysed contains a large amount of samples, or there are to many frequencies in the CWT, the memory overhead would make this method not viable in current off-shelf computers, where the amount of memory and CPU/GPU computing capability are limited.

In this chapter a novel implementation of the synchrosqueezing transform is proposed, the novelty lies in using matrix operations that can be performed in a parallel fashion using the GPU. The framework used to implement the algorithm was pytorch, which is a GPU accelerated framework for deep learning. The proposed implementation also uses an advanced strategy to only compute all the needed wavelets once, and in the frequency domain. This approach is important in order to prevent memory overheads, as there is no need to instantiate all the wavelets at each iteration, moreover, as the wavelets are already computed in the frequency domain, the computational cost required to initiate the algorithm is greatly reduced.
The proposed implementation has been optimised to perform in real-time, specially for systems that use non-contact methods to obtain physiological variables. Moreover, the proposed approach is to use a sliding window of known length (to assess the computational cost) in order to obtain the IF evolution of an arbitrary signal in a sample by sample basis, thus making the algorithm viable on low-end systems and in real-time applications.

7.2 Materials And Methods

In this section an overview of the synchrosqueezing transform method [177] presented by Daubechies et al. is performed. The proposed implementation uses the mathematical definitions in [177] as a reference to obtain the Synchrosqueezing transform, as well as a series of mathematical definitions proposed by Stéphane et al [187] regarding the wavelet generation and CWT computation.

7.2.1 Formal Synchrosqueezing Definition

In this subsection the formal definition of the synchrosqueezing transform is studied, as well as an overview of the different implications of each step from a computational point of view.

Wavelet Definition

As the synchrosqueezing transform relies on wavelets to obtain the time-frequency representation, the first step to obtain such transformation lies on how to obtain a wavelet. For this implementation, the complex Morlet wavelet (Gabor wavelet) [187, 188] has been used. In Equation 7.1 the temporal representation of the Morlet wavelet can be appreciated, whereas in Equation 7.2, the frequency domain Morlet wavelet can be found.

\[
\begin{align*}
\psi(t) &= \pi^{-\frac{1}{4}} e^{j\sigma t} e^{-\frac{1}{2} t^2} \\
\psi(w) &= \pi^{-\frac{1}{4}} H(w) e^{-(w-\sigma)^2/2}
\end{align*}
\]

where \(\psi(t)\) is the temporal wavelet, \(\psi(w)\) is the wavelet in the frequency domain, \(\sigma\) is the fundamental frequency of the wavelet, and \(H(w)\) is the Heaviside function as the Morlet wavelet has to comply with \(if : w < 0 then : \psi(w) = 0\) in order to be considered an analytic function [187].

The definition of the Morlet wavelet in the frequency domain (Eq. 7.2), has been obtained from [188]. It has to be noted that while the temporal definition of the Morlet wavelet is complex, the frequency domain definition is only real. From a computational point of view, using the frequency definition offers a serious advantage, as the memory required to allocate a complex vector (wavelet) is twice as much the memory to allocate a real one. To comply with the admissibility condition imposed on this type of wavelet [189, 188], a \(\sigma = 6\) has been chosen.
Continuous Wavelet Transform

The first step to compute the synchrosqueezing transform is to obtain the CWT of a signal. To perform this transformation, one wavelet is needed for each one of the frequencies that are going to be analysed. To compute all the needed wavelets the definition of the mother wavelet is presented in Equation 7.3 [187] either in the time domain and in the frequency domain. By the means of the mother wavelet, the same wavelet definition (Equations 7.1 and 7.2) can be scaled and/or shifted to obtain a wavelet that corresponds to a certain frequency. For the next steps a generic analytical wavelet is assumed, as the mother wavelet can be applied to any wavelet, all the expressions are defined in function of the mother wavelet instead of a particular wavelet definition.

\[
\psi_s(t) = \frac{1}{\sqrt{a}} \psi\left(\frac{-t}{a}\right)
\]
\[
\hat{\psi}_s(w) = \sqrt{a} \hat{\psi}(aw)
\] (7.3)

where \(\psi_s\) is the mother wavelet, \(\psi\) is the original wavelet and \(a\) is the scale at which the wavelet is being generated.

To compute the CWT from the mother wavelet, the signal being analysed has to be convoluted with each one of the generated wavelets, so a time-frequency representation can be achieved. In Equation 7.4 the CWT transform is shown [177, 187].

\[
W_s(a,b) = \int s(t) \frac{1}{\sqrt{a}} \psi\left(\frac{t-b}{a}\right) dt
\] (7.4)

where \(W_s(a,b)\) is the CWT transform for a given scale \(a\) at given time \(b\) and \(s(t)\) represents the signal being analysed.

From a computational point of view, as the convolution in the time domain requires shifting one of the signals (mother wavelet) in respect to the other, and although nowadays making this kind of operations has become much more efficient due to the consolidation of deep learning and convolutional neural networks, it still requires a fair amount of processing power to compute temporal convolutions. On the other hand, and taking into account the property of the Fourier transform where a temporal convolution is transformed into a multiplication in the frequency domain, computing the CWT in the frequency domain is much more computationally efficient. In Equation 7.5, the CWT in the frequency domain is shown [187].

\[
\hat{f}_s(w) = \frac{1}{2} \hat{s}(w) \sqrt{a} \hat{\psi}^*(aw)
\] (7.5)

where \(\hat{f}_s(w)\) is the CWT transform and \(\sqrt{a} \hat{\psi}^*(aw)\) is the Fourier transform of the mother wavelet. This approximation is only valid if \(\hat{\psi}(w) = 0\) for \(w < 0\).
Synchrosqueezing Transform

Based on the mathematical definitions by Daubechies et al. described in [177], if the wavelet $\psi$ is concentrated only in the positive frequency axis, and given that $W_s(a,b) \neq 0$, a candidate instantaneous frequency can be computed following Equation 7.6.

$$\omega(a,b) = -\gamma(W_s(a,b))^{-1} \frac{\partial}{\partial b} W_s(a,b)$$  \hspace{1cm} (7.6)

where $\omega(a,b)$ is the candidate IF and $W_s(a,b)$ is the CWT transform for a certain scale $a$ at a certain temporal displacement $b$.

The previous equation describes how to obtain a candidate IF from the wavelet transform in the time domain. It has to be noted that this is not the synchrosqueezing transform as $\omega(a,b)$ is still in the time-domain plane, and its purpose is to obtain which frequencies are present in the CWT. If the signal were to be of the form $s(t) = A\cos(wt)$ its candidate IF would be $\omega(a,b) = w$.

Finally, the synchrosqueezing transform is defined in [177] by Equation 7.7. Taking into account that the signal has been computed only at discrete scales $a_k$ (binned), the synchrosqueezing transform will also be binned in $\omega_l$ intervals.

$$T_s(\omega_l, b) = (\Delta \omega^{-1}) \sum_{a_k|\omega(a_k,b) - \omega_l| \leq \Delta \omega/2} W_s(a_k,b) a_k^{-\frac{3}{2}} (\Delta a)_k$$  \hspace{1cm} (7.7)

where $T_s(\omega_l, b)$ is the obtained synchrosqueezing transform, $\Delta \omega$ and $\Delta a$ are respectively the increments between frequencies and scales.

To summarize, $T_s(\omega_l, b)$ will contain a version of the CWT where the spectral power density has been relocated to its local maxima, hence the time-frequency representation will be concentrated into narrow frequency bands, which have a more precise representation than the one obtained with the CWT.

7.2.2 Proposed Implementation

The aim of this implementation is to achieve real-time performance when computing the IF on a sample by sample basis, by computing the SST transform using matrices instead of loops for the linear operations. Nowadays Matrix operations can be easily parallelized in the GPU, thus decreasing the computing time for each operation. To achieve real-time performances, the proposed implementation tries to minimize the memory transactions between GPU and CPU by pre-loading all the essential matrices into GPU memory at the initialization stage. Another improvement, is that by performing most of the operations in the frequency domain, the performance of the algorithm is also increased.

The proposed implementation has three fundamental code functions: the code initialisation, the synchrosqueezing transform (SST) computation and the ridge extraction. In the code initialisation all the global variables as well as all the wavelets are allocated in GPU memory, so all the objects are always ready when a new operation takes place in order to minimise the memory transaction between GPU and CPU. In the SST computation, whenever a new sample arrives, the SST is
computed for the refreshed window. Finally, the ridge extraction allows for a 1-D representation of the instantaneous frequency.

The framework used was the pytorch (version 1.4) library with CUDA (version 10.2) support, and executed under Python3 (version 3.6.9). In the following subsections a more in-detail explanation of the principal operations involved in the SST computation as well as the ridge extraction is shown.

**Code Initialisation**

The code initialisation is the first function that is called in the life-cycle of the proposed implementation when the class is instantiated. This function serves two purposes, the first one is to allocate in GPU memory all the required data that will be later used at each iteration, and to compute all the necessary wavelets to perform the CWT and the SST computation. The amount of scales used is a parameter that can be set at the class instantiation, as well as the sliding window length and the sample frequency, thus allowing a customization of the amount of wavelets used and to pre-allocate all the necessary data into GPU memory. This function is only executed once in all the life-cycle of the proposed implementation, meaning that all this operations are only performed once.

In order to generate all the wavelets needed to compute the CWT, the equation 7.2 and 7.3 are used. As the wavelets are generated in the frequency domain, and to avoid errors due to the Fourier transform, the amount of samples that will be used in the FFT of the signal are computed. To do so, the following equation has been used: $N_{\text{fft}} = \text{ceil}(\log_2(\text{win}_\text{len} \cdot F_s))$ where $\text{win}_\text{len}$ represents the sliding window length in seconds and $F_s$ is the sample frequency of the signal. $N_{\text{fft}}$ is the nearest superior power of 2 number given the amount of samples in the sliding window, for example, if the signal is sampled at 30 Hz and the window length is 60 s, the amount of samples inside the window will be 1800, being 2048 the nearest immediately superior power of 2 number. For this reason $N_{\text{fft}}$ samples are used to compute the wavelets in the frequency domain.

Once the amount of samples needed are computed, the frequency and scale distribution must be computed as well. As the immediate application of this implementation is to obtain the IF in respiratory signals, and because such signals are usually in the low frequency range (0.1 Hz to 0.3 Hz), an exponential frequency/scale distribution has been chosen. An advantage of using this type of frequency/scale distribution instead of a linear one, is that by narrowing the distance between frequencies/scales in the low frequency range allows for better resolution at these frequencies. One downside of this approach, if the signal contains frequencies in the high frequency range, the estimation of the IF in those frequencies will certainly contain errors.

To obtain the desired frequencies and scales, the following equations have been used.

$$f_{\text{aux}} = (0, \cdots, i/N_{\text{sc}}, \cdots, 1)$$

$$f_{\text{reqs}} = 1/2^{f_{\text{aux}}/\tau}$$  \hspace{1cm} (7.8)

$$scales = \sigma/(2\pi f_{\text{reqs}})$$  \hspace{1cm} (7.9)
where \( f_{aux} \in [0, 1) \) is a vector with \( 1/N_{sc} \) steps, \( N_{sc} \) is the total amount of scales that will be used. \( freqs \) and \( scales \) are the frequency and scale distributions respectively, where \( freqs \in [0, 1) \) represents the normalized frequency vector, and \( scales \) its associated scales. \( \tau \) represents the exponential decay which has been set to 0.1 as default. Finally \( \sigma \) is a constant of value 6 as stated in equation 7.2. To simplify all the operations in the frequency domain, the normalized frequency between 0 and 1 has been used. For this reason the equation 7.8 which contain all the frequencies that will be analysed, is numerically constrained in the margin between \([0,1)\).

Once the frequency/scale distribution is computed, by the means of equation 7.2 and 7.3, all the wavelets necessary to compute the CWT are generated with \( N_{fft} \) samples in the normalized frequency domain. All the wavelets are stored in a matrix of \( N_{sc} \times N_{fft} \) dimensions allocated in GPU memory, being each row a different wavelet with \( N_{fft} \) samples.

### SST computation

Once the code has been initialized, for each new sample the SST computation is triggered. The only input parameter for this function is the sliding window containing all the samples that will be analysed. A copy of all the samples is immediately performed into the GPU memory so that all the operations can be executed in the GPU domain without memory transactions being performed.

The first step to compute the SST is to perform an FFT of the sliding window. As the sliding window does not contain a power of 2 number of samples, it has to be symmetrically padded with zeros until this amount is reached. Once the signal has been zero-padded, the complex FFT can be performed.

In order to compute the CWT of the signal in the frequency domain, the complex multiplication between the Wavelet matrix and the signal has to be performed (equation 7.5). In pytorch, when performing an element wise multiplication between a vector and a matrix, if the vector is defined as a 1 row vector, each element inside the matrix column is multiplied by the corresponding element in the same column of the vector, and assigned to the same position inside the resultant matrix. As a result, the obtained matrix has the same dimensions than the original matrix. An example of the previous operation is shown in equation 7.10.

\[
\mathbf{CWT} = \mathbf{s} \odot \mathbf{\hat{\psi}} = \begin{pmatrix}
\hat{s}_1 \hat{\psi}_{1,1} & \hat{s}_2 \hat{\psi}_{1,2} & \cdots & \hat{s}_n \hat{\psi}_{1,n} \\
\hat{s}_1 \hat{\psi}_{2,1} & \hat{s}_2 \hat{\psi}_{2,2} & \cdots & \hat{s}_n \hat{\psi}_{2,n} \\
\vdots & \vdots & \ddots & \vdots \\
\hat{s}_1 \hat{\psi}_{m,1} & \hat{s}_2 \hat{\psi}_{m,2} & \cdots & \hat{s}_n \hat{\psi}_{m,n}
\end{pmatrix}
\tag{7.10}
\]

where \( \mathbf{s} \) is the 1D vector of the sliding window in the frequency domain, \( \mathbf{\hat{\psi}} \) is the matrix containing all the wavelets, \( m \) is the number of scales and \( n \) is the length of the FFT.

Once this operation is completed, and before the inverse fast fourier transform (IFFT) is performed on the \( \mathbf{CWT} \), as the next step described in equation 7.6 involves performing a derivative of \( \mathbf{CWT} \) and because the derivative in the Fourier domain is defined as follows: \( \mathcal{F}\{f'(t)\} = jw \hat{f}(w) \), this derivative is computed in the frequency domain. It has to be noted that this operation does not involve matrix algebra, as the operation in equation 7.6 is defined for a 1D signal, thus this
operation does not involve computing the first derivative of a matrix in the frequency domain. Once the $\mathbf{CWT}$ and $\mathbf{dCWT}$ have been obtained, the complex IFFT can be computed to proceed with the SST computation.

The next step involves obtaining the candidate frequencies for all the scales, to perform this operation the equation 7.6 has been applied. Note that in this case $(\mathbf{W}_s(a,b))^{-1}$ does not involve the computation of a pseudo-inverse of the $\mathbf{CWT}$ matrix, but to perform an element wise division between $\mathbf{dCWT}$ and $\mathbf{CWT}$. As explained before, if not specified, pytorch by default performs an element wise multiplication and division of matrices, which in this case can be expressed in the following equation.

$$\mathbf{\Omega} = -j(\mathbf{dCWT} \, \odot \, \mathbf{CWT})$$  \hspace{1cm} (7.11)

where $\mathbf{\Omega}$ is a matrix containing all the candidate IF.

Once the candidate IF has been computed, the last step to obtain the SST is to relocate all the frequencies as described in equation 7.7. As this step is the only one that cannot be done using matrices as it requires iterating for all the frequencies used, a for loop has been chosen instead. In the next pseudo-code the implementation of this last part is shown.

**Algorithm 2** SST computation

1: for $k$ in range($0, N_{sc} - 1$)) do  
2: for $i$ in range($0, N_{fft} - 1$) do  
3: for $j$ in range($0, N_{sc} - 1$)) do  
4: if $\mathbf{\Omega}_{i,j} - \mathbf{freqs}_k < \Delta\mathbf{freqs}_k$ then  
5: aux$_{i,j} \leftarrow \mathbf{\Omega}_{i,j}$  
6: else  
7: aux$_{i,j} \leftarrow 0$  
8: $\mathbf{SST}_{i,k} = \sum_k \text{aux}_{i,k}$

where $\mathbf{SST}$ is the synchrosqueezing transform and $\Delta\mathbf{freq}$ is the distance between $\mathbf{freqs}_k$ and $\mathbf{freqs}_{k-1}$. Although the algorithm 2 shows three nested loops, the two interior loops are completely parallelized as the function where from pytorch has been used, but for illustrative purposes, all the involved search operations have been shown.

With this last step, the SST for the input signal has been computed. This procedure is performed each time a new sample enters the sliding window, and as it needs to perform in real-time, the computational time of all this procedure must not exceed $1/F_s$.

**Ridge extraction**

This last step is used to extract a 1D signal from the SST. This step is crucial in obtaining the IF, as it removes all the harmonics and only the evolution of the fundamental frequency is shown. To perform this operation, first the maximum values in $\mathbf{SST}$ and its positions are extracted. To
extract the ridge from the **SST**, the previous indices are used to obtain the values in **SST**. If for a certain scale there are two maximums, the one with the lowest frequency is used.

### 7.2.3 Performance characterisation

#### Computing performance

To test the computing performance in both GPU and CPU of the proposed implementation, the computing time and absolute error for each combination of window length and scale has to be assessed. In order to obtain those parameters, a test based on changing the amount of scales and the window length has been designed. To perform this test, a file containing a 0.1 Hz sinusoidal signal sampled at 30 Hz with 200 s of length was generated, to ensure that for each one of the tested lengths the sliding window contains exactly the same signal being the only variable the number of samples used. The same test has been used to assess the performance either in the GPU and the CPU, with the particularity that in the GPU only one CPU thread was used to control the program execution, while in the CPU case up to 4 concurrent threads using OpenMP were used. To characterise the absolute error between the estimated IF and the fundamental frequency of the signal, the average of the IF has been used.

The tests were performed on an Intel i7-4710HQ CPU, with an Nvidia GeForce TX 850M graphics card and 8 GB of RAM. The CUDA toolkit version 10.2 was used along python (version 3.6.9).

#### Error Assessment

As the proposed implementation is intended to be used in respiratory signals in order to obtain its real-time IF evolution, the error between the proposed implementation and IF approximation and a reference method has to be assessed.

**Dataset**

The dataset used to evaluate the performance of the algorithm was the same used in chapter 6, were fifteen healthy subjects, eight male and seven female, were measured in a controlled environment. In Table 7.1 the anthropometric data including age, height, weight and body mass index (BMI) can be found.

<table>
<thead>
<tr>
<th>Age [years]</th>
<th>Height [cm]</th>
<th>Weight [kg]</th>
<th>BMI [kg/m²]</th>
</tr>
</thead>
<tbody>
<tr>
<td>26.6 ± 3.54</td>
<td>170.47 ± 9.26</td>
<td>64.6 ± 11.97</td>
<td>22.09 ± 2.72</td>
</tr>
</tbody>
</table>

Table 7.1: Anthropometric data expressed as mean ± SD.

Table reproduced from [31] (CC BY 4.0).

The subjects were instructed to perform four tests as described in chapter 6, but only three were used in this study. The three test included two constant frequency breathing tests and the free
breathing test. For the constant frequency test, the subjects were instructed to breath at a certain frequency (0.1 Hz and 0.3 Hz) with the help of a custom visual aid. The two constant frequency test had a length of 3 minute each while the free breathing test had a duration of 10 minute. From the dataset, only the signal from the reference method was used for this study, obtained by the means of commercial RIP from BioSignalsPlux [94] (chapter 6).

Signal Processing

Once the raw signal has been obtained and before the extraction of the IF, and in order to avoid errors due to the respiratory signal containing spurious high frequency components or amplitude changes that could have a negative impact on the IF, a filtering and normalization of the signal has been performed. The following signal processing steps were applied to the respiratory signal to achieve this normalization as partially described in chapter 6.

1. A 2nd order bidirectional zero-phase digital Butterworth bandpass filter was applied to the signal with cut-off frequencies of 0.05 Hz and 0.6 Hz.

2. A non-linear (equation 7.12) function based on the arctangent [155] was applied to the signal in order to eliminate the possible AM components, as well as to compress the signal between -1 and 1.

\[
\hat{R}[k] = \arctan\left(\frac{R[k]}{\sqrt{\sum_{i=1}^{N}(R[i]-\bar{R})^2}}\right) * \sqrt{2} \tag{7.12}
\]

where \(R[k]\) is a sample of the raw respiratory signal, \(\bar{R}\) represents the mean of the raw respiratory signal, and finally \(\hat{R}[k]\) represents a normalized respiratory sample.

Instantaneous Frequency Estimation

Once the respiratory signal has been normalized, and in order to characterise the error between the real IF and the obtained IF from the proposed implementation, two reference methods have been used. In one hand the Hilbert IF has been computed, while on the other hand the IF signal obtained from the Matlab functions \texttt{wsst} and \texttt{wsstridge} was used.

To obtain the Hilbert IF, the procedure outlined in chapter 4 was used. This procedure is defined in [167] as the first derivative of the instantaneous phase of the respiratory signal. The necessary steps to compute the Hilbert IF are the following:

1. The Hilbert transform is obtained from the respiratory signal.

2. The phase of the Hilbert transform has to be unwrapped and corrected with \(2\pi\) increments to ensure continuity.

3. The IF is obtained by the difference of adjacent samples in the previously corrected phase series.
4. To ensure that no abrupt phase changes are present in the signal, a Hodrick-Prescott [168] filter is applied with smoothing factor of $2 \cdot 10^6$.

On the other hand, the IF obtained with Matlab was computed using 48 octaves (480 scales) and with a penalty of 20 in the ridge computation. This specific configuration was used as it was the one that yielded the best accuracy in terms of IF. All the computations to obtain either the IF from the Hilbert transform or via the tools provided in the Matlab framework, were performed in the Matlab environment (version 2019b).

Regarding the proposed implementation, as the aim of the method is to work in real-time using a sliding window, the signals from the dataset have been parsed emulating a real-time system with a FIFO architecture, where each new sample is added to the sliding window while the oldest is removed. To obtain the IF, the central sample from the obtained IF has been added to an array to conform the IF signal. A 100 scales and a 60 s sliding window have been chosen to obtain the IF from the respiratory signal based on previous results. Regarding the sliding window length, and because the first available sample from the proposed implementation begins at the 30th second, the first and the last 30 seconds of the IF from the Hilbert method and the Matlab method have been cropped in order to align the IF signals from the proposed implementation with the IF signal from both reference methods. As the sample frequency of the normalised respiratory signal is 40 Hz, a total of 2400 samples are used in the sliding window at each iteration.

To assess the error of the proposed implementation, a plot comparing all the obtained mean IF and SD IF from the proposed implementation, the Matlab Synchrosqueezing and the Hilbert transform for each one of the subjects has been performed. To quantify the error between the proposed method and the reference methods, the standard deviation of the error (SDE) has been computed. As the Hilbert IF has much more SD than the IF obtained with Matlab, only the latter one has been used to assess the SDE on a sample by sample basis.

Finally, an ADT [173] has been performed on the mean IF and SD IF for all the methods to verify if the samples presented a normal distribution. From all the tests, the Hilbert IF was the only method that showed a $p < 0.05$ for either the mean and SD IF, which discards the null hypothesis that the samples present a normal distribution.

### 7.3 Results

Two type of results will be presented on this section, the results regarding the computational performance of the algorithm, where the computational performance is evaluated, and the results regarding the error assessment of the proposed implementation, where the obtained IF is compared with other two IF reference methods.

Figure 7.1 shows an example of the input and output signal as well as the intermediate signals that can be obtained from the proposed implementation. Figure 7.1 corresponds to an input sliding
window of 60 s and 100 scales for a 0.1 Hz signal sampled at 30 Hz, and from right to left, the signal being processed, the CWT of the signal, the SST of the signal and finally the IF for that window length are shown.

![Graphs showing signal processing steps](image)

Figure 7.1: Input signal, CWT, SST and IF obtained with the proposed implementation at a 100 scales, for a 60 second window of 0.1 Hz signal sampled at 30 Hz.

As it can be seen in Figure 7.1, the CWT and SST steps depict the same 2D representation, but while in the CWT representation the spectral power density is concentrated around 0.1 Hz with a wide bandwidth, in the SST representation, this spectral density has been reduced ”squeezed” into thin line centred around 0.1 Hz. As previously stated, the last figure in Figure 7.1 is obtained by locating the maximum of the spectral power density of the SST step.

### 7.3.1 Computational Performance

As the aim of the proposed implementation is to compute the IF in real-time, the study of the performance when the algorithm is using a GPU or a multithread CPU is performed.

![Graphs showing computational performance](image)

Figure 7.2: a) Depicts the performance curve and absolute error for the GPU of the proposed implementation, while b) depicts the performance curve and absolute error for the CPU. The z-axis represents the execution time and the color-code the absolute error. The window length is reported in kilo-samples ”kS”
Figure 7.2 shows two figures which depict, respectively, the execution time (z-axis) and the absolute error (color-map) for the GPU (Figure 7.2a) and multithread CPU (Figure 7.2b). In Figure 7.2, for both GPU and CPU, a quadratic increase in computational time can be appreciated whenever the scales increase, while an almost linear increase is presented whenever the sliding window increases. Another characteristic of both figures, is that the error is almost constant when the sliding window is greater than 0.9 kS of length.

Table 7.2: GPU performance and absolute error.

<table>
<thead>
<tr>
<th>Scales</th>
<th>W. Length [kS]</th>
<th>100</th>
<th>250</th>
<th>500</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9</td>
<td>14.12 ms [2.02 mHz]</td>
<td>48.17 ms [8.69 mHz]</td>
<td>209.18 ms [2.84 mHz]</td>
<td></td>
</tr>
<tr>
<td>1.8</td>
<td>17.11 ms [2.02 mHz]</td>
<td>149.99 ms [0.77 mHz]</td>
<td>474.58 ms [0.77 mHz]</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>30.24 ms [2.02 mHz]</td>
<td>216.02 ms [0.77 mHz]</td>
<td>804.83 ms [0.77 mHz]</td>
<td></td>
</tr>
</tbody>
</table>

Where the data is presented as the execution time in "ms" and [ absolute error ] in "mHz" for each pair of sliding window length and scale. The window length is reported in kilo-samples "kS".

Table 7.2 shows a small subset of the computational time and absolute error for the GPU case. It can also be appreciated a quadratic increase of the computational time whenever the scale increases, as an example, for 100 scales the algorithm takes 14.12 ms while for 500 scales the algorithm takes 209.18 ms, both for a 0.9 kS window length. It can also be seen, that the error decreases whenever the scales increase, being the highest error for the 100 scale and 0.9 kS window, and the lowest for the 500 scale and 3 kS window.

Table 7.3: CPU performance and absolute error.

<table>
<thead>
<tr>
<th>Scales</th>
<th>W. Length [kS]</th>
<th>100</th>
<th>250</th>
<th>500</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9</td>
<td>17.61 ms [2.02 mHz]</td>
<td>68.61 ms [8.69 mHz]</td>
<td>585.5 ms [2.84 mHz]</td>
<td></td>
</tr>
<tr>
<td>1.8</td>
<td>29.48 ms [2.02 mHz]</td>
<td>309.4 ms [0.77 mHz]</td>
<td>1739 ms [0.77 mHz]</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>72.4 ms [2.02 mHz]</td>
<td>706.8 ms [0.77 mHz]</td>
<td>3142 ms [0.77 mHz]</td>
<td></td>
</tr>
</tbody>
</table>

Where the data is presented as the execution time in "ms" and [ absolute error ] in "mHz" for each pair of sliding window length and scale. The window length is reported in kilo-samples "kS".

Table 7.3 shows the same subset of data than Table 7.2 but for the CPU case. It can also be appreciated the same quadratic increase of the computational time whenever the number of used scales increases, as an example, for 100 scales the algorithm takes 17.61 ms while for 500 scales the algorithm takes 585.5 ms, both using the same 0.9 kS window. Regarding the absolute error, as the only change between the GPU and the CPU test does not imply a change in the proposed
implementation as far as the device performing the operations, the absolute error for any given scale and window length pair is exactly the same in both Table 7.3 and Table 7.2.

7.3.2 Error Assessment

Signals

Figure 7.3 depicts an example of the obtained IF for the proposed implementation, the IF obtained with Matlab and the IF from the Hilbert transform, as well as the normalized respiratory signal from the Free test. As it can be seen, all three IFs follow the same temporal evolution being the proposed implementation and the Matlab IF on top of each other, indicating a high concordance between the proposed implementation and the reference methods. It can also be seen in Figure 7.3, that the IF from Matlab has more frequency resolution (more steps) than the proposed implementation, as it has been computed using 480 scales instead of the 100 of the proposed method.

![Respiratory Signal and Instantaneous Frequency Comparison](image)

Figure 7.3: The first plot depicts the respiratory signal from the reference method, while the second plot depicts a comparison of the IF signals obtained from the proposed implementation, Matlab synchrosqueezing and Hilbert transform.

Performance

Figure 7.4 contains for each test and subject, the mean and SD IF for all the studied methods. As it can be seen for the 0.1 Hz and 0.3 Hz test, for all the subjects and methods, the mean IF is centred around the corresponding frequency. On the contrary, on the Free test each subject has a different mean IF. On this last test, it can also be seen that all the methods for the same subject report near identical results. Regarding the SD, both the proposed implementation and the Matlab results show very low SD while the Hilbert transform shows more dispersion. The SD results for the free test show more dispersion than the previous tests as each subject had its own variability, with the proposed implementation and Matlab results being closer to each other while the Hilbert transform presents more SD as in the previous cases.
Figure 7.4: Comparison between Instantaneous frequency obtained using the Proposed implementation, the Hilbert transform and the Matlab Synchrosqueezing method. "+" represents the proposed method, "x" represents the synchrosqueezing transform obtained with Matlab and "o" represents the Hilbert transform.

Table 7.4 contains the median and IQR [25 ; 75] of the mean IF, while Table 7.5 contains the median and IQR [25 ; 75] of the SD IF for all the subjects in Figure 7.4. The median and IQR have been chosen as the Hilbert IF samples do not present a normal distribution. Finally, Table 7.6 contains the SDE between the proposed implementation and the Matlab Synchrosqueezing on a sample by sample basis. The results are shown as mean ± sd as both methods presented a normal distribution.

Table 7.4: Median and IQR [25 ; 75] of the mean IF for all the subjects and methods.

<table>
<thead>
<tr>
<th>Test</th>
<th>PI [mHz]</th>
<th>SM [mHz]</th>
<th>HT [mHz]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1 Hz</td>
<td>101.04 [100.78 ; 101.43]</td>
<td>99.8 [99.68 ; 99.88]</td>
<td>100.34 [99.65 ; 100.52]</td>
</tr>
<tr>
<td>0.3 Hz</td>
<td>298.9 [298.23 ; 299.92]</td>
<td>299.63 [299.49 ; 299.99]</td>
<td>299.71 [299.51 ; 300.17]</td>
</tr>
<tr>
<td>Free</td>
<td>235.07 [198.52 ; 255.52]</td>
<td>238.7 [201.15 ; 263.69]</td>
<td>229.23 [198.36 ; 250.44]</td>
</tr>
</tbody>
</table>

Where PI stands for Proposed Implementation, SM stands for Synchrosqueezing Matlab and HT stands for Hilbert Transform.
Table 7.5: Median and IQR [25 ; 75] of the SD IF for all the subjects and methods.

<table>
<thead>
<tr>
<th>Test</th>
<th>PI [mHz]</th>
<th>SM [mHz]</th>
<th>HT [mHz]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1 Hz</td>
<td>3.15 [2.94 ; 3.24]</td>
<td>0.83 [0.76 ; 0.97]</td>
<td>28.15 [24.75 ; 34.08]</td>
</tr>
<tr>
<td>Free</td>
<td>38.04 [26.94 ; 48.04]</td>
<td>36.85 [23.25 ; 45.1]</td>
<td>57.18 [48.63 ; 81.11]</td>
</tr>
</tbody>
</table>

Where PI stands for Proposed Implementation, SM stands for Synchrosqueezing Matlab and HT stands for Hilbert Transform.

Table 7.6: Mean ± SD of the SDE between the proposed implementation and the Matlab Synchrosqueezing for all the test.

<table>
<thead>
<tr>
<th></th>
<th>0.1 Hz [mHz]</th>
<th>0.3 Hz [mHz]</th>
<th>Free [mHz]</th>
</tr>
</thead>
<tbody>
<tr>
<td>SDE</td>
<td>2.54 ± 0.35</td>
<td>7.19 ± 0.45</td>
<td>26.48 ± 15.66</td>
</tr>
</tbody>
</table>

7.4 Discussion

Regarding the results in Figure 7.2 and Tables 7.2 and 7.3, the first thing to be noted is the difference between the maximum computing time between GPU and CPU, being the maximum CPU computing time 3.9 times greater than the maximum GPU computing time. Moreover, when comparing the lowest computing time, only a difference of approximate 3.5 ms is found between GPU and CPU. The main reason why the CPU performance rapidly decreases when the scales and window length increases is due to the 4 cores rapidly maxed out at 100 % of its capacity and not being able to rapidly process all the data. On the other hand the GPU as it has more cores (hence more threads), and although is eventually maxed out, it can ingest and process more data per operation than the 4 cores of the CPU. Another reason for this difference in computation time is due to the GPU being optimized to perform matrix operations, and for this reason is more efficient in parallelizing all the operations involved in computing the SST.

Another important detail that can be appreciated in Figure 7.2 is the fact that the computing time increases quadratically whenever the scales increase, but it increases almost linearly when the window length increases. This can be due to two factors, the first one being the increase in number of operations that need to be performed whenever the scales increase, and the second reason can be due to when performing the ”reallocate” of frequencies the proposed algorithm cannot parallelize the first loop described in Algorithm 2, which is translated into an increased computing time as more iterations of the loop are being performed. As for the linear increase whenever the window length is augmented, this is solely due to the increase in the number of operations and hence linear.
Given the results of the absolute error in Tables 7.2 and 7.3, it can be appreciated in Figure 7.2 that for a low number of scales the error can be up to 40 mHz. This is due to the "tailing" error of the CWT as it can be seen in Figure 7.1, the beginning and ending samples as they pose a discontinuity an error on the CWT computation is produced, and if the window length is below a certain number of samples, the estimation of the mean IF for that window will certainly contain errors. As for the other scales and window lengths, whenever the window length is higher than 1.6 kS, the error due to this discontinuities does not contribute as much to the error as the difference between the discrete scale/frequency to the actual frequency. For this reason, whenever the window length is greater than 1.6 kS, and the number of scales is greater than 100, the absolute error becomes smaller than a 5 %.

For the results in the comparison between methods in Table 7.4, small differences can be seen between the proposed implementation and the reference methods, for the constant breathing frequency tests. Regarding the Free breathing test, all the methods show similar results as well, being the Hilbert IF the one with the lowest median. For the results in Table 7.5 in both the constant frequency tests, the proposed implementation has a median SD IF below 5 % of the median mean IF showing good results in the IF estimation. If compared with the other two reference methods, the proposed implementation has more SD than the Matlab Synchrosqueezing but way below the IF from the Hilbert transform. This last results indicate that the proposed implementation, and taking into account the different in scales between the Matlab results and the proposed implementation, can be used to obtain the IF of a constant frequency signal. Looking at the results for the Free breathing test, the results from the proposed implementation and the Matlab Synchrosqueezing are very similar with only a few milihertz of difference either in median and interquartile range. As for the comparison with the results obtained from the Hilbert IF, the proposed implementation has lower median and lower interquartile range. Overall, the proposed implementation yields very good results when compared with the Matlab implementation, taking into account the difference in the number of used scales.

Finally, the results in Table 7.6, show a low SDE for both the constant frequency tests, which indicates a good agreement between the IF obtained from the proposed implementation and the Matlab Synchrosqueezing, being all the results below a 5% error for each test respectively. Regarding the Free test an increased SDE can be found. As each subject was breathing at a different frequency with different frequency modulations within the respiratory signal, and as the signals from the proposed implementation and the Matlab Synchrosqueezing have been obtained using a different number of scales, whenever a small frequency change occurs, the Matlab IF is able to shift to the next scale while the proposed implementation due to the limitation in the number of used scales, cannot jump two the next discrete frequency. Because of that difference, the SDE shows higher results for this test than the constant frequency breathing tests. The effect described before can be seen in Figure 7.3 within the seconds 260 and 280.
7.5 Conclusions

In this chapter a new implementation of the synchrosqueezing transform (SST) has been presented, as well as an approximation of the IF estimation of the respiratory signal. The proposed implementation is based on performing all the operations involved in the SST as matrix operations so its easy to parallelize and to obtain performances that otherwise could not be achieved. The proposed implementation has been build based on the pytorch library, which enables GPU parallelization as well as CPU parallelization, thus achieving real-time performance when computing the IF. The results regarding the computational performance show an that the proposed implementation can perform with low error at real-time speeds. The results also show the relationship between the absolute error and the number of scales, whenever the scale number increases the error decreases and the performance decreases as well. Finding a good trade-off between the number of scales, the maximum error and the computational performance is crucial for real-life applications.

Regarding the error assessment of the approximated version of the IF, the results show a high agreement between the Matlab IF and the IF for the proposed implementation on the constant breathing tests, with an increased SDE for the Free breathing test due to the difference in the number of scales used in both methods. The proposed implementation also showed much better results than the Hilbert IF in terms of SD.

In general, the proposed implementation can be used in real-time implementations to obtain the variability of the instantaneous frequency.
Chapter 8

Conclusions & Future work

In this chapter the general conclusions and main findings of this thesis are reported, as well as a last section detailing the proposed future work.

8.1 Conclusions

Non-contact unobtrusive methods for respiratory measurement have been recently established as an alternative to traditional methods. Moreover, those based on video analysis have experimented an increase in popularity in the recent years. In this thesis, different methods based on video processing have been presented and analysed, with the aim to improve the performance of the current methods as well as to validate the feasibility of these methods to measure respiratory signals, from which the respiratory rhythm can be obtained.

This section has been organized focusing on the different objectives of this thesis summarized in three different subsections, where all the different achievements and main findings are reported.

8.1.1 Video-based methods

In this thesis, Three different video-based methods have been studied, being two of them based on commercial consumer-grade RGB camera and one based on a stereo depth camera.

The first method described in chapter 3, is based on the detection inside the frame of a custom pattern placed on the thorax of the subject. The respiratory signal of the subject is obtained by tracking the evolution of a pattern inside the image along the successive frames, by the means of sparse optical flow techniques. The proposed method is comprised by two differentiated stages, the detection stage and the tracking stage. The detection stage is only performed whenever the pattern needs to be located inside the frame, while the tracking stage is performed every frame as long as there are enough features of the detected pattern inside the frame. Thanks to the asymmetry between the detection and tracking stages, the proposed method can achieve performances up to 80 Hz in the tracking stage, making the method feasible to extract the respiratory signal in real-time. The method has been validated with 21 healthy subjects and compared with a commercial
inductive plethysmography system. The tests have been performed to validate the method against the reference system, with results for the intra-class Fisher correlation ranging from 0.945 for the best result (0.1 Hz test) to 0.85 for the worst (Reading test). Regarding the objectives proposed in this thesis, this method fulfils the first sub-objective of proposing and validating a method that uses a consumer-grade camera to obtain the respiratory signal of a subject.

The second method, presented in chapter 5, involves the use of an stereo depth camera (Intel Realsense™ ZR300) to obtain the respiratory signal through the evolution of the depth map. The novelty of this method is that by the means of the IR image obtained trough the same camera, the face of the subject is located and a region of interest (ROI) on the thoracic cage is obtained. Whenever the subject moves or changes its position, a new ROI is computed. This ROI is later used in conjunction with the depth map to obtain the changes in the distance between the subject and the camera, that are proportional to the respiration hence obtaining the respiratory signal of the subject. The method was designed to perform in real-time with simultaneous acquisition of the IR feed and the depth map from the camera. The method was evaluated with 20 healthy subjects using an inductive plethysmography system as a reference method. The measurements where taken in a car simulator were the subject could act without any restriction of movement within the capabilities of the simulator. Each subject was asked to drive normally within the car simulator parameters. The proposed method was designed taking into account the limitations of the first method regarding the illumination changes and the use of a pattern to extract the respiratory signal. By computing a ROI from the location of the face of the subject, and by using the depth map to extract the respiratory signal, both limitations are assessed and the third sub-objective is fulfilled.

The third method defined in chapter 6, uses a consumer-grade camera located at the side of the subject, to measure the displacement of the thoracic-abdominal region. The proposed method makes use of a dense optical-flow algorithm to measure the movement and track the evolution of the thorax. The main characteristic of the method, is that the respiratory signal is embedded into the phase of the optical flow, while the modulus can be used as a quality indicator. This method does not require any ROI or any previous calibration, and due to the simplicity of the algorithms used to extract the respiratory signal, the proposed method is suitable to be used in real-time.

To validate the method, 15 subjects were measured using and an inductive plethysmography system as a reference. Four tests where performed for each subject, two of them were designed to test the method in constant frequency breathing, one was designed to test the method in free breathing conditions, while the last test was designed to validate the quality indicator. This method fulfils the third and fourth sub-objective by improving the first two methods for respiratory signal extraction, while achieving a null user interaction as no ROI or previous calibration is needed.

8.1.2 Respiratory Rhythm Measurement

In this subsection, the performance in terms of respiratory rhythm measurement, for all the presented methods, is reported and the principal conclusions for each method are exposed.
For the *Pattern* method (chapter 3) in terms of respiratory rhythm analysis, the MAE, MAPE, standard deviation of the error (SDE) indicators and a Bland-Altman (BA) analysis of the cycles obtained from the respiratory signal have been performed. Moreover, an analysis of the accuracy of the respiratory cycle extraction has been obtained when compared with the reference method. Relative to the error results for all tests, the method yields low SDE and MAE results with MAPE results below 10 %, thus showing a good agreement between the proposed method and the reference method. Regarding the accuracy in the cycle detection, the lowest reported SEN value is 94.02 % with a corresponding PPV of 89.59 % for the reading test, implying a very accurate cycle detection for the proposed method. Given the aforementioned results, the proposed method yields very good results in terms of respiratory rhythm measurement for all tests.

In chapter 4 a comparison between three different methods, the one presented in chapter 3 (pattern), a method based on a Microsoft Kinect™ camera (depth) and a method based on a thermal camera (thermal), has been performed to assess the feasibility of each method on respiratory rhythm measurement. An inductive plethysmograph was used as a reference method for all the tests. To compare the obtained signals, the Hilbert IF was obtained for each method. The results show a high agreement between the pattern and depth method with the reference method in terms of SDE for all tests. Regarding the BA results for the two aforementioned methods, the constant breathing tests show narrow limits of agreement and small bias values in the order of mHz. For the free breathing and reading tests, both methods present good results being the depth method slightly better in terms of error than the pattern method. Regarding the thermal method, an increased SDE results can be seen, moreover, the BA analysis shows a gain bias that could be caused by slight differences between the real sampling frequency of the camera and the one used to process all the data.

This chapter fulfils the second sub-objective of performing an evaluation of different video-based methods in terms of respiratory rhythm analysis. The depth and pattern methods show results that indicate the feasibility of using these two methods for respiratory rhythm measurement in constant and free breathing conditions. Regarding the thermal method, it cannot be directly discarded due to the limitations of the study.

For the *Depth* method (chapter 5), an opportunistic approach in the respiratory signal analysis has been proposed, where each piece has been analysed independently, even if they belong to the same subject. Each piece had a minimum length of 60 seconds and it was obtained via visual inspection of the respiratory signal. An error and accuracy analysis of the respiratory cycles obtained from each piece has been performed, by using the MAE, MAPE and SDE indicators for the error assessment and the SEN and PPV indicators for the accuracy of the cycle detection. Moreover, an analysis of the Hilbert instantaneous frequency for each piece has also been performed, as well as a BA analysis of all the obtained cycles and the instantaneous frequency. Furthermore, a statistical study has been performed between the dependence of the length of each piece and
the standard deviation of the error, for both the cycles and the IF. Regarding the cycle results, a global sensitivity of 77.21 % can be appreciated with a global PPV of 80.69 %. The MAE, MAPE and SDE results show low values that indicate a good agreement between the proposed method and the reference system. The BA results for the detected cycles show no bias error with narrow limits of agreement. As for the IF results, the SDE reports low values as well indicating a good agreement between methods. The BA plots for the IF show no observable bias, but as the samples did not present a normal distribution, this can not be assured. Given the aforementioned results, the proposed method has proven its reliability in measuring the respiration of the subject, as well as measuring the respiratory rhythm.

The last part of the study of the Depth method (chapter 5), was focused on the interaction between the length of each piece and the standard deviation of the error, either for the cycle detection and the IF estimation. The results showed non-significant differences between the length of each piece and the error between methods. These results confirm the hypothesis that using variable length pieces obtained in an opportunistic manner, does not have an impact on the error of the obtained signal. Moreover, the presented results also confirm the feasibility of using variable-length pieces in real-life systems based on the quality of the signal, thus fulfilling the fourth objective of this thesis.

Regarding the Lateral method (chapter 6), four tests have been performed, being three of them with the sole purpose of assessing the viability of the proposed method to measure respiratory rhythm, where the first two tests involved breathing at a constant frequency, while in the third test the subject was asked to breath freely. For the constant breathing frequency tests, the Synchrosqueezing instantaneous frequency was obtained, being the error assessed via a BA analysis and SDE results, for each breathing frequency. The BA results show narrow limits of agreement and no bias can be found, moreover, low SDE results are also reported thus indicating a good agreement between methods for both tests. For the free breathing test, the respiratory cycles and the synchrosqueezing IF have been extracted and analysed. For the respiratory cycle series, a sample by sample correlation has been obtained, the MAE, MAPE and SDE error indicators have been computed, as well as the SEN and PPV accuracy indicators and a BA analysis of all the obtained cycles. For the IF analysis, the correlation between IF signals and SDE has been obtained, and a BA analysis has been performed. The results for the cycle extraction yield a correlation of 0.94 for all the subjects, with low SDE, MAE and MAPE, indicating a high agreement between the proposed method and the reference method. Regarding the accuracy of the cycle detection, a median SEN of 100 % and a mean PPV of 94.7 % are obtained, thus validating the error results. For the BA analysis, the results show narrow limits of agreement with no bias present. The instantaneous frequency results show a correlation between IF signals of 0.9, with low SDE values indicating a high agreement in terms of IF between the proposed method and the reference method. The BA analysis for the IF show a narrow 95 % reference interval with no apparent bias or trend.

Given the results of the constant frequency breathing tests and the free breathing test, the proposed method can be used to extract the respiratory signal of a subject from a lateral perspective,
while it can also be used to assess the respiratory rhythm. Also, thanks to the simplicity of the method, and that no interaction with the subject is required whatsoever, this fulfils the first and the third sub-objectives and partially fulfils the fifth sub-objective of this thesis.

Finally, the last test performed for the *Lateral* method in chapter 6 Section 6.3.3, was designed to validate the hypothesis that a quality index could be obtained from the modulus of the optical flow. To assess the previous hypothesis, the relationship between the length of the sliding window, used to obtain the quality index, and each activity performed in the test, was assessed using the Kruskal-Wallis statistical test as well as an Area Under the Curve analysis. The results show a clear dependence between the length of the window and the estimation of the quality index, while showing significant differences between the free breathing regions (good signal) and the reading/activity regions (bad signal). The area under the curve also shows a 0.9533 for a 10 s window thus reporting a good trade-off between length, specificity and statistical performance. For all the results reported, it can be asserted that the modulus of the optical-flow, for this method, can be used as a quality index, thus verifying the initial hypothesis and fulfilling the second part of the fifth sub-objective.

**Cross-comparison of the proposed methods**

As all the methods presented in this thesis have at least one test in free breathing conditions, where the respiratory cycles are obtained and analysed, hence a cross-comparison of the three methods can be performed. In Table 8.1 the results of the MAE, MAPE and SDE of the respective free breathing test for each method are reported.

Table 8.1: Comparison of the error results for the three presented methods, expressed as mean ± SD of the respective free breathing test.

<table>
<thead>
<tr>
<th>Method</th>
<th>MAE [s]</th>
<th>MAPE [%]</th>
<th>SDE [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pattern</td>
<td>0.27 ± 0.28</td>
<td>4.64 ± 2.69</td>
<td>0.36 ± 0.37</td>
</tr>
<tr>
<td>Depth</td>
<td>0.46 ± 0.25</td>
<td>8.49 ± 2.99</td>
<td>0.62 ± 0.32</td>
</tr>
<tr>
<td>Lateral</td>
<td>0.22 ± 0.1</td>
<td>4.87 ± 1.57</td>
<td>0.34 ± 0.16</td>
</tr>
</tbody>
</table>

For all the error results of all the methods, it can be seen that the *Lateral* method is the one with the lowest error values, while the *Depth* method presents the highest values. Regarding the *Depth* method, the test was performed without any constraint imposed to the subject, hence the reported error results are higher than the other two methods where the tests where performed in a more controlled environment. Regarding the *Lateral* method, the difference in the duration of the test has to be taken into consideration when comparing the error results with the other two methods.

In conclusion, all the proposed methods present a good agreement with the reference method, being the *Lateral* method the one with lower error results and higher agreement, thus fulfilling the main objective of obtaining quality respiratory signals from the proposed methods. Furthermore,
all the presented methods have been designed to perform in real-time, with real-life conditions, being the last two methods specifically designed to perform the measurements without any subject interaction. This fulfils the secondary objective of this thesis.

8.1.3 Respiratory Signal Processing

In chapter 7 a new implementation of the Synchrosqueezing transform (SST) algorithm is presented. The proposed implementation has as an objective to improve the computational performance of the state of the art methodologies, with the aim to use the SST to obtain the instantaneous frequency of the respiratory signals in real-time. The proposed implementation shows a high agreement between the instantaneous frequency obtained through the proposed method and the reference method, and it is able to achieve real-time performances when used with GPU parallelization. This fulfils the last sub-objective of this thesis, and enables the computation in real-time of the instantaneous frequency of the respiratory signal.

8.2 Future Work

In reference to future lines of work, overcoming the limitations of the proposed methods in terms of lighting changing conditions and external vibrations, would be the first point to investigate. Improving the robustness of these methods against the aforementioned parameters would be a major step in the investigation for respiratory signal extraction by the means of methods based on video analysis.

As future lines of research to improve the current proposed methods in terms of respiratory rhythm analysis would be:

• A future study involving the quality index and the opportunistic piece selection could be performed, to assess the viability of using the proposed quality index to effectively obtain a piece of the respiratory signal.

• An study involving the variability of the instantaneous frequency obtained in real-time with the proposed synchrosqueezing implementation, could also be performed to assess if the variability is correlated with an increase in stress or drowsiness.

• A study involving the opportunistic approach and the real-time instantaneous frequency could be performed as well, to verify that by selecting a piece with sufficient length, the variability of the instantaneous frequency can still be obtained and it is statistically relevant.
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