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#### Abstract

In this work we relate the factorization of polynomials modulo $p$ with the splitting of primes in number fields, and we study in which cases the different possibilities of factorization or splitting can be explained by the coefficients of the q-expansion of a certain modular form.
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## 1. Introduction

In this dissertation we explore a relation between polynomial factorization modulo a prime, ideal factorization in number fields, quadratic forms and theta series. The main goal of this work is to detail an example explained in [1, pp. 41-43], with the intention to make it accessible to a reader with basic knowledge in number theory.

In the first part of the work, we will start introducing the basic concepts of algebraic number theory following [7]. The main phenomenon that we study is the splitting of primes in number fields, which is tightly related to the factorization of polynomials modulo primes. This will allow us to understand the factorization of the polynomial $x^{3}-x-1$ modulo $p$ through the splitting of $p$ in $F=\mathbb{Q}(\alpha)$, where $\alpha$ is a root of $x^{3}-x-1$.

To have a better understanding of the splitting of primes in $F$, we consider the normal closure $H=F^{\mathrm{Gal}}$ of the extension $F / \mathbb{Q}$, which can be achieved by adjoining every root of $x^{3}-x-1$ to $\mathbb{Q}$. We have that $\sqrt{-23} \in H$ since the discriminant of $x^{3}-x-1$ is $((\alpha-\beta)(\alpha-\bar{\beta})(\beta-\bar{\beta}))^{2}=-23$. Therefore the field $H$ has the imaginary quadratic field $K=\mathbb{Q}(\sqrt{-23})$ as a subfield. We have the following diagram of field inclusions


Figure 1: Field diagram of this work. $\alpha$ is a root of $x^{3}-x-1$.

It is well know that the splitting of a prime in a field and the splitting in its normal closure are related in the sense that if a prime splits completely in one of these fields, it splits completely in the other. On the other hand, the field extension $H / K$ is normal, and we show that $H$ is the Hilbert class field of $K$. Therefore principal primes of $K$ split completely in $H$. Using these facts, we show the relation between the splitting of primes in the fields $F$ and $K$.

In the second part of this work, we relate the splitting of a prime $p$ in the imaginary quadratic field $K$, with the representations of $p$ by certain quadratic forms. For each such quadratic form $Q$, we construct its theta series $\Theta_{Q}(z)$. This is the periodic function having as its $n$-th Fourier coefficient the number of distinct representations of $n$ by $Q$. These functions satisfy a concrete transformation property described by the Hecke-Schoeneberg Theorem.

On the other hand we use a very important function in number theory, the Dedekind eta function,

$$
\eta(z)=q^{1 / 24} \prod_{n=1}^{\infty}\left(1-q^{n}\right), \quad \text { where } q=e^{2 \pi i z}
$$

to construct the function

$$
\begin{equation*}
f(z)=\eta(z) \eta(23 z)=q \prod_{n=1}^{\infty}\left(1-q^{n}\right)\left(1-q^{23 n}\right) . \tag{1}
\end{equation*}
$$

We prove that $f$ satisfies the same transformation property as the mentioned theta series. Using the theory of modular forms, the functions $f$ and each $\Theta_{Q}$ belong to a certain vector space of modular forms. In this space we find that two different forms must differ in the first four Fourier coefficients. Using this, we find that $f$ equals a particular linear combination of theta series.

Finally, the equality of the two functions implies that for any prime $p$, computing the $p$-th coefficient of the formal product is sufficient to know the factorization of the polynomial $x^{3}-x-1$ modulo $p$ and vice versa.

As an illustration, a few terms of (1) are

$$
\begin{aligned}
q \prod_{n=1}^{\infty}\left(1-q^{n}\right)\left(1-q^{23 n}\right) & =q-q^{2}-q^{3}+q^{6}+q^{8}-q^{13}-q^{16}+q^{23}-q^{24}+q^{25}+q^{26} \\
& +q^{27}-q^{29}-q^{31}+q^{39}-q^{41}-q^{46}-q^{47}+q^{48}+q^{49}-q^{50} \\
& -q^{54}+q^{58}+2 q^{59} \ldots
\end{aligned}
$$

The coefficients of the exponents $2,3,13, \ldots$ are -1 , and $x^{3}-x-1$ modulo these primes is irreducible. The coefficients of the exponents $5,7,11, \ldots$ are 0 , and $x^{3}-x-1$ has two factors modulo these primes,

$$
\begin{aligned}
x^{3}-x-1 & \equiv(x+3)\left(x^{2}+2 x+3\right) \\
x^{3}-x-1 & (\bmod 5) \\
x^{3}-x-1 & \equiv(x+2)\left(x^{2}+5 x+3\right)\left(x^{2}+6 x+2\right)
\end{aligned} \quad(\bmod 7)
$$

The 23-th position is the only prime position with coefficient 1 , and we have the factorization

$$
x^{3}-x-1 \equiv(x+20)(x+13)^{2} \quad(\bmod 23)
$$

Finally the coefficients of the exponents $59, \ldots$ are 2 , and $x^{3}-x-1$ factors completely modulo these primes,

$$
x^{3}-x-1 \equiv(x+17)(x+46)(x+55) \quad(\bmod 59)
$$

## Part I

## Algebraic number theory

## 2. Introduction to number fields

Every field extension of $\mathbb{Q}$ can be considered as a $\mathbb{Q}$-vector space. When this extension is of finite degree, we say that the field is a number field. The elements of a number field are algebraic numbers: if $\alpha$ is an element of a number field of degree $n$, there is some rational linear dependence between $1, \alpha, \alpha^{2}, \ldots, \alpha^{n}$, and therefore $\alpha$ is a root of some monic polynomial with rational coefficients.

The Primitive element Theorem shows that every number field $K$ can be constructed by adjoining only one generator $\alpha$. This is usually written as $K=\mathbb{Q}(\alpha)$. If $K$ has degree $n$ over $\mathbb{Q}$, there are $n$ distinct embeddings $\sigma_{i}$ of $K$ in $\mathbb{C}$ which are fully determined with $\sigma_{i}(\alpha)=\theta_{i}$ where $\theta_{1}, \ldots, \theta_{n}$ are the complex roots of the minimal polynomial of $\alpha$. Taking into account all these embeddings, we define the norm of an element $\beta$ of a number field $K$ to be

$$
N_{K}(\beta)=\sigma_{1}(\beta) \ldots \sigma_{n}(\beta) .
$$

Note that the norm is multiplicative, since the embeddings $\sigma_{i}$ are.
The norm of a generator of $K$, is just the product of all their conjugates, which is the constant term of its minimal polynomial (except for the sign), so it is rational. In general, if $K$ is a degree $d$ extension of $\mathbb{Q}(\alpha)$, we have $N_{K}(\alpha)=\left(N_{\mathbb{Q}(\alpha)}(\alpha)\right)^{d}$ since each embedding of $\mathbb{Q}(\alpha)$ in $\mathbb{C}$ extends to $d$ embeddings of $K$ in $\mathbb{C}$. Thus we conclude that the norm can only take rational values.

### 2.1 The ring of integers of a number field

The numbers whose minimal polynomial is monic and with integer coefficients are said to be algebraic integers. The ring of integers $\mathcal{O}_{K}$ of a number field $K$ is the subset of algebraic integers that it contains. For example, the ring of integers of $\mathbb{Q}$ is just $\mathbb{Z}$. Therefore we can think that the ring of integers of a number field is a generalization of the regular integers.

The ring of integers of a number field is finitely generated and every basis, called integral basis, has exactly $n$ elements (it is a free abelian group of rank n) [7] corollary of Theorem 9]. In general, it is not straightforward to explicitly find an integral basis of a number field, but for our purposes we will be able to verify that we have found one using the discriminant.

Let $\alpha_{1}, \ldots, \alpha_{n}$ be elements of $\mathcal{O}_{K}$, and let $\sigma_{1}, \ldots, \sigma_{n}$ be the embeddings of $K$ into $\mathbb{C}$. The discriminant of $\alpha_{1}, \ldots, \alpha_{n}$ is defined as

$$
d\left(\alpha_{1}, \ldots, \alpha_{n}\right)=\left|\begin{array}{ccc}
\sigma_{1}\left(\alpha_{1}\right) & \cdots & \sigma_{1}\left(\alpha_{n}\right) \\
\vdots & \ddots & \vdots \\
\sigma_{n}\left(\alpha_{1}\right) & \cdots & \sigma_{n}\left(\alpha_{n}\right)
\end{array}\right|^{2} .
$$

Given an integral basis $\left\{\beta_{1}, \ldots, \beta_{n}\right\}$, we can write any integral set $\left\{\alpha_{1}, \ldots, \alpha_{n}\right\}$ as

$$
\left(\begin{array}{c}
\alpha_{1}  \tag{2}\\
\vdots \\
\alpha_{n}
\end{array}\right)=M\left(\begin{array}{c}
\beta_{1} \\
\vdots \\
\beta_{n}
\end{array}\right)
$$

for some matrix $M$ with integer coefficients. When the determinant of $M$ is $\pm 1$, the matrix has an inverse with integer coefficients and in this case $\left\{\alpha_{1}, \ldots, \alpha_{n}\right\}$ is also a basis.

Applying all $\sigma_{i}$ to each row of Equation (2), we obtain

$$
\left(\begin{array}{ccc}
\sigma_{1}\left(\alpha_{1}\right) & \cdots & \sigma_{1}\left(\alpha_{n}\right) \\
\vdots & \ddots & \vdots \\
\sigma_{n}\left(\alpha_{1}\right) & \cdots & \sigma_{n}\left(\alpha_{n}\right)
\end{array}\right)=M\left(\begin{array}{ccc}
\sigma_{1}\left(\beta_{1}\right) & \cdots & \sigma_{1}\left(\beta_{n}\right) \\
\vdots & \ddots & \vdots \\
\sigma_{n}\left(\beta_{1}\right) & \cdots & \sigma_{n}\left(\beta_{n}\right)
\end{array}\right)
$$

and after taking determinants and squaring, we get

$$
\begin{equation*}
d\left(\alpha_{1}, \ldots, \alpha_{n}\right)=\operatorname{det}(M)^{2} d\left(\beta_{1}, \ldots, \beta_{n}\right) \tag{3}
\end{equation*}
$$

Thus $\operatorname{det}\left(\alpha_{1}, \ldots, \alpha_{n}\right)=\operatorname{det}\left(\beta_{1}, \ldots, \beta_{n}\right)$ if and only if the set $\left\{\alpha_{1}, \ldots, \alpha_{n}\right\}$ is also an integral basis. Using this fact, the discriminant of the number field $K$ is defined as $\Delta_{K}=d\left(\beta_{1}, \ldots, \beta_{n}\right)$ for any basis $\left\{\beta_{1}, \ldots, \beta_{i}\right\}$.

Let $\alpha$ be an algebraic number with minimal polynomial $g(x)$ of degree $n$. From the definition, We describe a method to compute the discriminant of $1, \alpha, \alpha^{2}, \ldots, \alpha^{n-1}$. Let $\alpha_{i}$ be the conjugates of $\alpha$. From the definition, the discriminant of $1, \alpha, \alpha^{2}, \ldots, \alpha^{n}$ is the square of the determinant of a Vandermonde matrix,

$$
d\left(1, \alpha, \alpha^{2}, \ldots, \alpha^{n-1}\right)=\left|\begin{array}{cccc}
1 & \alpha_{1} & \ldots & \alpha_{1}^{n-1} \\
\vdots & \vdots & \ddots & \vdots \\
1 & \alpha_{n} & \ldots & \alpha_{n}^{n-1}
\end{array}\right|^{2}=\prod_{i \neq j}\left(\alpha_{i}-\alpha_{j}\right)^{2}=\operatorname{disc}(g)
$$

Now we observe that the minimal polynomial of $\alpha$ is $g(x)=\prod_{i=1}^{n}\left(x-\alpha_{i}\right)$ and its derivative is $g^{\prime}(x)=$ $\sum_{j=1}^{n} \prod_{i \neq j}\left(x-\alpha_{i}\right)$. When we evaluate it at a root $\alpha_{j}$, almost every product becomes zero except for one: $g^{\prime}\left(\alpha_{j}\right)=\prod_{i \neq j}\left(\alpha_{j}-\alpha_{i}\right)$. Now we consider the product $N\left(g^{\prime}(\alpha)\right)=\prod_{j=i}^{n} g^{\prime}\left(\alpha_{j}\right)$, which has every factor $\alpha_{i}-\alpha_{j}$ repeated twice up to the sign. If we group similar factors together we obtain $(-1)\binom{n}{2} \operatorname{disc}(g)$, since we have to change one sign for each pair. We get a direct way to compute the discriminant,

$$
\begin{equation*}
d\left(1, \alpha, \alpha^{2}, \ldots, \alpha^{n-1}\right)=(-1)^{\binom{n}{2}} N\left(g^{\prime}(\alpha)\right) . \tag{4}
\end{equation*}
$$

## Discriminant of a quadratic number field

We aim to understand the ring of integers of $\mathbb{Q}(\sqrt{-23})$. More generally, we will work with any quadratic field $K=\mathbb{Q}(\sqrt{d})$ where $d$ is a square-free integer. Its ring of integers consists of the algebraic numbers of the form $\theta=\alpha+\beta \sqrt{d}$ such that they are roots of some monic polynomial with integer coefficients. Since the field $\mathbb{Q}(\sqrt{d})$ is a 2 dimensional vector space over $\mathbb{Q}$, there is some linear dependence between $1, \theta$ and $\theta^{2}$, for example $\theta^{2}-2 \alpha \theta+\alpha^{2}-d \beta^{2}=0$. This gives the minimal polynomial of $\theta$, which has integer coefficients if both coefficients $2 \alpha$ and $\alpha^{2}-d \beta^{2}$ are integers. This is the case if both $\alpha$ and $\beta$ are integers or if $\alpha$ is half an integer, and $d \beta^{2}$ is a quarter of an integer, in which case $\beta$ must be half an integer and $d \equiv 1(\bmod 4)$.

Thus, we can conclude that the ring of integers is

$$
\mathcal{O}_{K}= \begin{cases}\left\{\left.\alpha+\beta \frac{1+\sqrt{d}}{2} \right\rvert\, \alpha, \beta \in \mathbb{Z}\right\} & \text { if } d \equiv 1 \quad(\bmod 4)  \tag{5}\\ \{\alpha+\beta \sqrt{d} \mid \alpha, \beta \in \mathbb{Z}\} & \text { otherwise }\end{cases}
$$

Now we can compute its discriminant using the previous basis. We only need to compute the discriminant of the minimal polynomial of its generator. We obtain

$$
\Delta_{K}= \begin{cases}\operatorname{disc}\left(x^{2}-x+\frac{1-d}{4}\right)=d & \text { if } d \equiv 1 \quad(\bmod 4)  \tag{6}\\ \operatorname{disc}\left(x^{2}-d\right)=4 d & \text { otherwise }\end{cases}
$$

Therefore the discriminant of $K=\mathbb{Q}(\sqrt{-23})$ is $\Delta_{K}=-23$.

## Discriminant of the cubic field $F$

We check that the ring of integers of the field $F=\mathbb{Q}(\alpha)$, where $\alpha$ is a root of $x^{3}-x-1$, is $\mathcal{O}_{F}=\mathbb{Z}[\alpha]$. To do so we will see that the discriminant of $1, \alpha, \alpha^{2}$ is squarefree, and by Equation 3 we deduce that $1, \alpha, \alpha^{2}$ is a basis for the ring of integers of $F$.

Since the minimal polynomial of $\alpha$ is $g(x)=x^{3}-x-1$, using Equation (4), we need to compute the norm of $\xi=g^{\prime}(\alpha)=3 \alpha^{2}-1$. This can be done by finding a linear combination of $1, \xi, \xi^{2}$ and $\xi^{3}$, which is $\xi^{3}-3 \xi^{2}-23=0$. This is the minimal polynomial of $\xi$, and we get the norm from the constant term: $\operatorname{disc}(p)=-N\left(p^{\prime}(\alpha)\right)=-23$. So we get $\operatorname{disc}\left(1, \alpha, \alpha^{2}\right)=-23$, which is square free. Therefore the discriminant of $F$ is $\Delta_{F}=-23$.

### 2.2 The ideals of the ring of integers

In a number ring, the analogue of prime numbers are irreducible elements, which are those elements that cannot be obtained as the product of two noninvertible elements. It turns out that in general, the ring of integers of a number field is not a unique factorization domain. For instance in $\mathbb{Q}(\sqrt{-5})$ we have that 6 has two different factorizations: $2 \cdot 3=6=(1+\sqrt{-5})(1-\sqrt{-5})$ and every factor of this expression is irreducible. This inconvenience can be solved working with ideals instead of with elements.

We say that an additive subgroup $\mathfrak{a}$ of an arbitrary ring $R$, is an ideal, if it satisfies that whenever $a \in \mathfrak{a}$, then $a b \in \mathfrak{a}$ for any $b \in R$. In this case, the quotient group $R / a$ has a well-defined induced ring structure.

Since any number ring $\mathcal{O}_{K}$ is a free abelian group of rank $n$, any ideal is a subgroup of rank at most $n$, so it is finitely generated. Therefore, any ring of integers $\mathcal{O}_{K}$ is a Noetherian ring. We will prove unique factorization in any ring of integers using this together with a divisibility property.

If the generators of an ideal $\mathfrak{a}$ are the elements $\alpha_{1}, \ldots, \alpha_{k}$, then one writes $\mathfrak{a}=\left(\alpha_{1}, \ldots, \alpha_{k}\right)$. If $a$ is any nonzero element of an ideal $\mathfrak{a}$, we have that $\mathfrak{a}$ contains the rank $n$ group $a \mathcal{O}_{K}$ and since $\mathfrak{a}$ has rank at most $n$, the ideal $\mathfrak{a}$ must have rank exactly $n$. This means that the group $\mathcal{O}_{K} / \mathfrak{a}$ is the quotient of two free abelian groups of the same rank, so it is finite. We define the norm of the ideal $\mathfrak{a}$ as

$$
N(\mathfrak{a})=\left[\mathcal{O}_{K}: \mathfrak{a}\right]=\left|\mathcal{O}_{K} / \mathfrak{a}\right|
$$

### 2.3 Prime ideals and unique factorization

Let $R$ be an arbitrary unitary commutative ring. We define the sum and the product of two ideals $\mathfrak{a}, \mathfrak{b} \subseteq R$ as

- $\mathfrak{a}+\mathfrak{b}=\{a+b \mid a \in \mathfrak{a}$ and $b \in \mathfrak{b}\}$ which is the minimal ideal containing both $\mathfrak{a}$ and $\mathfrak{b}$.
$\bullet \mathfrak{a b}=\left\{\sum_{i} a_{i} b_{i} \mid a_{i} \in \mathfrak{a}, b_{i} \in \mathfrak{b}\right\}$ which is the minimal ideal containing $\{a b \mid a \in \mathfrak{a}$ and $b \in \mathfrak{b}\}$.

An ideal $\mathfrak{a}$ is called maximal if there is no ideal containing it different from $R$. This definition is equivalent to saying that the quotient ring $R / a$ is a field. A prime ideal $\mathfrak{p}$ is an ideal different from $R$ which satisfies that if $a b \in \mathfrak{p}$, then either $a \in \mathfrak{p}$ or $b \in \mathfrak{p}$. This definition is equivalent to $R / \mathfrak{p}$ being an integral domain. Since a field is in particular an integral domain, every maximal ideal is prime. The converse is not always true, but in a ring of integers $\mathcal{O}_{K}$ if $\mathfrak{p}$ is a prime ideal different from $\{0\}$ we know that the quotient $\mathcal{O}_{K / \mathfrak{p}}$ is a finite integral domain, so it is a field and $\mathfrak{p}$ is also maximal. This field is called the residue field of $\mathfrak{p}$, and it is often written as $\kappa(\mathfrak{p})$.

We prove that in a ring of integers $\mathcal{O}_{K}$, every ideal decomposes uniquely into prime ideals. Thus, they are Dedekind domains. To do so, we need to use the cancellation law for ideals, if $\mathfrak{a c}=\mathfrak{b c}$ with $\mathfrak{c} \neq 0$, then $\mathfrak{a}=\mathfrak{b}$. This is not difficult to prove, but we will obtain a very simple proof later, while working on ideal classes.

Theorem 1. If $K$ is a number field, every ideal of $\mathcal{O}_{K}$ decomposes uniquely in prime ideal factors.
Proof. First, we need to show that any ideal in $\mathcal{O}_{K}$ contains a product of prime ideals. This can be done using Noetherian induction as follows: if there were some counterexample $\mathfrak{a}_{0}$, there must exist an ideal $\mathfrak{a}$ containing $\mathfrak{a}_{0}$ such that any ideal containing it is a product of prime ideals, otherwise we could construct an infinitely increasing chain $\mathfrak{a}_{0} \subset \mathfrak{a}_{1} \subset \ldots$ of counterexamples. The ideal $\mathfrak{a}$ is not prime, so there exist some elements $r, s \in \mathcal{O}_{K} \backslash \mathfrak{a}$ such that $r s \in \mathfrak{a}$. Finally we have that $\mathfrak{a} \subset \mathfrak{a}+(r)$ and therefore the ideal $\mathfrak{a}+(r)$ contains some product of primes. The same is true for the ideal $\mathfrak{a}+(s)$. At the end we get to a contradiction since $(\mathfrak{a}+(r))(\mathfrak{a}+(s)) \subset \mathfrak{a}$ which means that $\mathfrak{a}$ contains some product of primes.

If some ideal does not decompose in prime factors, using the same argument as before, we know that there is some ideal maximally satisfying this property (any ideal containing it does not satisfy it). This ideal cannot be prime. We know that it must contain some product of primes but at the same time it is contained in a maximal ideal $\mathfrak{p}$. This means that $\mathfrak{p}$ contains the product of primes. Hence it contains one of them. But since a prime ideal is also a maximal ideal, they must be equal. We find that the ideal $\mathfrak{a}$ is divisible by $\mathfrak{p}$. Thus, $\mathfrak{a}=\mathfrak{a}^{\prime} \mathfrak{p}$ for some ideal $\mathfrak{a}^{\prime}$. Since $\mathfrak{a} \subset \mathfrak{a}^{\prime}$, and we assumed that any ideal containing $\mathfrak{a}$ decomposes in prime ideal factors, so does $\mathfrak{a}$.

Now we prove uniqueness of the prime decomposition. If we have two prime decompositions of an ideal $\mathfrak{a}=\mathfrak{p}_{1} \ldots \mathfrak{p}_{r}=\mathfrak{q}_{1} \ldots \mathfrak{q}_{s}$. Then $\mathfrak{p}_{1}$ contains a product of primes, so it contains one of them, say $\mathfrak{q}_{\mathfrak{i}}$. Since $\mathfrak{p}_{1}$ is maximal, it must be the case that $\mathfrak{p}_{1}=\mathfrak{q}_{j}$. Cancelling $\mathfrak{p}_{1}$ in both sides and repeating the argument we get that $r=s$ and the primes coincide except for some permutation.

This result can be used directly to compute the norm of an ideal $\mathfrak{a}=\mathfrak{p}_{1} \ldots \mathfrak{p}_{r}$. It is only necessary to know how to compute $N(\mathfrak{a p})$ when $\mathfrak{p}$ is a prime ideal. In this case we have the equality $\left[\mathcal{O}_{K}: \mathfrak{a p}\right]=\left[\mathcal{O}_{K}: \mathfrak{a}\right][\mathfrak{a}: \mathfrak{a p}]$ which by definition is

$$
N(\mathfrak{a p})=N(\mathfrak{a})[\mathfrak{a}: \mathfrak{a p}] .
$$

And finally we compute the index $[\mathfrak{a}: \mathfrak{a p}]$ for any prime $\mathfrak{p}$. we know that $\mathfrak{a p} \subsetneq \mathfrak{a}$ since we have unique factorization, and if we take $\alpha \in \mathfrak{a} \backslash \mathfrak{a p}$, we have that $\mathfrak{a p}+(\alpha)=\mathfrak{a}$, by the same reason. We define the following surjective morphism

$$
\begin{aligned}
\varphi: \mathcal{O}_{K} & \rightarrow \mathfrak{a p} / \mathfrak{p} \\
x & \mapsto \alpha x+\mathfrak{p} .
\end{aligned}
$$

Its kernel is different than $\mathcal{O}_{K}$, and it contains $\mathfrak{p}$. Since $\mathfrak{p}$ is a maximal ideal, we have that $\operatorname{ker} \varphi=\mathfrak{p}$. Thus, $\mathcal{O}_{K} / \mathfrak{p} \cong \mathfrak{a p} / \mathfrak{p}$. From this we have that $[\mathfrak{a}: \mathfrak{a p}]=N(\mathfrak{p})$, and we conclude that $N(\mathfrak{a p})=N(\mathfrak{a}) N(\mathfrak{p})$. Therefore, the norm of ideals is multiplicative.

To end this section, we show some general facts about ideals that will be useful later.
A principal ideal is one which can be generated by a single element. A principal ideal domain is an integral domain for which any ideal is principal.

For any ideal $\mathfrak{a}$ in a ring of integers $\mathcal{O}_{K}$, there exists an ideal $\mathfrak{a}^{\prime}$ such that $\mathfrak{a} \mathfrak{a}^{\prime}$ is principal. This fact could be proved right now [7] Theorem 15], but later we will get this for free.

Let $\mathfrak{a}$ and $\mathfrak{b}$ be ideals of a ring of integers $\mathcal{O}_{K}$. We say that $\mathfrak{a}$ divides $\mathfrak{b}$ and we write $\mathfrak{a} \mid b$ if there exist an ideal $\mathfrak{c}$ such that $\mathfrak{a c}=\mathfrak{b}$. This directly implies that $\mathfrak{a} \supset \mathfrak{b}$. The other direction also holds, there is some ideal $\mathfrak{a}^{\prime}$ such that the product $\mathfrak{a} \mathfrak{a}^{\prime}$ is principal, say $\mathfrak{a} \mathfrak{a}^{\prime}=(\alpha)$. We have $\mathfrak{a} \mathfrak{a}^{\prime}=(\alpha) \supset \mathfrak{a}^{\prime} \mathfrak{b}$, so every element of $\mathfrak{a}^{\prime} \mathfrak{b}$ is a multiple of $\alpha$, and $\mathfrak{c}=\frac{1}{\alpha} \mathfrak{a}^{\prime} \mathfrak{b}$ is a subset of $\mathcal{O}_{K}$. Clearly this is an additive group, and it is an ideal; given $x \in \mathcal{O}_{K}, y \in \frac{1}{\alpha} \mathfrak{a}^{\prime} \mathfrak{b}$ we have $x y \in \frac{1}{\alpha} \mathfrak{a}^{\prime} \mathfrak{b}$ is equivalent to $\alpha x y \in a^{\prime} \mathfrak{b}$, but $\alpha y$ belongs to the ideal $\mathfrak{a}^{\prime} \mathfrak{b}$ and so does $\alpha x y$. This proves that $x y \in \frac{1}{\alpha} \mathfrak{a}^{\prime} \mathfrak{b}$, and finally $\mathfrak{a c}=\mathfrak{b}$.

In short, $\mathfrak{a} \supset \mathfrak{b}$ and $\mathfrak{a} \mid \mathfrak{b}$ are equivalent.
Corollary 2. A ring of integers $\mathcal{O}_{K}$ is a unique factorization domain if and only if it is a principal ideal domain.

Proof. Since we have unique factorization of ideals, in a number field where every ideal is principal we have unique factorization of elements as well (take the generators of the prime ideals that appear in the factorization).

On the other hand, in a unique factorization domain any ideal $\mathfrak{a}$ can become a principal ideal when it is multiplied by some ideal. Let $(\alpha)$ be that principal ideal. If we have unique factorization, $\alpha=\pi_{1} \ldots \pi_{n}$. And every ideal $\left(\pi_{i}\right)$ is actually a prime ideal, since $x y \in(\pi)$, then $\pi \mid x y$ and from primality of $\pi$, we have that either $\pi \mid x$ or $\pi \mid y$, which means that either $x$ or $y$ is in $\pi$. So we have found the unique decomposition of $(\alpha)$ in principal prime ideals. Since $(a) \supset \mathfrak{a}$, the ideal $\mathfrak{a}$ is a product of principal ideals, so it is principal.

## 3. The splitting of primes

### 3.1 The splitting of primes in $F$

In the previous section we have seen that in a ring of integers $\mathcal{O}_{K}$ any ideal decomposes uniquely in prime ideals. Using the following theorem, we will find the explicit decomposition of a prime in the number field $F=\mathbb{Q}(\alpha)$, using that its ring of integers is $\mathbb{Z}[\alpha]$.

Theorem 3 (Dedekind-Kummer). Let $g(x)$ be an irreducible polynomial with integer coefficients. We consider the factorization of $g(\bmod p)$

$$
\bar{g}=\bar{g}_{1}^{e_{1}} \bar{g}_{2}^{e_{2}} \cdots \bar{g}_{r}^{e_{r}} \quad(\bmod p) .
$$

Let $\alpha$ be a root of $g(x)$. Assuming that the ring of integers of the number field $K=\mathbb{Q}(\alpha)$ is $\mathbb{Z}[\alpha]$, the prime divisors of the ideal $p \mathcal{O}_{K}$ are $\mathfrak{p}_{i}=\left(p, g_{i}(\alpha)\right)$ and the prime factorization is given by:

$$
p \mathcal{O}_{K}=\mathfrak{p}_{1}^{e_{1}} \cdots \mathfrak{p}_{r}^{e_{r}} .
$$

Proof. We compute the set of prime ideals of $\mathcal{O}_{K}$ that contain the ideal $p \mathcal{O}_{K}$, which are in correspondence with the prime ideals of $\mathcal{O}_{K} / \not \mathcal{O}_{K}$. From the assumption that $\mathcal{O}_{K}=\mathbb{Z}[\alpha]$, we have the isomorphism $\mathcal{O}_{K} \cong$ $\mathbb{Z}[x] /(g(x))$. We deduce that

$$
\mathcal{O}_{K} / p \mathcal{O}_{K} \cong \mathbb{Z}[x] /(p, g(x)) \cong \mathbb{F}_{p}[x] /(\bar{g}(x)) .
$$

The maximal ideals from the latter ring are $\left(\bar{g}_{1}\right), \ldots,\left(\bar{g}_{r}\right)$, since the quotient by any of them is the finite field $\mathbb{F}_{p}[x] / \bar{g}_{i}(x)$. These ideals satisfy $\left(\bar{g}_{1}\right)^{e_{1}} \cdots\left(\bar{g}_{r}\right)^{e_{r}}=(\bar{g}(x))=0$, but no product of them with smaller exponents is zero.

On the one hand, the ideal $\left(\bar{g}_{i}(x)\right)$ in $\mathbb{F}_{p}[x] / \bar{g}(x)$ corresponds to the ideal $\left(g_{i}(\alpha)\right)+p \mathcal{O}_{K}$ in $\mathcal{O}_{K} / p \mathcal{O}_{K}$. At the same time this corresponds to the ideal $\mathfrak{p}_{\mathfrak{i}}=\left(p, g_{i}(\alpha)\right)$ in $\mathcal{O}_{K}$. Therefore $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{n}$ are all the prime ideals that contain $p \mathcal{O}_{K}$.

On the other hand, the ideal $\left(\bar{g}_{1}\right)^{e_{1}} \cdots\left(\bar{g}_{r}\right)^{e_{r}}=(\bar{g}(x))$ corresponds to the ideal $\left(g_{1}(\alpha)\right)^{e_{1}} \cdots\left(g_{r}(\alpha)\right)^{e_{r}}=$ $0+p \mathcal{O}_{K}$ in $\mathcal{O}_{K} / \mathcal{O}_{K}$, which leads to $\mathfrak{p}_{1}^{e_{1}} \cdots \mathfrak{p}_{r}^{e_{r}} \subseteq\left(p, g_{1}(\alpha)^{e_{1}} \cdots g_{r}(\alpha)^{e_{r}}\right)=p \mathcal{O}_{K}$.

Finally, any ideal obtained from some product $\Pi\left(\bar{g}_{i}(x)\right)^{e_{i}^{\prime}}$ with some $e_{i}^{\prime}<e_{i}$, is different from zero, so it does not correspond to $p \mathcal{O}_{K}$ in $\mathcal{O}_{K} / p \mathcal{O}_{K}$. From this, we have $\mathfrak{p}_{1}^{e_{1}^{\prime}} \cdots \mathfrak{p}_{r}^{e_{r}^{\prime}} \subseteq\left(p, g_{1}(\alpha)^{e_{1}^{\prime}} \cdots g_{r}(\alpha)^{e_{r}^{\prime}}\right) \not \subset p \mathcal{O}_{K}$.

Let $\alpha$ be a root of the polynomial $x^{3}-x-1$. The ring of integers of the cubic number field $F=\mathbb{Q}(\alpha)$ is $\mathcal{O}_{F}=\mathbb{Z}[\alpha]$, as we saw at the end of Section [2.1. Therefore for the number field $F$, Theorem 3 can be applied and we obtain a direct relation between the factorization of $x^{3}-x-1(\bmod p)$ and the splitting of $p$ in the number field $F$. As an illustration, in Table 1 we show an example of each possible kind of decomposition. Note that the prime 23 has one factor with multiplicity 2 . In section 3.2 we will show that this is the only prime with some multiplicity. Note also that the number ring $\mathcal{O}_{F}$ is a principal ideal domain. Thus, every ideal on the right column is in fact a principal ideal.

| $p$ | factorization of $x^{3}-x-1(\bmod p)$ | prime decomposition of $p \mathcal{O}_{F}$ |
| :---: | :---: | :---: |
| 2 | $x^{3}+x+1$ | $\left(2, \alpha^{3}+\alpha+1\right)=(2)$ |
| 5 | $(x+3)\left(x^{2}+2 x+3\right)$ | $(5, \alpha+3)\left(5, \alpha^{2}+2 \alpha+3\right)$ |
|  |  | $\left(-\alpha^{2}+\alpha+2\right)\left(2 \alpha^{2}+2 \alpha+3\right)$ |
| 23 | $(x+20)(x+13)^{2}$ | $(23, \alpha+20)(23, \alpha+13)^{2}$ |
|  |  | $\left(-3 \alpha^{2}+\alpha+1\right)\left(\alpha^{2}-3 \alpha-1\right)^{2}$ |
| 59 | $(x+17)(x+46)(x+55)$ | $\left.\begin{array}{c}(59, \alpha+17)(59, \alpha+46)(59, \alpha+55) \\ \\ \end{array} \quad-\alpha^{2}-3 \alpha+2\right)\left(-2 \alpha^{2}+3 \alpha+4\right)\left(\alpha^{2}-4 \alpha\right)$ |

Table 1: Applying Theorem 3 we have a correspondence between the factorization of $x^{3}-x-1$ modulo $p$ and the splitting of $p$ in $F=\mathbb{Q}[x] /\left(x^{3}-x-1\right)$. Every ideal is also written in its principal form.

### 3.2 Splitting in the extension $H / K$

Following the main setting of this thesis, we consider the normal closure $H=F^{\text {Gal }}$ of the field extension $F / \mathbb{Q}$. As we explained in the introduction, $H$ contains the field $K=\mathbb{Q}(\sqrt{-23})$. Before dealing with the splitting of primes in the extension $H / K$, we study its behaviour in general extensions.

Let $L / K$ be a degree $n$ extension of number fields. For every prime ideal $\mathfrak{p}$ of $\mathcal{O}_{K}$ we consider the factorization of the ideal $\mathfrak{p} \mathcal{O}_{L}$ in prime ideals of $\mathcal{O}_{L}$,

$$
\begin{equation*}
\mathfrak{p} \mathcal{O}_{L}=\mathfrak{P}_{1}^{e_{1}} \ldots \mathfrak{P}_{r}^{e_{r}} \tag{7}
\end{equation*}
$$

This product is called the splitting of $\mathfrak{p}$ in $L$. We say that the primes $\mathfrak{P} ;$ of $\mathcal{O}_{L}$ lie over the prime $\mathfrak{p}$ of $\mathcal{O}_{K}$ and that $\mathfrak{p}$ lies under each $\mathfrak{P}_{i}$. Every prime of $\mathcal{O}_{K}$ lies under at least one prime of $\mathcal{O}_{L}$, given by the factorization above, and every prime $\mathfrak{P}$ of $\mathcal{O}_{L}$ lies over a unique prime of $\mathcal{O}_{K}$ namely $\mathfrak{P} \cap \mathcal{O}_{K}$. For each prime $\mathfrak{P}_{i}$ over $\mathfrak{p}$, we define two important numbers. The ramification indices $e_{i}$ are the exponents that appear in Equation 7. and the inertial degrees $f_{i}$ are defined as the degrees of the extension of finite fields $\left[\mathcal{O}_{L} / \mathfrak{P}_{i}: \mathcal{O}_{K} / \mathfrak{p}\right]$. This is a field extension because we have a ring homomorphism $\mathcal{O}_{K} \rightarrow \mathcal{O}_{L} / \mathfrak{P}_{i}$ induced from the inclusion $\mathcal{O}_{K}$ in $\mathcal{O}_{L}$, and whose kernel is $\mathcal{O}_{K} \cap \mathfrak{P}_{i}=\mathfrak{p}$ [7] Theorem 19]. Therefore, we have an embedding $\mathcal{O}_{K} / \mathfrak{p} \hookrightarrow \mathcal{O}_{L} / \mathfrak{P}_{i}$.

The ramification indexes and the inertial degrees will be written as $e\left(\mathfrak{P}_{\mathfrak{i}} \mid \mathfrak{p}\right)$ and $f\left(\mathfrak{P}_{i} \mid \mathfrak{p}\right)$ if the extension is not clear from the context.

We say that a prime $\mathfrak{p}$ ramifies in $L / K$ if some $e_{i}$ is greater than 1 . Otherwise we say that $\mathfrak{p}$ is unramified. We say that an unramified prime is inert if $r=1$, and we say that it splits completely if its inertial degrees are all 1 .

We have a precise control in how much a prime can split in a extension of finite degree.
Proposition 4. Let $L / K$ be a field extension of degree $n$. If the splitting of a prime $\mathfrak{p} \subset \mathcal{O}_{K}$ is $\mathfrak{p} \mathcal{O}_{L}=$ $\mathfrak{P}_{1}^{e_{1}} \ldots \mathfrak{P}_{r}^{e_{r}}$, then the ramification indexes and the inertial degrees satisfy $\sum_{i=1}^{r} e_{i} f_{i}=n$.

Proof. We compute the norm $N_{L}\left(\mathfrak{p} \mathcal{O}_{L}\right)$ in two different ways. On the one hand this is $N_{K}(\mathfrak{p})^{n}$ since every embedding of $K$ extends to $n$ embeddings of $H$. On the other, using that the norm is multiplicative, we have $N_{L}\left(\mathfrak{p} \mathcal{O}_{L}\right)=N_{L}\left(\mathfrak{P}_{1}\right)^{e_{1}} \cdots N_{L}\left(\mathfrak{P}_{\mathfrak{r}}\right)^{e_{r}}$. Since the quotient $\mathcal{O}_{L} / \mathfrak{P}_{\mathfrak{i}}$ is a finite field of degree $f_{i}$ over $\mathcal{O}_{K} / \mathfrak{p}$, by definition we have $N_{L}\left(\mathfrak{P}_{i}\right)=N_{K}(\mathfrak{p})^{f_{i}}$. Combining this, we get

$$
N_{K}(\mathfrak{p})^{n}=N_{K}(\mathfrak{p})^{f_{1} e_{1}} \cdots N_{K}(\mathfrak{p})^{f_{r} e_{r}}
$$

The equality is obtained directly from the exponents.

Proposition 5. The ramification indexes and the inertial degrees are multiplicative in towers. This means that if we have a tower extension $H / L / K$ and a prime $\mathfrak{P} \subset \mathcal{O}_{H}$ with the primes $\mathfrak{p}=L \cap \mathfrak{P}, p=K \cap \mathfrak{P}$ under it, then the ramification indices satisfy $e(\mathfrak{P} \mid p)=e(\mathfrak{P} \mid \mathfrak{p}) e(\mathfrak{p} \mid p)$ and the inertial degrees satisfy $f(\mathfrak{P} \mid p)=f(\mathfrak{P} \mid \mathfrak{p}) f(\mathfrak{p} \mid p)$.

Proof. The multiplicativity of the ramification indexes follows directly from unique factorization. For the inertial degrees it follows from multiplicativity of the indexes of field extensions.

## Splitting in normal extensions

Now we will prove that when the extension $H / K$ is Galois, the splitting of a prime $\mathfrak{p} \subset \mathcal{O}_{K}$ is of the form

$$
\mathfrak{p} \mathcal{O}_{H}=\left(\mathfrak{P}_{1} \ldots \mathfrak{P}_{r}\right)^{e} .
$$

First, we prove that the Galois group acts transitively over the primes over $\mathfrak{p}$.
Lemma 6. Given a normal extension $H / K$, the primes lying over a prime ideal $\mathfrak{p} \subset \mathcal{O}_{K}$ are transitively permuted by $\mathrm{Gal}(H / K)$ i.e. for any two primes $\mathfrak{P}, \mathfrak{P}^{\prime}$ over $\mathfrak{p}$ there exist some $\sigma \in \operatorname{Gal}(H / K)$ such that $\sigma(\mathfrak{P})=\mathfrak{P}^{\prime}$.

Proof. Since $H / K$ is normal, $H$ is invariant under any automorphism $\sigma \in \operatorname{Gal}(H / K)$. The ideal $\sigma(\mathfrak{P})$ is a prime in $\sigma\left(\mathcal{O}_{H}\right)=\mathcal{O}_{H}$ over $\sigma(\mathfrak{p})=\mathfrak{p}$.

For the sake of contradiction, let's assume that there is some pair of primes $\mathfrak{P}, \mathfrak{P}^{\prime}$ over $\mathfrak{p}$ which do not satisfy this property. Using the Chinese Remainder Theorem for ideals, we have that the following system of equations has a solution $\alpha \in \mathcal{O}_{H}$

$$
\begin{cases}x \equiv 0 & (\bmod \mathfrak{P}) \\ x \equiv 1 & \left(\bmod \sigma\left(\mathfrak{P}^{\prime}\right) \quad \text { for all } \sigma \in \operatorname{Gal}(H / K)\right.\end{cases}
$$

One of the factors of the relative norm $N_{K}^{H}(\alpha)$ is $\alpha$, which belongs to $\mathfrak{P}$ (by the first equation). Therefore we have $N_{K}^{H}(\alpha) \in \mathcal{O}_{K} \cap \mathfrak{P}^{\prime}=\mathfrak{p}$ [7] Theorem 19]. On the other hand we know that $\alpha \notin \sigma(\mathfrak{P})$ for all $\sigma \in \operatorname{Gal}(H / K)$, therefore we have $\sigma^{-1}(\alpha) \notin \mathfrak{P}$, and

$$
N_{K}^{H}(\alpha)=\prod_{\sigma \in \operatorname{Gal}(H / K)} \sigma^{-1}(\alpha) \notin \mathfrak{P} .
$$

But we have already seen that $N_{K}^{H}(\alpha) \in \mathfrak{p} \subset \mathfrak{P}$. This is a contradiction from the assumption that $\sigma(\mathfrak{P}) \neq \mathfrak{P}^{\prime}$ for all $\sigma \in \operatorname{Gal}(H / K)$. Therefore there is some $\sigma$ such that $\sigma(\mathfrak{P})=\mathfrak{P}^{\prime}$.

Proposition 7. Given a normal extension of number fields $H / K$, the factorization of a prime ideal $\mathfrak{p} \subset \mathcal{O}_{K}$ in $\mathcal{O}_{H}$ is

$$
\mathfrak{p} \mathcal{O}_{H}=\left(\mathfrak{P}_{1} \ldots \mathfrak{P}_{r}\right)^{e}
$$

where the primes $\mathfrak{P}_{1}, \ldots, \mathfrak{P}_{r}$ are all distinct and they have the same inertial degree $f$. Moreover, we have that

$$
e f r=n
$$

Proof. For any pair of primes $\mathfrak{P}_{\mathfrak{i}}, \mathfrak{P}_{\mathfrak{j}} \subset \mathcal{O}_{H}$ over $\mathfrak{p}$, there is an automorphism such that $\sigma\left(\mathfrak{P}_{\mathfrak{i}}\right)=\mathfrak{P}_{\mathfrak{j}}$. Since $\sigma(\mathfrak{p})=\mathfrak{p}$ and we have unique factorization of ideals in $\mathcal{O}_{H}$, it follows that the ramification indexes $e_{i}$ are all equal.

For the inertial degrees, we have the following isomorphism between the fields $\mathcal{O}_{H} / \mathfrak{P}$ and $\mathcal{O}_{H} / \mathfrak{P}^{\prime}$,

$$
\begin{aligned}
& \mathcal{O}_{H} / \mathfrak{P} \rightarrow \mathcal{O}_{H} / \mathfrak{P}^{\prime} \\
& x+\mathfrak{P} \mapsto \sigma(x)+\mathfrak{P}^{\prime} .
\end{aligned}
$$

Using the normal closure of a number field $K$, we can find a condition that we can use to find the ramified primes of $K$.

Proposition 8. Any prime that is ramified in $K$ divides the discriminant $\Delta_{K}$.
Proof. Let $\left\{\beta_{1}, \ldots, \beta_{n}\right\}$ be a basis of $\mathcal{O}_{K}$. If the prime $p$ ramifies in $K$ there is a prime $\mathfrak{p}_{i}$ over $p$ such that $\mathfrak{p}_{i}^{2} \mid p$. Then we can write $p \mathcal{O}_{K}=\mathfrak{p a}$ with $\mathfrak{a}$ divisible by all primes of $\mathcal{O}_{K}$ lying over $p$. We consider an element $\alpha \in \mathfrak{a} \backslash p \mathcal{O}_{K}$. When we write it as $\alpha=\alpha_{1} \beta_{1}+\cdots+\alpha_{n} \beta_{n}$ one of the $\alpha_{i}$ is not multiple of p (since $\left.\alpha \notin p \mathcal{O}_{K}\right)$. Without loss of generality we can assume it is $\alpha_{1}$ after a suitable rearrangement of the basis of $\mathcal{O}_{K}$. We have

$$
d\left(\alpha, \beta_{2}, \ldots, \beta_{n}\right)=\alpha_{1}^{2} d\left(\beta_{1}, \ldots, \beta_{n}\right)=\alpha_{1}^{2} \Delta_{K}
$$

By assumption, we have that $\alpha$ is contained in every prime $\mathfrak{p}$ over $p$. Now we consider the normal closure $H$ of $K$. Every prime ideal $\mathfrak{P} \subset \mathcal{O}_{H}$ over $p$ also contains $\alpha$. Therefore the prime $\sigma^{-1}(\mathfrak{P}) \subset \sigma\left(\mathcal{O}_{H}\right)=\mathcal{O}_{H}$ contains $\alpha$. Applying $\sigma$ we have $\sigma(\alpha) \in \mathfrak{P}$.

This means that the prime $\mathfrak{p}$ contains $d\left(\alpha, \beta_{2}, \ldots, \beta_{n}\right)$. Since the discriminant is integer, it is in the ideal $\mathfrak{P} \cap \mathbb{Z}=p \mathbb{Z}$. Therefore, $p \mid \alpha_{1}^{2} \Delta_{K}$ and $p \mid \Delta_{K}$.

In the fields $F=\mathbb{Q}(\alpha)$ and $\mathbb{Q}(\sqrt{-23})$, the prime 23 is ramified since it splits as $\left(-3 \alpha^{2}+\alpha+1\right)\left(\alpha^{2}-\right.$ $3 \alpha-1)^{2}$ and $(\sqrt{-23})^{2}$ respectively. Using the previous theorem, we know that there is no other ramified prime in these fields, since both have discriminant -23 .

Proposition 9. The field extension $H / K$ defined above is normal, abelian and unramified.
Proof. Since $H / \mathbb{Q}$ is a normal extension, the extension $H / K$ is also normal. Since the extension has degree 3 , it's Galois group is the cyclic group of order 3, thus abelian.

Finally, assuming for the sake of contradiction that a prime $\mathfrak{p} \subset \mathcal{O}_{K}$ ramifies in $\mathcal{O}_{H}$, we must have that the factorization of $\mathfrak{p} \mathcal{O}_{H}$ is $\mathfrak{P}^{3}$ for some prime in $\mathfrak{P} \subset \mathcal{O}_{H}$, since the extension $H / K$ is normal. By multiplicativity on towers, we have the ramification index in $H$ of the prime under $\mathfrak{p}$ must be either 3 or 6 , since $K / \mathbb{Q}$ is a degree 2 extension.

On the other hand the only prime which ramifies in $F$ is 23 , and its ramification indexes are 1 and 2 . Since $H / F$ is a degree 2 extension, any ramification index is at most 2 . We get a contradiction, since it is impossible to get 3 or 6 form the product of two numbers that are at most 2 .

## 4. Relating the splitting in $K$ and $F$

Using the results of the previous section, we classify the different ways in which a prime $p$ distinct from 23 can split in $F$. There are three categories, it can be inert, split completely or split as the product of two primes. These are related with the factorization of the polynomial $x^{3}-x-1$ modulo $p$, which may be irreducible, factor in three linear factors or factor as the product of two polynomials. Now we will describe a classification of the different ways a prime different from 23 can split in $K$ in terms of the ideal class group, and later we will find that they are closely related to the splitting in $F$.

### 4.1 The ideal class group of $K=\mathbb{Q}(\sqrt{-23})$

For any number field $K$ we define an important equivalence relation for the ideals of its number ring $\mathcal{O}_{K}$. We say that two ideals $\mathfrak{a}, \mathfrak{b} \subset \mathcal{O}_{K}$ belong to the same class if there exist some element $\alpha \in K$ such that $\mathfrak{a}=\alpha \mathfrak{b}$. This is easily seen to be an equivalence relation, and we write it as $\mathfrak{a} \sim \mathfrak{b}$. The following result implies that in a number ring $\mathcal{O}_{K}$, there are a finite number of ideal classes.

Theorem 10 (Minkowski bound). Every ideal class of a number ring $\mathcal{O}_{K}$ contains an ideal $\mathfrak{a}$ with norm

$$
N(\mathfrak{a}) \leq \frac{n!}{n^{n}}\left(\frac{4}{\pi}\right)^{s} \sqrt{\left|\Delta_{K}\right|} .
$$

Where $s$ is the number of pairs of complex embeddings of $K$ to $\mathbb{C}$.
The proof of Minkowski's Theorem [7] Corollary 2 of Theorem 37] requires an accurate use of geometry of numbers. Here we will give a proof of a slightly better bound that only works for quadratic fields.

After realizing that there is a finite number of ideal classes, we can see that the product of equivalence classes is well-defined, and it actually forms a group. We can also see that the set of principal ideals $\mathcal{P}$ forms a class, and that $[\mathfrak{a}] \mathcal{P}=\mathcal{P}[\mathfrak{a}]=[\mathfrak{a}]$. So it behaves as the neutral element. For any ideal $\mathfrak{a}$, the sequence $[\mathfrak{a}],[\mathfrak{a}]^{2},[\mathfrak{a}]^{3}, \ldots$ eventually repeats, therefore $[\mathfrak{a}]^{n}=[\mathfrak{a}]^{m}$ for some integers $n$ and $m$. The inverse of $[\mathfrak{a}]$ is $[\mathfrak{a}]^{m-n-1}$.
Remark 11. When $\mathcal{O}_{K}$ is a principal ideal domain, all the ideals belong to the same class, thus the class group $\mathrm{Cl}(K)$ is trivial. In some sense, the class group is a measure on how far from a principal ideal domain the ring $\mathcal{O}_{K}$ is.

Now we can prove the cancellation law that we used to prove unique factorization. If we have $\mathfrak{a b}=\mathfrak{a c}$, then we can multiply both sides of the equality by some ideal $\mathfrak{a}^{\prime}$ belonging to the class $[\mathfrak{a}]^{-1}$ to make the product $\mathfrak{a}^{\prime} \mathfrak{a}$ principal. Let $\alpha$ be its generator, we have $\alpha \mathfrak{b}=\alpha \mathfrak{c}$ and it follows that $\mathfrak{b}=\mathfrak{c}$.
Proposition 12. Every ideal class of a quadratic number ring $\mathcal{O}_{K}$ contains an ideal $\mathfrak{a}$ with norm

$$
N(\mathfrak{a}) \leq \sqrt{\left|\Delta_{K}\right| / 3} .
$$

In particular, the class group of a quadratic field is finite.
Proof. We start with any ideal $\mathfrak{a}$, of norm $N(\mathfrak{a})=a$, and we will reduce its norm as much as we can while staying on the same ideal class. First, if $\mathfrak{a}$ is divisible by a principal ideal $(k)$ with $k \in \mathbb{Z}$, dividing $\mathfrak{a}$ by $k$ doesn't change its ideal class. Therefore we may assume that $\mathfrak{a}$ is not divisible by any integer different from $\pm 1$.

Each class of $\mathcal{O}_{K} / \mathfrak{a}$ has an integer representative: Let $m$ be an integer. Since $\mathfrak{a} \mid a$, we have that $a \mid m$ implies $\mathfrak{a} \mid m$. On the other hand, if $\mathfrak{a} \mid m$, then $a \mid m$ : Let $\mathfrak{a}=\mathfrak{p}_{1}^{e_{1}} \ldots \mathfrak{p}_{n}^{e_{n}}$ be the prime factorization of $\mathfrak{a}$, and let $p_{i}=N\left(\mathfrak{p}_{\mathfrak{i}}\right)$, so $a=p_{1}^{e_{1}} \ldots p_{n}^{e_{n}}$. We check that $\mathfrak{p}_{i}^{e_{i}} \mid m$ implies that $p_{i}^{e_{i}} \mid m$ for every $i$.

- The prime $p_{i}$ can't be inert, since then $\mathfrak{a}$ would be divisible by an integer.
- If $p_{i}$ ramifies, the exponent $e_{i}$ must be 1 (otherwise $p_{1} \mid \mathfrak{a}$ ). We have $\mathfrak{p}_{\mathfrak{i}} \mid m$. After taking the norm, we obtain $p_{i} \mid m^{2}$ and therefore $p_{i} \mid m$.
- If $p_{i}$ splits, then $\mathfrak{p}_{i}^{e_{i}} \mid m$ and this is also true for the conjugate: $\overline{\mathfrak{p}}_{i}^{e_{i}} \mid m$. Therefore, since $p=\mathfrak{p}_{i} \overline{\mathfrak{p}}_{i}$, we conclude that $p_{i}^{e_{i}} \mid m$.

Since $a \mid m$ is equivalent to $\mathfrak{a} \mid m$, the characteristic of $\mathcal{O} / \mathfrak{a}$ is $a$, and therefore $\mathbb{Z} / a Z \subseteq \mathcal{O}_{K} / \mathfrak{a}$. But this is in fact an equality, since $N(\mathfrak{a})=|\mathcal{O} / \mathfrak{a}|=a$.

Using this, we can find an integer $s$ such that $\alpha \equiv s(\bmod \mathfrak{a})$, where $\alpha$ is the following generator of $\mathcal{O}_{K}$ :

$$
\alpha= \begin{cases}\frac{1+\sqrt{d}}{2} & \text { if } d \equiv 1 \quad(\bmod 4) \\ \sqrt{d} & \text { otherwise }\end{cases}
$$

Let

$$
r= \begin{cases}\frac{2 s-1}{2} & \text { if } d \equiv 1 \quad(\bmod 4) \\ s & \text { otherwise }\end{cases}
$$

In both cases we have that $r-\frac{\sqrt{\Delta}}{2}$ belongs to the ideal $\mathfrak{a}$. This remains true even if we add a multiple of $a$ to $r$. Therefore we can add the restriction $|r| \leq a / 2$.

We have that $\mathfrak{a} \left\lvert\, r-\frac{\sqrt{\Delta}}{2}\right.$, so there exist an ideal $\mathfrak{b}$ such that $\mathfrak{a b}=(r-\sqrt{\Delta} / 2)$. Its norm is $N(\mathfrak{a b})=$ $\left|r^{2}-\frac{\Delta}{4}\right|$, which is bounded by $r^{2}+\frac{|\Delta|}{4} \leq \frac{1}{4} a^{2}+\frac{|\Delta|}{4}$.

Since $N(\mathfrak{b})=\mathfrak{b} \overline{\mathfrak{b}}$, and both $\mathfrak{a b}$ and $\mathfrak{b} \overline{\mathfrak{b}}$ are principal, we have $\mathfrak{a} \sim \overline{\mathfrak{b}}$. Now if $N(\mathfrak{a}) \leq N(\mathfrak{b})$, then $N(\mathfrak{a})^{2} \leq N(\mathfrak{a b}) \leq \frac{N(\mathfrak{a})^{2}}{4}+\frac{|\Delta|}{4}$, and we deduce that $N(\mathfrak{a}) \leq \sqrt{|\Delta| / 3}$.

Otherwise, $N(\overline{\mathfrak{b}})=N(\mathfrak{b})<N(\mathfrak{a})$. We repeat this process again with the ideal $\overline{\mathfrak{b}}$, until we obtain an ideal with norm bounded by $\sqrt{|\Delta| / 3}$.

Using the previous result, we show that the class number of $\mathbb{Q}(\sqrt{-23})$ is 3 . Every ideal class contains an ideal with norm bounded by $\sqrt{\frac{23}{3}} \approx 2.77<3$. Therefore we only need to consider all ideals with norm at most two to determine the class number. Those are the principal ideal (1) and the factors of (2).

Using Theorem 3, we can compute the factorization of the ideal (2) by factoring the polynomial $x^{2}-x+6$ $(\bmod 2)$

$$
x^{2}-x+6 \equiv x(x+1) \quad(\bmod 2) \Longrightarrow(2)=\mathfrak{p}_{2} \mathfrak{p}_{2}^{\prime}=\left(2, \frac{1+\sqrt{-23}}{2}\right)\left(2, \frac{1+\sqrt{-23}}{2}+1\right)
$$

Finally, the ideals $\left(2, \frac{1+\sqrt{-23}}{2}\right),\left(2, \frac{1+\sqrt{-23}}{2}+1\right)$ are not principal, since its generator would be an element of norm 2, which do not exist. They belong to different ideal classes since the ideal $\left(2, \frac{1+\sqrt{-23}}{2}\right)^{2}=$ $\left(4,1+\sqrt{-23}, \frac{1+\sqrt{-23}^{2}}{2}\right.$ ) is not principal (it has norm 4, but it is not generated by any elemeny of norm 4, which are $\pm 2)$, but $\left(2, \frac{1+\sqrt{-23}}{2}\right)\left(2, \frac{1+\sqrt{-23}}{2}+1\right)$ is. Therefore, there are exactly 3 ideal classes in $\mathcal{O}_{K}$.

### 4.2 The Frobenius automorphism

Before relating the splitting in $F$ and $K$, we will relate the splitting of primes in $F$ and $H=F^{\text {Gal }}$. In particular, we will prove that if a prime splits completely in $F$, it also splits completely in $H$.

Let's consider an arbitrary normal extension $L / K$. For each prime $\mathfrak{P}$ of $\mathcal{O}_{L}$, we define the decomposition group

$$
D_{\mathfrak{P}}=\{\sigma \in \operatorname{Gal}(L / K) \mid \sigma(\mathfrak{P})=\mathfrak{P}\},
$$

which is a subgroup of $\operatorname{Gal}(L / K)$. The prime $\mathfrak{P}$ lies over some prime $\mathfrak{p} \subset \mathcal{O}_{K}$, hence we can define the group homomorphism

$$
\begin{aligned}
\varphi_{\mathfrak{P}}: D_{\mathfrak{P}} & \rightarrow \operatorname{Gal}\left(\kappa_{\mathfrak{P}} / \kappa_{\mathfrak{p}}\right) \\
\sigma & \left.\mapsto \sigma\right|_{\mathcal{O}_{L}} \quad(\bmod \mathfrak{P})
\end{aligned}
$$

which is well defined since for any element $x \in \mathcal{O}_{L}$ we can write its the class $\bar{x}$ as $x+\mathfrak{P}$. We have

$$
\bar{\sigma}(\bar{x})=\bar{\sigma}(x+\mathfrak{P}) \equiv \sigma(x+\mathfrak{P}) \equiv \sigma(x) \quad(\bmod \mathfrak{P})
$$

since for any $\sigma \in D_{\mathfrak{F}}$ we have $\sigma(\mathfrak{P})=\mathfrak{P}$. The kernel of $\varphi_{\mathfrak{F}}$ is

$$
\operatorname{ker} \varphi_{\mathfrak{P}}=\left\{\sigma \in D_{\mathfrak{F}} \text { such that } \varphi_{\mathfrak{P}}(\sigma)=\mathrm{id}\right\} .
$$

Using the chain of equivalences

$$
\bar{\sigma}(\bar{x})=\bar{x} \Longleftrightarrow \sigma(x+\mathfrak{P})=x+\mathfrak{P} \Longleftrightarrow \sigma(x) \equiv x \quad(\bmod \mathfrak{P}),
$$

the inertia group is defined as

$$
\mathfrak{I}_{\mathfrak{F}}:=\operatorname{ker} \varphi=\left\{\sigma \in D_{\mathfrak{P}}: \sigma(\alpha) \equiv \alpha \quad(\bmod \mathfrak{P}) \quad \forall \alpha \in \mathcal{O}_{L}\right\} .
$$

Proposition 13. When the prime ideal $\mathfrak{p} \subset \mathcal{O}_{K}$ is not ramified in $\mathcal{O}_{L}$, then the homomorphism $\varphi_{\mathfrak{P}}$ is an isomorphism.

Proof. Let $\mathfrak{p} \mathcal{O}_{L}=\mathfrak{P}_{1} \cdots \mathfrak{P}_{r}$ be the prime factorization of $\mathfrak{p}$ in $\mathcal{O}_{L}$ into distinct primes ( $p$ is unramified). Let $f$ be the intertial degrees, which are all equal since the extension is normal. Let $\mathfrak{P}$ be one of the primes over $p$.

Since the decomposition group $D_{\mathfrak{F}}$ is a subgroup of the Galois group, we can partition the latter into cosets of the form $\sigma_{i} D_{\mathfrak{F}}$. Any member of such coset sends $\mathfrak{P}$ to $\sigma_{i}(\mathfrak{P})$. It is clear that $\sigma D_{\mathfrak{F}}=\tau D_{\mathfrak{F}}$ is equivalent to $\sigma(\mathfrak{P})=\tau(\mathfrak{P})$. So there is a one to one correspondence between the right cosets $D_{\mathfrak{F}} \sigma$ and the primes $\sigma(\mathfrak{P})$. Since the Galois group acts transitively over the primes over $\mathfrak{p}$, these primes include all primes of $\mathcal{O}_{L}$ lying over $\mathfrak{p}$. Hence $\left[\operatorname{Gal}(L / K): D_{\mathfrak{F}}\right]=\mid\{$ primes over $\mathfrak{p}\} \mid=r$. Since $|\operatorname{Gal}(L / K)|=n=r e f$, this implies that $\left|D_{\mathfrak{F}}\right|=f$. By the first isomorphism Theorem, we have $D_{\mathfrak{F}} / l_{\mathfrak{F}} \cong \operatorname{lm}(\varphi)$.

If we prove that $|D / I| \geq\left|\operatorname{Gal}\left(\kappa_{\mathfrak{P}} / \kappa_{\mathfrak{p}}\right)\right|=f$, we are done. We will write $L^{D}, L^{\prime}$ for the subfields of $L$ fixed by the decomposiotion and inertia groups respectively.

We have $\left[L^{\prime}: L^{D}\right]=|D / I|$. By multiplicativity on towers, we have $f=f\left(\mathfrak{P} \mid \mathfrak{P}^{\prime}\right) f\left(\mathfrak{P}^{\prime} \mid \mathfrak{P}^{D}\right) f\left(\mathfrak{P}^{D} \mid \mathfrak{p}\right)$. We prove that the first and the last factor are 1 , therefore $\left[L^{\prime}: L^{D}\right] \geq f\left(\mathfrak{P}^{\prime} \mid \mathfrak{P}^{D}\right)=f$ and we will be done.

- $f\left(\mathfrak{P}^{D} \mid \mathfrak{p}\right)=1: \mathfrak{P}$ is the only prime lying over $\mathfrak{P}^{D}$, since $H / H^{D}$ is a normal extension with Galois group $D$, which fixes $\mathfrak{P}$. Therefore, since $e=1$ and $\left[L^{D}: K\right]=r, f=\left[L: L^{D}\right]=f\left(\mathfrak{P} \mid \mathfrak{P}^{D}\right)$.
- $f\left(\mathfrak{P} \mid \mathfrak{P}^{\prime}\right)=1$ : By definition, we have to prove that $\kappa(\mathfrak{P}) \cong \kappa\left(\mathfrak{P}^{\prime}\right)$. We will show that the Galois group $\operatorname{Gal}\left(\kappa(\mathfrak{P}) / \kappa\left(\mathfrak{P}^{\prime}\right)\right.$ is trivial. For each element $\theta \in \kappa(\mathfrak{P})$, the polynomial $(x-\theta)^{m}$ has coefficients in $\kappa\left(\mathfrak{P}^{\prime}\right)$ for some $m \geq 1$ : Picking any element $\alpha \in \mathcal{O}_{L}$ of the class $\theta$, the following polynomial has coeficients in $\mathcal{O}_{L}^{\prime}$,

$$
g(x)=\prod_{\sigma \in \mathfrak{l}_{\mathfrak{F}}}(x-\sigma(\alpha)) .
$$

Since $\sigma(\alpha) \equiv \alpha(\bmod \mathfrak{P})$ for any element $\sigma$ of the inertia group, we have that the reduced polynomial $\bar{g}(x)=(x-\theta)^{\left|\mathfrak{P}_{\mathfrak{F}}\right|}$ has coefficients in $\kappa\left(\mathfrak{P}_{\prime}\right)$. Thus, any element of the Galois group $\operatorname{Gal}\left(\kappa(\mathfrak{P}) / \kappa\left(\mathfrak{P}^{\prime}\right)\right)$ maps $\theta$ to the only root of $\bar{g}$, which is $\theta$ itself. We conclude that this Galois group is trivial.

The Galois group of a extension of finite fields is cyclic, generated by the Frobenius endomorphism $\bar{x} \mapsto x^{\bar{N}(\mathfrak{p})}$. When $\mathfrak{p}$ is unramified in $H$, since $\varphi$ is onto, some element $\sigma \in D_{\mathfrak{F}}$ has the Frobenius as image, and $\sigma(\bar{x})=\bar{x}^{N(\mathfrak{p})}(\bmod \mathfrak{P})$ for all $x \in \mathcal{O}_{H}$. This element is called the Frobenius automorphism $F_{\mathfrak{F}} \in D_{\mathfrak{F}}$.

Now, if $H / K$ is an abelian extension and $\mathfrak{p} \subset \mathcal{O}_{K}$ is an unramified prime, we can talk about the Frobenius $F_{\mathfrak{p}}$ as an element of $\mathrm{Gal}(H / K)$. We can extend it for any ideal of $\mathcal{O}_{K}$ which is not contained in a ramified prime, mapping $\mathfrak{p}_{1}^{e_{1}} \ldots \mathfrak{p}_{n}^{e_{r}}$ to $F_{\mathfrak{p}_{1}}^{e_{1}} \ldots F_{p_{r}}^{e_{r}}$.

When the extension $H / K$ is unramified, then this map is defined for any ideal of $\mathcal{O}_{K}$ and induces a surjective map $\mathrm{Cl}(K) \rightarrow \operatorname{GaI}(L / K)$.

### 4.3 Relating the splitting in $K$ and $F$ using the Artin symbol

We finish the first part of this dissertation with a correspondence between the splitting of primes in the fields $F$ and $K$. We assume $H / K$ to be an Abelian extension.

Lemma 14. For any $\sigma \in \operatorname{Gal}(H / K)$, we have $F_{\sigma(\mathfrak{F})}=\sigma F_{\mathfrak{P}} \sigma^{-1}$.
Proof. By definition we have $F_{\sigma(\mathfrak{F})} \sigma^{-1}(x) \equiv\left(\sigma^{-1}(x)\right)^{N(\mathfrak{p})}(\bmod \mathfrak{P})$. After applying $\sigma$, we obtain

$$
\sigma F_{\sigma(\mathfrak{P})} \sigma^{-1}(x) \equiv \sigma\left(\sigma^{-1}(x)^{N(\mathfrak{p})}\right) \equiv x^{N(\mathfrak{p})} \quad(\bmod \sigma(\mathfrak{P})) .
$$

In particular, when $\operatorname{Gal}(H / K)$ is an abelian group, we have $F_{\sigma(\mathfrak{P})}=F_{\mathfrak{F}}$, so if $\mathfrak{p} \subset \mathcal{O}_{K}$ is unramified, we can define the Artin symbol $\left(\frac{H / K}{\mathfrak{p}}\right) \in \operatorname{Gal}(H / K)=F_{\mathfrak{P}}$ for any prime $\mathfrak{P}$ over $\mathfrak{p}$. This definition of the Artin symbol can be extended for any ideal $\mathfrak{a}=\mathfrak{p}_{1}^{e_{1}} \cdots \mathfrak{p}_{r}^{e_{r}}$ where $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{r}$ are unramified primes, as $\left(\frac{H / K}{\mathfrak{a}}\right)=\prod\left(\frac{H / K}{\mathfrak{p}_{i}}\right)^{e_{i}}$.

Definition 15 (Hilbert class field). The Hilbert Class Field of a field $K$ is the maximally unramified abelian extension of $K$.

Theorem 16 (Class Field Theory). If $H$ is the Hilbert class field of $K$, then the Artin map is an isomorphism between the ideal class group of $K$ and the Galois group $\mathrm{Gal}(H / K)$. [3, Theorem 5.23]

Using Theorem 16, we know that the degree of the extension $H / K$ is finite and equals the class number of $K$. Since in Theorem 9 we have found a unramified abelian extension of $K$ of degree 3, and we have also proved that the class group of $K$ has tree elements, we can conclude that $H$ is the Hilbert class field of $K$.

Theorem 17. A prime ideal of $K$ is a principal ideal if and only if it splits completely in $H$.

Proof. Using class field theory, we know that $\mathrm{Cl}(K) \cong \mathrm{Gal}(H / K)$ via the Artin map and therefore their neutral elements correspond to each other. In other words, a prime ideal $\mathfrak{p} \subset \mathcal{O}_{K}$ is principal if and only if $(H / K, \mathfrak{p})$ is trivial. This is equivalent to the congruence $x^{N(\mathfrak{p})} \equiv x(\bmod \mathfrak{P})$ holding for all $x \in \mathcal{O}_{H} / \mathfrak{P} \cong$ $\mathbb{F}_{q^{f}}$, which means that $f=1$ and $r=e f r=[H: K]$. This is, the prime splits in $r$ primes in a $r$ degree extension.

Continuing with the main setting, let $F=\mathbb{Q}(\alpha)$ where $\alpha$ is a root of $x^{3}-x-1$ and let $K=\mathbb{Q}(\sqrt{-23})$.
Corollary 18. A prime ideal of $K=\mathbb{Q}(\sqrt{-23})$ is non-principal if and only if it is inert in $H=F^{\text {Gal }}$.
Proof. Since $H / K$ is a normal extension of degree three, a prime either splits completely or it is inert, by Theorem 7. Using the contrapositive of Theorem 17 we get the result.

Corollary 19. There are no inert primes in the extension $H / \mathbb{Q}$.
Proof. If a prime were inert in $H / \mathbb{Q}$, it would be inert in $K / \mathbb{Q}$. Hence it would be principal. But since principal ideals split completely we get a contradiction.

Since $F / K$ is a degree 3 extension, a prime $p$ can split in three different ways in $\mathcal{O}_{F}$ : either it is inert, it splits completely or it is the product of two prime ideals with inertias 1 and 2. At the same time, it can also split in three different ways in $\mathcal{O}_{K}$, either it is inert, it splits in principal ideals or it splits in non principal ideals. The following result shows that there is a one to one correspondence between them.

Proposition 20. Given a prime $p \neq 23$, we have the following equivalences between the splitting of $p$ in $K$ and $F$.

$$
\begin{aligned}
p \text { splits in two non-principal primes in } K & \Longleftrightarrow p \text { is inert in } F . \\
p \text { splits in two principal primes in } K & \Longleftrightarrow p \text { splits completely in } F . \\
p \text { is prime in } K & \Longleftrightarrow p \text { splits in two primes inF. }
\end{aligned}
$$

Lemma 21. If a prime $p$ splits completely in the fields $F$ and $K$, then it splits completely in the composite field KF [7, Theorem 31].

Lemma 22. If a prime $p$ splits completely in $F$, then it also splits completely in its normal closure $H=F^{G a l}$.

Proof. If a prime $p$ splits completely in $F$, it also splits completely in $\sigma(F)$ for any $\sigma \in \operatorname{Gal}(H / F)$. Since $H$ is the composite field of $\sigma(F)$ for every embedding $\sigma$ in $\mathbb{C}$, by the previous lemma $p$ must split completely in $H$ as well.

Proof. Since there are three different possibilities for the splitting of $p$ in $\mathcal{O}_{F}$ and in $\mathcal{O}_{K}$, we only need to prove that two of them are in correspondence and the third equivalence will automatically follow.

1. If $p$ splits into two non-principal primes in $\mathcal{O}_{K}$, then by Corollary 18 they cannot split further in $H$. Therefore $p \mathcal{O}_{H}=\mathfrak{P}_{1} \mathfrak{P}_{2}$ with $f\left(\mathfrak{P}_{\mathfrak{i}} \mid p\right)=3$. Let $\mathfrak{p}$ be the prime under $\mathfrak{P}_{1}$ in $\mathcal{O}_{F}$. Since the extension $H / F$ is of degree 2 , the only possibility is that $f(\mathfrak{p} \mid p)=3$, therefore $p$ is inert in $\mathcal{O}_{F}$. On the other hand, if $p$ is inert in $\mathcal{O}_{F}$, it must split in $\mathcal{O}_{H}$. If it remained inert in $H$, it would be also inert in $\mathcal{O}_{K}$, and it would be principal, but this would mean that it would split in $\mathcal{O}_{H}$. Therefore $p \mathcal{O}_{H}=\mathfrak{P}_{1} \mathfrak{P}_{2}$. If $p$ splits into a principal prime in $\mathcal{O}_{K}$, it would split in at least 3 primes in $\mathcal{O}_{H}$. Therefore it splits into non principal primes.
2. If $p$ splits into two principal ideals $(\pi)$ and $\left(\pi^{\prime}\right)$, they split completely in $H$. Therefore $p \mathcal{O}_{H}=\mathfrak{P}_{1} \ldots \mathfrak{P}_{6}$. The only compatible possibility for $p \mathcal{O}_{F}$ is that it splits completely. Conversely, if $p$ splits completely in $F$, then it also splits completely in $H$ by lemma 22, all the primes in $H$ over $p$ must have inertial degree 1 over $K$. Therefore $p$ splits completely in $K$ and the primes over it must be principal, since they also split completely in $H$.

This ends the part on algebraic number theory. Now we will explore quadratic forms and theta series, and we will get another interpretation of each of the possible cases.

## Part II

## Quadratic forms and modular forms

## 5. Quadratic forms

A binary quadratic form is a homogeneous quadratic polynomial on two variables, $a x^{2}+b x y+c^{2}$ where $a, b, c$ are integers.

If a prime $p$ splits into principal ideals in the field $K=\mathbb{Q}(\sqrt{-23})$, then $p \mathcal{O}_{K}=(\pi)(\bar{\pi})$ for some element $\pi$ in the ring of integers of $K$. We know that $\pi=x+y \frac{1+\sqrt{-23}}{2}$ for some integers $x, y$, and its norm is given by the following quadratic form:

$$
p=N(\pi)=\left(x+y \frac{1+\sqrt{-23}}{2}\right)\left(x+y \frac{1-\sqrt{-23}}{2}\right)=x^{2}+x y+6 y^{2}
$$

On the other hand, if a prime $p$ can be represented as $x^{2}+x y+6 y^{2}$ for some integers $x, y$, then there exists an element in $\mathcal{O}_{K}$ of norm $p$, given by $\pi=x+y \frac{1+\sqrt{-23}}{2}$. Since the norm of a principal ideal is the norm of its generator, the ideal $(\pi)$ has norm $p$, and $p$ splits as $p \mathcal{O}_{K}=(\pi)(\bar{\pi})$.

In this section we generalize this fact. We associate a quadratic form to any ideal class of an imaginary quadratic field in such a way that a prime over $p$ belongs to a certain ideal class if and only if $p$ can be represented by its associated quadratic form.

In a quadratic field $K=\mathbb{Q}(D)$ with $D<0$ and squarefree, any ideal of $\mathcal{O}_{K}$ is a rank $2 \mathbb{Z}$-module. We associate the following quadratic form to any ideal $\mathfrak{a}=\alpha \mathbb{Z}+\beta \mathbb{Z}$,

$$
q_{\mathfrak{a}, \alpha, \beta}(x, y)=\frac{N(x \alpha+y \beta)}{N(\mathfrak{a})}=\frac{N(\alpha)}{N(\mathfrak{a})} x^{2}+\frac{\operatorname{Tr}(\bar{\alpha} \beta)}{N(\mathfrak{a})} x y+\frac{N(\beta)}{N(\mathfrak{a})} y^{2}
$$

and its discriminant is

$$
\frac{\operatorname{Tr}(\alpha \bar{\beta})^{2}-4 N(\alpha \beta)}{N(\mathfrak{a})^{2}}=\frac{(\alpha \bar{\beta}+\bar{\alpha} \beta)^{2}-4 \alpha \beta \overline{\alpha \beta}}{N(\mathfrak{a})^{2}}=\frac{(\alpha \bar{\beta}-\bar{\alpha} \beta)^{2}}{N(\mathfrak{a})^{2}}=\Delta_{K}
$$

There is a slight inconvenience that we face. This quadratic form depends on whichever basis of $\mathfrak{a}$ we pick.

Definition 23. We say that the basis $(\alpha, \beta)$ is ordered if the signed area of the parallelogram spanned by $\alpha$ and $\beta$ is positive, which is $\operatorname{Im}(\bar{\alpha} \beta)=(\alpha \bar{\beta}-\bar{\alpha} \beta) / 2 i>0$.

We observe that for any pair of ordered bases $(\alpha, \beta),\left(\alpha^{\prime}, \beta^{\prime}\right)$, the matrix $\sigma$ which transforms one into the other $\left(\alpha^{\prime}, \beta^{\prime}\right)=(\alpha, \beta) \sigma$, satisfies $\alpha \bar{\beta}-\bar{\alpha} \beta=\left(\alpha^{\prime} \bar{\beta}^{\prime}-\bar{\alpha}^{\prime} \beta^{\prime}\right) \operatorname{det} \sigma$, and therefore $\operatorname{det} \sigma=1$. Conversely, applying any change of basis $\sigma$ with $\operatorname{det} \sigma=1$ to an ordered basis, we obtain another ordered basis.

Given two ordered bases of an ideal $\mathfrak{a}$, they are related by a change of variables $\sigma \in \mathrm{SL}_{2}(\mathbb{Z})$, for instance $\left(\alpha^{\prime}, \beta^{\prime}\right)=(\alpha, \beta) \sigma$. We have

$$
x \alpha+y \beta=(x, y)(\alpha, \beta)^{T}=(x, y) \sigma^{T}\left(\alpha^{\prime}, \beta^{\prime}\right)^{T}=(X, Y)\left(\alpha^{\prime}, \beta^{\prime}\right)^{T}
$$

Where $(x, y)=(X, Y) \sigma^{T}$. Therefore $q_{\mathfrak{a}, \alpha, \beta}(x, y)=q_{\mathfrak{a}, \alpha^{\prime}, \beta^{\prime}}(X, Y)$. The forms associated to an ideal and a pair of ordered basis differ only by a change of variables in $\mathrm{SL}_{2}(\mathbb{Z})$.

This motivates the following equivalence relation among quadratic forms. We say that to quadratic forms $Q(x, y), \tilde{Q}(x, y)$ are equivalent if there exists a change of variables $(X, Y)=(x, y) \sigma$ with $\sigma \in \mathrm{SL}_{2}(\mathbb{Z})$, such that $\tilde{Q}(X, Y)=Q(x, y)$. This change of variables is called a unimodular transformation of $Q$.

The discriminant of a quadratic form $Q$ is defined as $\Delta_{Q}=b^{2}-4 a c$, and it is an invariant under any unimodular transformation. To show this it is more convenient to express quadratic forms in matrix form, $A_{Q}=\frac{1}{2}\left(\begin{array}{cc}2 a & b \\ b & 2 c\end{array}\right)$. With this notation $Q(x, y)=(x, y) A_{Q}\binom{x}{y}$, and the discriminant of a quadratic form equals the determinant of its associated matrix with opposite sign. If two quadratic forms $Q, \tilde{Q}$ are equivalent, there exists a matrix $\sigma$ with determinant 1 , such that $\sigma^{T} A_{Q} \sigma=A_{\tilde{Q}}$, and then $\Delta_{Q}=\Delta_{\tilde{Q}}$.

We have proved that unimodular transformations define an equivalence relation of quadratic forms of a given discriminant. Now we show that there is a finite number of equivalence classes of quadratic forms of negative discriminant. We define reduced forms in such a way that each equivalence class has exactly one reduced form.

Definition 24. A positive definite quadratic form is reduced if it satisfies

$$
|b| \leq a \leq c, \quad \text { with } b \geq 0 \text { if } a=|b| \text { or } a=c .
$$

Any form can be transformed into a reduced one of the same equivalence class, using the pair of unimodular substitutions $S$ and $T_{k}$ defined as follows,

$$
\begin{aligned}
S & =\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right):(a, b, c) \mapsto(c,-b, a) \\
T_{k} & =\left(\begin{array}{cc}
1 & k \\
0 & 1
\end{array}\right):(a, b, c) \mapsto\left(a, b+2 k a, k^{2} a+k b+c\right) .
\end{aligned}
$$

If $a>c$, we can apply $S$ to decrease a without changing $|b|$. On the other hand, if $a \leq c$ and $|b|>a$, using $T_{k}$ with $k=\left\lfloor\frac{a-b}{2 a}\right\rfloor$ reduces $|b|$ while keeping $a$ unchanged. It is clear that after repeating this process a finite number of times, we obtain a reduced quadratic form.

Moreover, each equivalence class contains only one reduced form [3, Theorem 2.8]. Indeed, for quadratic forms with $|b|<a<c$, Legendre observed that the smallest value represented by the reduced quadratic form $a x^{2}+b x y+c y^{2}$ is $a$, and the second smallest with $\operatorname{gcd}(x, y)=1$ is $c$. These values are obtained only by the values $(x, y)=( \pm 1,0)$ and $(0, \pm 1)$ respectively. Once $a$ and $c$ are fixed, $b$ is determined up to sign. Since two equivalent forms represent the same integers, two reduced forms with different $a$ or $c$ are not equivalent. It only remains to see that the reduced quadratic forms $a x^{2} \pm b x y+c y^{2}$ are not equivalent.

Let $Q$ and $\tilde{Q}$ be equivalent reduced quadratic forms. We show that in fact they are equal. There is some change of variables $(X, Y)=(x, y) \sigma$ with $\sigma \in \mathrm{SL}_{2}(\mathbb{Z})$ such that $\tilde{Q}(X, Y)=Q(x, y)$. On the one hand, using Legendre's observation, we have that the smallest value represented by $Q$ and $\tilde{Q}$, is $Q(1,0)=$ $\tilde{Q}((1,0) \sigma)$, and by Legendre's observation on $\tilde{Q}$, we have that $(0,1) \sigma=( \pm 1,0)$. Using the same argument with the second smallest value properly represented by $Q$ and $\tilde{Q}$, we have that $Q(0,1)=\tilde{Q}((0,1) \sigma))$, which implies $(0,1) \sigma=(0, \pm 1)$. Since $\operatorname{det} \sigma=1$, we have $\sigma= \pm\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right)$. This proves that $Q(x, y)=\tilde{Q}(x, y)$ as we wanted. For quadratic forms with $a=|b|$ or $a=c$, the only representations of $a$ are $\pm(1,0)$, and the ones for $c$ with $\operatorname{gcd}(x, y)=1$ are $\pm(0,1)$ and $\pm(1,-1)$. This determines the coefficients $a$ and $c$ of a reduced quadratic form, and $b$ is also determined since in this case $b>0$.

Now we find all reduced quadratic forms of discriminant -23 . Since a reduced quadratic form has $|b| \leq a \leq c$, we have $b^{2}=4 a c-23 \geq 4 b^{2}-23$, which leads to $|b| \leq \sqrt{23 / 3} \approx 2.77$. Moreover, since $-23=b^{2}-4 a c$, we only need to check the odd possibilities for $b$, which are $b= \pm 1$ so $a c=6$. Doing
case analysis, we obtain the three reduced forms of discriminant -23 :

$$
\begin{cases}b=1, a=1, c=6 & Q_{0}(x, y)=x^{2}+x y+6 y^{2} \\ b=1, a=2, c=3 & Q_{1}(x, y)=2 x^{2}+x y+3 y^{2} \\ b=-1, a=2, c=3 & Q_{2}(x, y)=2 x^{2}-x y+3 y^{2}\end{cases}
$$

### 5.1 The class group

The quadratic form associated to an ideal remains unchanged after scaling $\mathfrak{a}, \alpha, \beta$ by some nonzero $\gamma \in \mathcal{O}_{K}$,

$$
\begin{equation*}
q_{\gamma \mathfrak{a}, \gamma \alpha, \gamma \beta}(x, y)=\frac{N(x \gamma \alpha+y \gamma \beta)}{N(\gamma \mathfrak{a})}=q_{\mathfrak{a}, \alpha, \beta}(x, y) \tag{8}
\end{equation*}
$$

This is true since in an imaginary quadratic field $K=Q(\sqrt{D})$, every nonzero element $\gamma$ has positive norm. Equation (8) implies that this is a well defined application between ideal classes and reduced quadratic forms. This application is in fact an isomorphism [10, Theorem 2.28], whose inverse is

$$
\begin{equation*}
Q(x, y)=a x^{2}+b x y+c y^{2} \mapsto \mathfrak{a}_{Q}=\left[a, \frac{b+\sqrt{\Delta_{K}}}{2}\right] \tag{9}
\end{equation*}
$$

In Section 4.1 we defined a group structure for ideal classes in a number field. We can transport the group structure of the ideals in $K=\mathbb{Q}(\sqrt{D})$ with $D<0$ and squarefree, to the set of equivalence classes of quadratic forms of discriminant $\Delta_{K}$.

### 5.2 Representability of a number by quadratic forms

Let $w$ be the number of units of the field $\mathbb{Q}(\sqrt{D}), D<0$. The total number of ways of representing a prime by some reduced quadratic form of discriminant $D$ is

$$
\begin{equation*}
\sum_{[Q]} R(p, Q)=w\left(1+\left(\frac{D}{p}\right)\right) \tag{10}
\end{equation*}
$$

We prove this following the approach from [5, Section 4.4]. We show that there is a correspondence between the ways of representing $n$ by a quadratic form $Q$ and factorizations of the ideal ( $n$ ) of the form $(n)=\mathfrak{a} \overline{\mathfrak{a}}$ with $\mathfrak{a}$ belonging to the ideal class $\mathfrak{a}_{Q}$.

First, for any factorization $(n)=\mathfrak{a} \overline{\mathfrak{a}}$ with $\mathfrak{a} \sim \mathfrak{a}_{Q}$, we have $N(\mathfrak{a})=n$. After fixing some oriented basis $(\alpha, \beta)$ of $\mathfrak{a}$, we have that $n=N(\mathfrak{a})=\alpha x+\beta y$ for some integers $x, y$, since $N(\mathfrak{a}) \in \mathfrak{a}$. Therefore the quadratic form $q_{\mathfrak{a}, \alpha, \beta}(x, y)=\frac{N(\alpha x+\beta y)}{N(\mathfrak{a})}$ represents $n$. Moreover, for each unit $\gamma \in K$ we have $\gamma n \in \mathfrak{a}$, and setting $\gamma n=\alpha x+\beta y$ we get distinct representations of $n$.

Now suppose that $n$ is representable by a quadratic form $Q$, we want to find a factorization $(n)=\mathfrak{a} \overline{\mathfrak{a}}$ with $\mathfrak{a} \in\left[\mathfrak{a}_{Q}\right]$.

Lemma 25. If an integer $n$ is representable by a quadratic form $Q(x, y)=a x^{2}+b x y+c y^{2}$, then $Q$ is uniquely equivalent to a form

$$
\tilde{Q}(x, y)=n x^{2}+b^{\prime} x y+c^{\prime} y^{2} \quad \text { with } 0 \leq b^{\prime} \leq 2 n, c^{\prime} \in \mathbb{Z}
$$

Proof. Let $Q(p, q)=n$, for some coprime $p, q$. There exist integers $r, s$ such that $p s-q r=1$, and all solutions are given by $r=r_{0}+k p, s=s_{0}+k q$ with $k \in \mathbb{Z}$. Then

$$
\begin{aligned}
Q(p x+r y, q x+s y) & =Q(p, q) x^{2}+(2 a p r+b p s+b r q+2 c q s) x y+Q(r, s) y^{2} \\
& =n x^{2}+\left(b_{0}^{\prime}+2 k\left(a p^{2}+b p q+c q^{2}\right)\right) x y+Q(r, s) y^{2} \\
& =n x^{2}+\left(b_{0}^{\prime}+2 k n\right) x y+Q(r, s) y^{2}
\end{aligned}
$$

Where $b_{0}=2 a p r_{0}+b p s_{0}+b r_{0} q+2 c q s_{0}$. For a unique $k$ the last quadratic form is of the desired form.
Finally the ideal corresponding to $\tilde{Q}$ given by (9), has norm $n$, and therefore $(n)=\mathfrak{a}_{\tilde{Q}} \overline{\mathfrak{a}_{\tilde{Q}}}$.
Using Theorem 3, we can compute the splitting of a prime $p$ in $K=\mathbb{Q}(\sqrt{D}), D$ squarefree. Using the structure of the ring of integers of a quadratic field, computed at (5), we know that the index $\left[\mathcal{O}_{K}: Z[\sqrt{D}]\right]$ is less than two. We have that the decomposition of any odd prime is given by the factorization of the minimal polynomial of $\sqrt{D}$ modulo $p$, which is $x^{2}-D(\bmod p)$. If $D \equiv 1(\bmod 4)$, then 2 divides the index $\left[\mathcal{O}_{K}: Z[\sqrt{D}]\right]$, and we have to work with $\frac{1+\sqrt{D}}{2}$, whose minimal polynomial is $x^{2}-x+\frac{1-D}{4}$. This polynomial has no roots modulo 2 when $\frac{1-D}{4}$ is odd, and have different roots if $\frac{1-D}{4}$ is even. This coincide with $\left(\frac{D}{2}\right)=1$ and $\left(\frac{D}{2}\right)=-1$ respectively. Taking everything into account, we have

$$
p \mathcal{O}_{K}= \begin{cases}\text { prime } & \text { if }\left(\frac{D}{p}\right)=-1 \\ \mathfrak{p} \overline{\mathfrak{p}} & \text { if }\left(\frac{D}{p}\right)=1 \\ \mathfrak{p}^{2} & \text { if }\left(\frac{D}{p}\right)=0\end{cases}
$$

Note that $\left(\frac{D}{p}\right)+1$ gives the number of ordered decompositions of $p$ as the product of two primes, and Equation (10) follows.

### 5.3 Theta series

Given a positive definite binary quadratic form $Q$, we define its theta series as

$$
\Theta_{Q}(z)=\sum_{x, y \in \mathbb{Z}} q^{Q(x, y)} \text { where } q=e^{2 \pi i z}
$$

which is absolutely convergent in the complex plane. When we collect the terms with the same exponent, we get the $q$-expansion of $\Theta$, which is $\Theta_{Q}(z)=\sum_{n \geq 0} r_{Q}(n) q^{n}$ where $r_{Q}(n)$ is the number of representations of $n$ as values of $Q(x, y)$ with integers $x, y$.

Note that the prime coefficients of the theta series of quadratic forms of discriminant 23 satisfy the following relation

$$
\begin{equation*}
\frac{r_{Q_{0}}(p)+2 r_{Q_{1}}(p)}{2}=1+\left(\frac{-23}{p}\right) \tag{11}
\end{equation*}
$$

It is clear that every theta series satisfies the functional equation $\Theta(z+1)=\Theta(z)$, but they satisfy additional functional equations. One of those is given by the Hecke-Schoeneberg Theorem [1, p.32], [9, Theorem 19].

## 6. Modular forms and bounds on dimensions

In this section, we will introduce modular forms, which will have a connection with the number of representations of quadratic forms.

Definition 26. A holomorphic function $f$ is said to be weakly modular of weight $k$ (usually an integer) if it satisfies the pair of functional equations

$$
\begin{equation*}
f(z+1)=f(z), \quad f\left(-\frac{1}{z}\right)=z^{k} f(z) \tag{12}
\end{equation*}
$$

We can define the following action of $\mathrm{SL}_{2}(\mathbb{Z})$ on the upper half plane $\mathbb{H}$,

$$
\begin{aligned}
\mathrm{SL}_{2}(\mathbb{Z}) \times \mathbb{H} & \rightarrow \mathbb{H} \\
\qquad\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) z & \mapsto \frac{a z+b}{c z+d} .
\end{aligned}
$$

This is a group action since a direct computation shows that the imaginary part of $\gamma z$ is $\frac{1}{|c z+d|^{2}} \operatorname{lm}(z)$, which means that $\mathbb{H}$ is invariant under it. Additionally, it satisfies that $\left(\gamma_{1} \gamma_{2}\right) z=\gamma_{1}\left(\gamma_{2} z\right)$ for any pair $\gamma_{1}, \gamma_{2} \in \operatorname{SL}_{2}(\mathbb{Z})$ and any $z \in \mathbb{H}$.

Observing that $z+1=\left(\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right) \cdot z$ and $-\frac{1}{z}=\left(\begin{array}{cc}0 & -1 \\ 1 & 0\end{array}\right) \cdot z$ and the fact that this two matrices together generate the hole special linear group $\mathrm{SL}_{2}(\mathbb{Z})$, we can express the equations in 12 as

$$
f(\gamma \cdot z)=f\left(\frac{a z+b}{c z+d}\right)=(c z+d)^{k} f(z) \quad \text { for any } \gamma=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \in \operatorname{SL}_{2}(\mathbb{Z})
$$

If we define the weight $k$ slash operator to be $\left.f\right|_{\gamma, k}(z)=(c z+d)^{-k} f(\gamma \cdot z)$, the last condition simply becomes $\left.f\right|_{\gamma, k}(z)=f(z)$ for any matrix $\gamma \in \operatorname{SL}_{2}(\mathbb{Z})$.

We generalize the definition of weakly modularity for some subgroups of $\mathrm{SL}_{2}(\mathbb{Z})$.
We define the principal congruence subgroup of level $N$,

$$
\Gamma(N)=\left\{\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \in \mathrm{SL}_{2}(\mathbb{Z}) \left\lvert\,\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \equiv\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right) \quad(\bmod N)\right.\right\}
$$

A congruence subgroup is a subgroup of $\mathrm{SL}_{2}(\mathbb{Z})$ which contains a principal congruence subgroup of some level. For this work, the congruence subgroup $\Gamma_{0}(N)$ will be specially important:

$$
\Gamma_{0}(N)=\left\{\left.\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \in \mathrm{SL}_{2}(\mathbb{Z}) \right\rvert\, c \equiv 0 \quad(\bmod N)\right\}
$$

Definition 27. Let $\Gamma$ be a congruence subgroup. A meromorphic function $f: \mathbb{H} \rightarrow \mathbb{C}$ is said to be weakly modular of weight $k$ with respect to $\Gamma$ if

$$
f(\gamma \cdot z)=(c z+d)^{k} f(z), \text { for any } \gamma=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \in \Gamma
$$

## The valence formula

Recall that a meromorphic function on $\mathbb{H}$ is holomorphic on $\mathbb{H}$ except on some isolated points, called poles. The valuation $v_{p}(f)$ of a meromorphic function $f$ at a point $p \in \mathbb{H} \cup\{\infty\}$ is defined as the integer $n$ which satisfies that the function $(z-p)^{-n} f(z)$ is holomorphic and non-vanishing at $p$. We say that a function $f$ is meromorphic at infinity if it is of the form $f(z)=\sum_{n \geq n_{0}} a_{n} q^{n}$ for some integer $n_{0}$. If $a_{n_{0}}$ is the first nonzero coefficient, we define $v_{\infty}(f)=n_{0}$.

Definition 28. For a congruence subgroup $\Gamma$, we say that its set of cusps is Cusps $(\Gamma)=\Gamma \backslash P^{1}(\mathbb{Q})$. In other words: $\Gamma$ acts on $\mathbb{Q} \cup\{\infty\}$, and the cusps of $\Gamma$ are the orbits of this action.

Let $P$ be a cusp of a congruence subgroup $\Gamma$. Let $\gamma_{P}$ be any element of $\Gamma$ such that $\gamma_{P}(\infty)=P$. Let $H_{P}$ be group $\gamma_{P}^{-1}\left\lceil\gamma_{P} \cap \mathrm{SL}_{2}(\mathbb{Z})_{\infty} \subseteq \mathrm{SL}_{2}(\mathbb{Z})_{\infty}\right.$, which does not depend on the choice of representative for $P$ [8, Lemma 2.2.4].

Definition 29. We define the width of a cusp $P$ for $\Gamma$ as the minimum nonnegative integer $h$ such that $H_{P}$ contains either $\left(\begin{array}{ll}1 & h \\ 0 & 1\end{array}\right)$ or $\left(\begin{array}{cc}-1 & h \\ 0 & -1\end{array}\right)$, and we write it as $h_{P}(\Gamma)$.

Definition 30. Let $f$ be a weakly modular form of weight $k$ for $\Gamma$, and let $P$ be a cusp of $\Gamma$ of width $h_{\Gamma}(P)$. Since $f(z+N)=f(z)$, we can write $f$ as a Laurent series in $q_{N}=e^{2 \pi i z / N}$, say

$$
f\left(q_{N}\right)=\sum_{n \geq n_{0}} a_{n} q_{N}^{n}, \quad a_{n_{0}} \neq 0 .
$$

We define the order of vanishing of a weakly modular form $f$ at $P$ as $v_{P}(f)=h_{\Gamma}(P) n_{0} / N$.
Theorem 31 (Valence formula for congruence subgroups). Let $\Gamma \subset S L_{2}(\mathbb{Z})$ be a congruence subgroup. Let $f \neq 0$ be a weakly modular form for $\Gamma$ of weight $k$. Then

$$
\sum_{z \in \Gamma \backslash \mathbb{H}} \frac{v_{z}(f)}{\# \bar{\Gamma}_{z}}+\sum_{P \in \mathrm{Cusps}(\Gamma)} v_{P}(f)=\frac{k}{12}\left[\operatorname{PSL}_{2}(\mathbb{Z}): \bar{\Gamma}\right],
$$

Where $\bar{\Gamma}$ is the image of $\Gamma$ into $\operatorname{PSL}_{2}(\mathbb{Z})=\mathrm{SL}_{2}(\mathbb{Z}) /\{ \pm 1\}$.
The proof of this theorem uses the Valence formula, which can be proved using complex analysis by computing a contour integral using the Residue Theorem [8, Theorem 2.6.1].

Using the Valence formula, we can bound the dimensions of modular spaces.
Theorem 32. Let $f$ be a modular form of weight $k$ for the congruence subgroup $\Gamma$. If the terms of the $q$ expansion of $f$ are zero up to the term $\frac{k}{12}\left[\mathrm{PSL}_{2}(\mathbb{Z}): \bar{\Gamma}\right]$, then it is identically zero.

Proof. Every term in the Valence formula is nonnegative. This means that $v_{\infty}(f) \leq \frac{k}{12}\left[\operatorname{PSL}_{2}(\mathbb{Z}): \bar{\Gamma}\right]$. If $f \neq 0$, the hypothesis is that $v_{\infty}(f) \geq \frac{k}{12}\left[\operatorname{PSL}_{2}(\mathbb{Z}): \bar{\Gamma}\right]$. Therefore it must be $f=0$.

## 7. Hecke-Schoenberg Theorem

Now we will follow [6, Chapter 10] to prove the Hecke-Schoeneberg Theorem. Given a quadratic form $Q(v)=\frac{1}{2} A[v]$, it describes the transformation property of its theta series with respect to the congruence subgroup $\Gamma_{0}(N)$, where $N$ is the least integer such that $N A^{-1}$ is integral.

Theorem 33. (Hecke, Schoeneberg). Let $Q: \mathbb{Z}^{2 k} \rightarrow \mathbb{Z}$ be a positive definite integer-valued form in $2 k$ variables of level $N$ and discriminant $\Delta$. Then $\Theta_{Q}$ is a modular form on $\Gamma_{0}(N)$ of weight $k$ and character $\chi_{\Delta}$, i.e., we have

$$
\Theta_{Q}\left(\frac{a z+b}{c z+d}\right)=\chi_{\Delta}(a)(c z+d)^{k} \Theta_{Q}(z) \text { for all } z \in \mathfrak{H} \text { and }\left(\begin{array}{cc}
a & b \\
c & d
\end{array}\right) \in \Gamma_{0}(N)
$$

We will prove this statement for binary quadratic forms, which means that we set $k=1$. And for all $z \in \mathfrak{H}$ and $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in \Gamma_{0}(N)$,

$$
\begin{equation*}
\Theta_{Q}\left(\frac{a z+b}{c z+d}\right)=\left(\frac{\Delta}{a}\right)(c z+d) \Theta_{Q}(z) . \tag{13}
\end{equation*}
$$

This section is devoted to prove it using Poisson summation formula.

## Poisson summation formula

Recall that the $d$-dimensional Fourier transform of a Lebesgue integrable periodic function $f$ is

$$
\hat{f}(\xi)=\int_{\mathbb{R}^{d}} f(x) e^{-2 \pi i\langle\xi, x\rangle} d x \quad \forall \xi \in \mathbb{R}^{d} .
$$

Lemma 34 (Poisson summation formula). Let $f: \mathbb{R} \rightarrow \mathbb{C}$ be a Schwarz function. Then

$$
\sum_{n=-\infty}^{\infty} f(x+n)=\sum_{n=-\infty}^{\infty} \hat{f}(n) e^{2 \pi i n x} \quad \text { for all } x \in \mathbb{R}
$$

Proof. We write $F(x)$ for the left hand side and $G(x)$ for the right hand side. Since both functions are periodic with period 1, to prove the equality we only need to see that all of their Fourier coefficients coincide, namely,

$$
\int_{0}^{1} F(x) e^{-2 \pi i \ell x} d x=\int_{0}^{1} G(x) e^{-2 \pi i \ell x} d x \quad \text { for all } \ell \in \mathbb{Z}
$$

We start with $F(x)$. Using absolute convergence, we have

$$
\int_{0}^{1} F(x) e^{-2 \pi i \ell x} d x=\sum_{n=-\infty}^{\infty} \int_{0}^{1} f(x+n) e^{-2 \pi i \ell x} d x=\int_{-\infty}^{\infty} f(x) e^{-2 \pi i \ell x} d x
$$

which is $\hat{f}(\ell)$. On the other hand, a direct computation shows that the $\ell$-th Fourier coefficient of $G(x)$ is $\hat{f}(\ell)$ :

$$
\int_{0}^{1}\left(\sum_{n=-\infty}^{\infty} \hat{f}(n) e^{2 \pi i n x}\right) e^{-2 \pi i \ell x} d x=\sum_{n=-\infty}^{\infty} \hat{f}(n) \int_{0}^{1} e^{2 \pi i n x} e^{-2 \pi i \ell x} d x=\hat{f}(\ell)
$$

since the integral $\int_{0}^{1} e^{2 \pi i n x} e^{-2 \pi i \ell x} d x$ is nonzero only when $n=\ell$.

Remark 35. Poisson summation formula for $x=0$, is just $\sum f(n)=\sum \hat{f}(n)$, with both sums running trough $\mathbb{Z}$. For higher dimensions, Poisson summation formula remains true, and the idea of the proof is similar.

To prove Hecke-Shoenberg Theoren we will also need the Fourier transform of a linear transformation.
Lemma 36. Given a function $f$ in $\mathcal{L}^{1}(\mathbb{R})^{2}$, and let $\varphi(x)=f(\gamma x)$ where $\gamma$ is an invetible linear transformation, then its Fourier transform is

$$
\begin{aligned}
\hat{\varphi}(\xi) & =\int_{\mathbb{R}^{2}} f(M x) e^{-2 \pi i\langle x, \xi\rangle} d x=\frac{1}{\operatorname{det} M} \int_{\mathbb{R}^{2}} f(x) e^{-2 \pi i\left\langle M^{-1} x, \xi\right\rangle} d x \\
& =\frac{1}{\operatorname{det} M} \int_{\mathbb{R}^{2}} f(x) e^{-2 \pi i\left\langle x, M^{-t} \xi\right\rangle} d x=\frac{1}{\operatorname{det} M} \hat{f}\left(M^{-t} \xi\right)
\end{aligned}
$$

where $M^{-t}=\left(M^{t}\right)^{-1}$.

## Proof of the Hecke-Schoeneberg Theorem

We start with a proposition that will turn out to be quite useful.
Proposition 37. Let $A$ be the matrix associated to a positive definite quadratic form $Q$, so that $Q(v)=$ $\frac{1}{2} A[v]=\frac{1}{2} v^{t} A v$. Then for any $z \in \mathbb{H}$ we have

$$
\begin{equation*}
\sum_{v \in \mathbb{Z}^{2}} q^{\frac{1}{2} A[v+x]}=\frac{i}{\sqrt{|A|} z} \sum_{v \in \mathbb{Z}^{2}} e^{2 \pi i\left(\frac{-A^{-1}[v]}{2 z}+v^{t} x\right)} \tag{14}
\end{equation*}
$$

Proof. Let $M$ be such that $M^{T} M=A$. We can prove the equality using Poisson summation formula applied to $\varphi(v)=q^{\frac{1}{2} A[v]}$.

$$
\sum_{v \in \mathbb{Z}^{2}} q^{\frac{1}{2} A[v+x]}=\sum_{v \in \mathbb{Z}^{2}} \varphi(v+x)=\sum_{v \in \mathbb{Z}^{2}} \hat{\varphi}(v) e^{-2 \pi i\langle v, x\rangle}
$$

We have $\varphi(v)=f(\sqrt{-i z} M v)$ where $f(v)=e^{-\pi|v|^{2}}$ is the 2-dimensional Gaussian. Combining Lemma 36 with the well known fact that the Fourier transform of the Gaussian is its own Fourier transform, we have

$$
\hat{\varphi}(v)=\frac{1}{-i z \operatorname{det} M} \hat{f}\left(\frac{1}{\sqrt{-i z}} M^{-t} v\right)=\frac{1}{-i z \operatorname{det} M} f\left(\frac{1}{\sqrt{-i z}} M^{-t} v\right)=\frac{i}{z \sqrt{A}} e^{-\pi\left|M^{-t} v / \sqrt{-i z}\right|^{2}}
$$

Now since $\left|M^{-t} v / \sqrt{-i z}\right|^{2}=A^{-1}[v](-i z)^{-1}$, we arrive to the desired result.

## Congruent theta series

Definition 38. Given $h \in \mathbb{Z}^{2}$, we define the congruent theta series of $A$ as:

$$
\Theta_{A, h}(z)=\sum_{m \equiv h} q^{\frac{A[v]}{2 N^{2}}}
$$

where the sum runs for all $v \in \mathbb{Z}^{2}$ with $v \equiv h(\bmod N)$. Note that for $h=0$ we have the original theta series.

Lemma 39. If $h$ is such that $A h \equiv 0(\bmod N)$, then

$$
\Theta_{A, h}(z+1)=e^{\pi i \frac{A[h]}{N^{2}}} \Theta_{A, h}(z)
$$

Proof. For any $v$ equivalent to $h$, we have $v=h+w N$ for some $w \in \mathbb{Z}^{2}$. Since $A$ is symmetric, $A[w]$ is even, so we have

$$
A[v] \equiv A[h]+2 N w^{T} A h+N^{2} A[w] \equiv A[h] \quad\left(\bmod 2 N^{2}\right)
$$

Therefore

$$
\Theta_{A, h}(z+1)=\sum_{v \equiv h} e^{2 \pi i \frac{A[v]}{2 N^{2}}(z+1)}=\sum_{v \equiv h} e^{2 \pi i\left(\frac{A[v]}{2 N^{2}} z+\frac{A[h]}{2 N^{2}}\right)}=e^{2 \pi i \frac{A[h]}{2 N^{2}} \Theta_{A, h}(z),}
$$

where the sums run over $v \in \mathbb{Z}^{2}$ such that $v \equiv h(\bmod N)$.

Now we establish the transformation property for $\Theta_{A, h}(z)$ with respect to the involution $z \mapsto-\frac{1}{z}$. Let $\mathcal{H}=\{h(\bmod N): A h \equiv 0(\bmod N)\}$.

Proposition 40. For any $h \in \mathbb{Z}^{2}$ with $A h \equiv 0(\bmod N)$ we have

$$
\Theta_{A}\left(-\frac{1}{z} ; h\right)=|A|^{-1 / 2}(-i z) \sum_{\ell \in \mathcal{H}} e^{2 \pi i \frac{h^{t} A \ell}{N^{2}}} \Theta_{A, \ell}(z)
$$

Proof. We use Equation (14) with $x=h N^{-1}$,

$$
\begin{aligned}
\sum_{v} q^{\frac{1}{2} A\left[v+h N^{-1}\right]} & =\frac{i}{\sqrt{|A|} z} \sum_{v} e^{2 \pi i\left(\frac{-A^{-1}[v]}{2 z}+v^{t} h N^{-1}\right)} \\
\Theta_{A, h}(z) & =\frac{i}{\sqrt{|A|} z} \sum_{A w \equiv 0} e^{2 \pi i\left(\frac{-N^{-2} A[w]}{2 z}+N^{-2} w^{t} A h\right)}
\end{aligned}
$$

where we have changed $v$ to $w=N A^{-1} v$, and the condition $v \in \mathbb{Z}^{2}$ is equivalent to $w \in \mathbb{Z}^{2}$ and $A w \equiv 0$ $(\bmod N)$. Changing $z$ to $-\frac{1}{z}$ we have

$$
\Theta_{A}\left(-\frac{1}{z} ; h\right)=\frac{-i z}{\sqrt{|A|}} \sum_{A w \equiv 0} e^{2 \pi i\left(\frac{A[w]}{2 N^{2}} z+\frac{w^{t} A h}{N^{2}}\right)}=\frac{-i z}{\sqrt{|A|}} \sum_{A w \equiv 0} e^{2 \pi i \frac{w^{t} A h}{N^{2}}} q^{\frac{A[w]}{2 N^{2}}} .
$$

Finally, splitting the summation into classes modulo $N$, we get the result.

Now we will find the transformation properties for the group $\Gamma_{0}(D)$.
Let $\gamma=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in \mathrm{SL}_{2}(\mathbb{Z})$, The case $d=0$ is already covered, since $\gamma= \pm\left(\begin{array}{cc}T & -1 \\ 1 & 0\end{array}\right)= \pm\left(\begin{array}{ll}1 & T \\ 0 & 1\end{array}\right)\left(\begin{array}{cc}0 & -1 \\ 1 & 0\end{array}\right)$. And we are done since we know how $\Theta$ transforms under $\tau \mapsto \tau+T$ and $\tau \mapsto-\frac{1}{z}$.

We can assume $d>0$, since the transformation for $-\gamma$ is the same that the one for $\gamma$. We compute first the transformation for

$$
\gamma=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right)=\left(\begin{array}{ll}
b & -a \\
d & -c
\end{array}\right)
$$

Since $d \gamma z=b-(d z-c)^{-1}$, we have

$$
\Theta(d \gamma z ; h)=\sum_{v \equiv h} e^{2 \pi i \frac{A[]]}{2 N^{2}}\left(b-\frac{1}{d z-c}\right)}
$$

Changing $d \gamma z$ to $\gamma z$ and splitting the sum into classes modulo $d N$,

Here the innermost sum is the theta function associated with the matrix $d A$ and the residue class $g$ modulo $d N$, evaluated at the point $-(d z-c)^{-1}$. Since $d A g \equiv 0(\bmod d N)$, We can apply Proposition 40 to this sum, giving

$$
\sum_{v \equiv g} e^{-2 \pi i \frac{d A|l|}{2(d N)^{2}} \frac{1}{(d z-c)}}=\frac{i(c-d z)}{\sqrt{|d A|}} \sum_{\substack{\ell(\bmod d N) \\ A \ell \equiv 0(\bmod N)}} e^{2 \pi i \frac{\ell^{t} A g}{\frac{d N^{2}}{2}}} \sum_{v \equiv \ell(\bmod d N)} e^{2 \pi i \frac{A[v]}{2 d N^{2}(d z-c)}} .
$$

Hence we deduce that

$$
\Theta(\gamma z ; h)=\frac{i(c-d z)}{d \sqrt{|A|}} \sum_{\substack{\ell \in(\bmod d N) \\ A \ell \equiv 0 \\(\bmod N)}} \varphi(h, \ell) \sum_{v \equiv \ell(\bmod d N)} e^{2 \pi i \frac{A[v]}{2 N^{2}}},
$$

where

$$
\left.\varphi(h, \ell)=\sum_{\substack{g \\ g \equiv h}} e^{2 \pi i \frac{b \bmod d[]+2 \ell^{t} t_{g}-c a[l]}{(\bmod N)}} 2 d N^{2}\right) .
$$

We shift $g$ to $g+c \ell$ so the new variable ranges over classes modulo $d N$ which are congruent to $h-c \ell$ modulo $N$, and since $a d-b c=1$, the fraction in the exponential becomes

$$
\frac{b A[g]+2 a d \ell^{t} A g+a c d A[\ell]}{2 d N^{2}} .
$$

In the middle term, we can replace $g$ by its class $h-c \ell(\bmod N)$, and using that $c \equiv 0(\bmod N)$ and that $A[\ell] \equiv 0(\bmod 2 N)$ for any $\ell$ with $A \ell \equiv 0(\bmod N)$, we get

$$
\begin{equation*}
\varphi(h, \ell)=\sum_{\underset{g \equiv h-c \ell}{g(\bmod d N)}(\bmod N)} e^{2 \pi i\left(\frac{2 a^{t} A h-a c A[l]}{2 N^{2}}+\frac{b A[g]}{2 d N^{2}}\right)}=e^{2 \pi i \frac{2 e^{t} A h}{N^{2}}} \varphi(h-c \ell, 0) \tag{15}
\end{equation*}
$$

Therefore $\varphi(h, \ell)$ only depends on $\ell(\bmod N)$, and we get

$$
\Theta(\gamma z, h)=\frac{i(c-d z)}{d \sqrt{|A|}} \sum_{h^{\prime} \in \mathcal{H}} \varphi\left(h, h^{\prime}\right) \Theta\left(z, h^{\prime}\right) .
$$

Now we obtain the transformation for $\tau=\gamma S^{-1}$, so $\gamma\left(-\frac{1}{z}\right)=\tau z$. We set $h=0$ and we change in the previous equation $z \mapsto-\frac{1}{z}$, and we apply Proposition 40 to each $\Theta\left(-\frac{1}{z}, h^{\prime}\right)$ inside the sum. We obtain

$$
\begin{aligned}
\Theta(\tau z) & =\frac{(c z+d)}{d|A|} \sum_{h^{\prime} \in \mathcal{H}} \varphi\left(0, h^{\prime}\right) \sum_{\ell \in \mathcal{H}} e^{2 \pi i \frac{i^{\prime t} A \ell}{N^{2}}} \Theta(z, \ell) \\
& =\frac{(c z+d)}{d|A|} \sum_{h^{\prime} \in \mathcal{H}} \Theta\left(z, h^{\prime}\right) \sum_{\ell \in \mathcal{H}} \varphi\left(0, h^{\prime}\right) e^{2 \pi i \frac{h^{\prime t} A \ell}{N^{2}}} .
\end{aligned}
$$

Using Equation (15),

$$
\Theta(\tau z)=\frac{(c z+d)}{d|A|} \sum_{h^{\prime} \in \mathcal{H}} \Theta\left(z, h^{\prime}\right) \sum_{\ell \in \mathcal{H}} \varphi\left(-c h^{\prime}, 0\right) e^{2 \pi i \frac{h^{\prime t} A \ell}{N^{2}}}
$$

Since $c \equiv 0(\bmod N)$,

$$
\Theta(\tau z)=\frac{(c z+d)}{d|A|} \varphi(0,0) \sum_{h^{\prime} \in \mathcal{H}} \Theta\left(z, h^{\prime}\right) \sum_{\ell \in \mathcal{H}} e^{2 \pi i \frac{\ell^{t} A h^{\prime}}{N^{2}}}
$$

And by the orthogonality of the characters,

$$
\begin{aligned}
\Theta(\tau z) & =\frac{(c z+d)}{d|A|} \varphi(0,0) \sum_{h^{\prime} \in \mathcal{H}} \Theta\left(z, h^{\prime}\right) \begin{cases}|A| & \text { if } I \equiv 0 \quad(\bmod N) \\
0 & \text { otherwise }\end{cases} \\
& =\frac{(c z+d)}{d} \varphi(0,0) \Theta(z, 0)=\frac{(c z+d)}{d} \varphi(0,0) \Theta(z)
\end{aligned}
$$

It remains to compute the Gaussian sum associated with the quadratic form $\frac{1}{2} A[x]$

$$
\varphi(0,0)=\sum_{x(\bmod d)} e^{2 \pi i \frac{b A[x]}{2 d}}
$$

Assuming that $d \equiv 1(\bmod 2)$. Then $(d, 2 c|A|)=1$ and changing $x$ to $2 c x$ modulo $d$ we get

$$
G=\sum_{x(\bmod d)} e^{-2 \pi i \frac{2 c A[x]}{d}}
$$

This is a generalized Gaussian sum, which is evaluated in [6, Lemma 10.5] as

$$
\left(\frac{|A|}{d}\right)\left(\frac{-1}{d}\right) d=d\left(\frac{-|A|}{d}\right)
$$

Since $\Delta=-|A|$, we get

$$
\Theta(\tau z)=\left(\frac{\Delta}{d}\right)(c z+d) \Theta(z)
$$

Now we return to the original setting of quadratic forms of discriminant -23 . The Jacobi symbol satisfies $\left(\frac{-23}{d}\right)=\left(\frac{d}{23}\right)$, and if $\gamma \in \Gamma_{0}(23)$, we have that $a d \equiv 1(\bmod 23)$. We have that the theta series of a quadratic form of discriminant -23 satisfies

$$
\Theta(\tau z)=\left(\frac{a}{23}\right)(c z+d) \Theta(z) \quad \text { for any } \gamma \in \Gamma_{0}(23)
$$

## 8. A special eta product

In this section we set ourselves the goal of constructing a function which satisfies the functional equation

$$
f(\gamma z)=\left(\frac{a}{23}\right)(c z+d) f(z), \quad \text { for any } \gamma \in \Gamma_{0}(23) .
$$

Observe that this is the same functional equation that the theta series of quadratic forms of discriminant -23 satisfy. This function will be constructed by taking an appropriate product of the Dedekind eta function, which is defined as

$$
\begin{equation*}
\eta(z)=q^{\frac{1}{24}} \prod_{n=1}^{\infty}\left(1-q^{n}\right) \quad z \in \mathbb{C}, \quad \text { where } q=e^{2 \pi i z} \tag{16}
\end{equation*}
$$

We can check that it is holomorphic and non-vanishing on the upper half plane by taking the logarithm and differentiating. The Dedekind eta function in addition to the functional equation $\eta(z+1)=e^{\frac{\pi i}{12}} \eta(z)$, it also satisfies $\eta\left(-\frac{1}{z}\right)=\sqrt{-i z} \eta(z)$. This makes the function $\Delta(z)=\eta(z)^{24}$ a modular form of weight 12 , and we say that $\eta(z)$ is a modular form of weight $1 / 2$. Using this functional equations, we show that the eta product $f(z)=\eta(z) \eta(23 z)$ satisfies Equation (16).

### 8.1 Transformation property of the eta function

As we mentioned, the Dedekind eta function satisfies $\eta(z+1)=e^{\frac{\pi i}{12}} \eta(z)$. In this section we prove the following transformation property

$$
\eta\left(-\frac{1}{z}\right)=\sqrt{-i z} \eta(z) .
$$

Lemma 41. For any $z \neq 0$ we have

$$
\begin{equation*}
\sum_{n \in \mathbb{Z}} \frac{1}{(z+n)^{2}}=-4 \pi^{2} \sum_{n=1}^{\infty} n q^{n} \tag{17}
\end{equation*}
$$

Proof. On the one hand, we compute the second derivative of the logarithm of Euler's product formula $\sin (\pi z)=\pi z \prod_{i=1}^{\infty}\left(1-\frac{z^{2}}{n^{2}}\right)$,

$$
-\pi^{2} \csc ^{2}(\pi z)=-\frac{1}{z^{2}}-\sum_{n=1}^{\infty}\left(\frac{1}{(z-n)^{2}}+\frac{1}{(z+n)^{2}}\right) .
$$

This sum can be reordered to match the left hand side of Equation 17. On the other hand, the first derivative of $\sin (\pi z)$ is $\pi \cot (\pi z)=\pi \cos (\pi z) / \sin (\pi z)$. Using the exponential form of the trigonometric functions, we have

$$
\begin{equation*}
\pi \cot (\pi z)=\pi i \frac{\left(e^{i \pi z}+e^{-i \pi z}\right)}{\left(e^{i \pi z}-e^{-i \pi z}\right)}=\pi i\left(1-\frac{2}{1-e^{2 \pi i z}}\right)=\pi i\left(1-2 \sum_{n=1}^{\infty} e^{2 \pi i n z}\right) . \tag{18}
\end{equation*}
$$

Finally differentiating this again we obtain $-(2 \pi i)^{2} \sum n e^{\pi i n z}$ as we wanted.
Remark 42. Replacing $z$ with $m z$ in Equation (17), and adding over $m$ we have

$$
\sum_{m=1}^{\infty} \sum_{n \in \mathbb{Z}} \frac{1}{(m z+n)^{2}}=-4 \pi^{2} \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} n q^{n m} .
$$

Theorem 43. The Dedekind eta function satisfies the functional equation

$$
\eta\left(-\frac{1}{z}\right)=\sqrt{-i z} \eta(z)
$$

Proof. To prove the equality, we compute the logarithmic derivative of the eta function evaluated at $-1 / z$, and we obtain the equality except for a multiplicative constant, which turns out to be 1 .

The logarithmic derivative of the eta function is

$$
\begin{aligned}
\frac{d}{d z} \log \eta(z)=\frac{d}{d z}\left(\frac{2 \pi i z}{24}+\sum_{n=1}^{\infty} \log \left(1-q^{n}\right)\right) & =\frac{\pi i}{12}+\sum_{n=1}^{\infty} \frac{-2 \pi i n q^{n}}{1-q^{n}} \\
& =\frac{\pi i}{12}-2 \pi i \sum_{n=1}^{\infty} n \sum_{m=1}^{\infty} q^{n m}
\end{aligned}
$$

Using Remark 42, this sum can be rewritten as

$$
\begin{equation*}
\frac{d}{d z} \log \eta(z)=\frac{\pi i}{12}-\frac{1}{2 \pi i} \sum_{m=1}^{\infty} \sum_{n \in \mathbb{Z}} \frac{1}{(m z+n)^{2}} \tag{19}
\end{equation*}
$$

Evaluating this expression at $-1 / z$, we have

$$
\frac{d}{d z} \log \eta\left(-\frac{1}{z}\right)=\frac{\pi i}{12}-\frac{1}{2 \pi i} \sum_{m=1}^{\infty} \sum_{n \in \mathbb{Z}} \frac{z^{2}}{(m-n z)^{2}}=\frac{\pi i}{12}-\frac{z^{2}}{2 \pi i}\left(\sum_{m=1}^{\infty} \sum_{n \neq 0} \frac{1}{(m+n z)^{2}}+\zeta(2)\right)
$$

We can include $\frac{\pi i}{12}$ inside the sum as twice the 0 -th term, since for $m=0$ we have

$$
-\frac{z^{2}}{2 \pi i} \sum_{n \neq 0} \frac{1}{(m+n z)^{2}}=-\frac{z^{2}}{2 \pi i} \frac{2 \pi^{2}}{6 z^{2}}=\frac{\pi i}{6} .
$$

Writing $\sum_{m \in \mathbb{Z}}$ with the meaning of $\sum_{m=0}^{\infty}+\sum_{m=-1}^{-\infty}$,

$$
\begin{align*}
\frac{d}{d z} \log \eta\left(-\frac{1}{z}\right) & =-\frac{z^{2}}{4 \pi i}\left(\sum_{m \in \mathbb{Z}} \sum_{n \neq 0} \frac{1}{(m+n z)^{2}}+2 \zeta(2)\right) \\
& =z^{2}\left(-\frac{1}{4 \pi i} \sum_{n \in \mathbb{Z}} \sum_{m \neq 0} \frac{1}{(m z+n)^{2}}+\frac{\pi i}{12}\right) \tag{20}
\end{align*}
$$

On the other hand, from Equation 19 , and using that $\frac{d}{d z} \log (\sqrt{-i z})=-\frac{1}{2 z}$,

$$
\frac{d}{d z} \log (\sqrt{-i z} \eta(z))=-\frac{1}{2 z}+\frac{\pi i}{12}-\frac{1}{4 \pi i} \sum_{m \neq 0} \sum_{n \in \mathbb{Z}} \frac{1}{(m z+n)^{2}}
$$

We subtract $\sum_{n \in Z} \frac{1}{(m z+n)(m z+n+1)}=\sum_{n \in Z} \frac{1}{m z+n}-\frac{1}{m z+n+1}=0$ term by term to the previous sum,

$$
\begin{align*}
\frac{d}{d z} \log (\sqrt{-i z} \eta(z)) & =-\frac{1}{2 z}+\frac{\pi i}{12}-\frac{1}{4 \pi i} \sum_{m \neq 0} \sum_{n \in \mathbb{Z}} \frac{1}{(m z+n)^{2}}-\frac{1}{(m z+n)(m z+n+1)} \\
& =-\frac{1}{2 z}+\frac{\pi i}{12}-\frac{1}{4 \pi i} \sum_{m \neq 0} \sum_{n \in \mathbb{Z}} \frac{1}{(m z+n)^{2}(m z+n+1)} \tag{21}
\end{align*}
$$

$$
\begin{aligned}
z^{-2} \frac{d}{d z}\left(\log \eta\left(-\frac{1}{z}\right)-\sqrt{-i z} \eta(z)\right) & =\frac{1}{2 z}+\frac{1}{4 \pi i}\left(\sum_{m \neq 0} \sum_{n \in \mathbb{Z}} \frac{1}{(m z+n)^{2}(m z+n+1)}-\sum_{n \in \mathbb{Z}} \sum_{m \neq 0} \frac{1}{(m z+n)^{2}}\right) \\
& =\frac{1}{2 z}-\frac{1}{4 \pi i} \sum_{n \in \mathbb{Z}} \sum_{m \neq 0} \frac{1}{(m z+n)(m z+n+1)}
\end{aligned}
$$

This sum is absolutely convergent, so we can change the order of summation.

$$
\begin{aligned}
\lim _{N \rightarrow \infty} \sum_{n=-N}^{N-1} \sum_{m \neq 0}\left(\frac{1}{m z+n}-\frac{1}{m z+n+1}\right) & =\lim _{N \rightarrow \infty} \sum_{m \neq 0} \sum_{n=-N}^{N-1}\left(\frac{1}{m z+n}-\frac{1}{m z+n+1}\right) \\
& =\lim _{N \rightarrow \infty}-\frac{1}{z} \sum_{m \neq 0}\left(\frac{1}{N / z+m}+\frac{1}{N / z-m}\right) \\
& =\lim _{N \rightarrow \infty} \frac{-2 \pi}{z} \cot (\pi N / z)
\end{aligned}
$$

Finally using Equation (18),

$$
\lim _{N \rightarrow \infty} \sum_{n=-N}^{N-1} \sum_{m \neq 0}\left(\frac{1}{m z+n}-\frac{1}{m z+n+1}\right)=\lim _{N \rightarrow \infty}-\frac{2 \pi i}{z}+\frac{4 \pi i}{z} \sum e^{2 \pi i m N / z}=-\frac{2 \pi i}{z}
$$

In conclusion, $\frac{d}{d z}\left(\log \eta\left(-\frac{1}{z}\right)-\sqrt{-i z} \eta(z)\right)=0$. Which means that $\log \eta\left(-\frac{1}{z}\right)=C \log (\sqrt{-i z \eta(z)})$. Evaluating this equality at $z=i$, we find that $C=1$.

### 8.2 Transformation property of the eta product

Now we will proof the transformation property of $f$ for $\Gamma_{0}(23)$ described in Equation 16 . We will write $f(\gamma z)=\eta(\gamma z) \eta(23 \gamma z)$ in terms of $f(z)=\eta(z) \eta(23 z)$ for any $\gamma=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in \Gamma_{0}(23)$. First, we can write 23 as an action on $\gamma z$, and it satisfies

$$
\left(\begin{array}{cc}
23 & 0 \\
0 & 1
\end{array}\right)\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)=\left(\begin{array}{cc}
a & 23 b \\
c / 23 & d
\end{array}\right)\left(\begin{array}{cc}
23 & 0 \\
0 & 1
\end{array}\right)
$$

Let $\tilde{\gamma}$ denote $\left(\begin{array}{cc}a & 23 b \\ c / 23 & d\end{array}\right)$. With this notation we have

$$
\eta(\gamma z) \eta(23 \gamma z)=\eta(\gamma z) \eta(\tilde{\gamma} 23 z)
$$

To compute the transformation property of $\eta$ for $\gamma$ and $\tilde{\gamma}$, we write both matrices as a product of S and T , and then we can successively apply the transformation properties for $S$ and $T$.

If two matrices $\gamma=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right), \gamma^{\prime}=\left(\begin{array}{ll}a^{\prime} & b^{\prime} \\ c^{\prime} & d^{\prime}\end{array}\right)$ of $\Gamma_{0}(23)$ satisfy

$$
f(\gamma z)=\left(\frac{a}{23}\right)(c z+d) f(z)
$$

then its product also satisfies it.

$$
\begin{aligned}
f\left(\gamma \gamma^{\prime} z\right)=\left(\frac{a}{23}\right)\left(c\left(\gamma^{\prime} z\right)+d\right) f\left(\gamma^{\prime} z\right) & =\left(\frac{a}{23}\right)\left(c \frac{a^{\prime} z+b^{\prime}}{c^{\prime} z+d^{\prime}}+d\right)\left(\frac{a^{\prime}}{23}\right)\left(c^{\prime} z+d^{\prime}\right) f(z) \\
& =\left(\frac{a a^{\prime}}{23}\right)\left(\left(c a^{\prime}+c^{\prime} d\right) z+\left(c b^{\prime}+d d^{\prime}\right)\right) f(z)
\end{aligned}
$$

Note that the fist entry of $\gamma \gamma^{\prime}$ is congruent to $a a^{\prime}$ modulo 23. Therefore it is only necessary to check that this trasnformation property holds for any set of generators of $\Gamma_{0}(23)$. Using the computer algebra system SageMath, we have checked that for each element of a set of generators of $\Gamma_{0}(23)$, the following identity holds

$$
\left(\frac{f(\gamma z)}{f(z)(c z+d)}\right)^{2}=1
$$

Since $\frac{f(\gamma z)}{f(z)(c z+d)}$ is continuous and takes the values $\pm 1$, it must be constant. Evaluating it at some point will be enough to know how it behaves for any $z \in \mathbb{H}$. We choose to evaluate it at $i$, and we find that the following transformation property holds for all the generators of $\Gamma_{0}(N)$,

$$
f(\gamma z)=\left(\frac{a}{23}\right)(c z+d) f(z)
$$

Since the Legendre symbol $\left(\frac{a}{23}\right)$ is multiplicative, we deduce that this property holds for any matrix $\gamma \in$ $\Gamma_{0}(N)$. These computations are detailed at the appendix, with the required code included.

### 8.3 The Sturm bound

The $q$-expansions of the Theta series of the quadratic forms of discriminant -23 are

$$
\begin{array}{lr}
\Theta_{Q_{0}}(z)=1+2 q & +2 q^{4}+4 q^{6}+\ldots \\
\Theta_{Q_{1}}(z)=1 \quad+2 q^{2}+2 q^{3}+2 q^{4}+2 q^{6}+\ldots
\end{array}
$$

Now we use Theorem 32 to deduce that $f(z)=\frac{\Theta_{Q_{0}}(z)-\Theta_{Q_{1}}(z)}{2}=q-q^{2}-q^{3}+q^{6}+\ldots$.
Both functions are weakly-modular for $\Gamma_{0}(23)$ with character $\chi(\gamma)=\left(\frac{a}{23}\right)$.
The value of the index $\left[\mathrm{SL}_{2}(\mathbb{Z}): \Gamma_{0}(N)\right]$ is well known [8, Lemma 2.1.2],

$$
\left[\mathrm{SL}_{2}(\mathbb{Z}): \Gamma_{0}(N)\right]=N \prod_{p \mid N}\left(1+\frac{1}{p}\right)
$$

For $N=23$ we have $\left[\mathrm{SL}_{2}(\mathbb{Z}): \Gamma_{0}(23)\right]=24$. We use this to compute a bound on the number of Fourier coefficients that we have to check in order to decide that two functions of the modular space $M_{1}(23, \chi)$ coincide. This bound is the Sturm bound.

For any modular form $f \in \mathcal{M}_{1}\left(\Gamma_{0}(23), \chi\right)$, we construct a modular function in $M_{2}(23)$ in the following way

$$
\begin{aligned}
M_{1}(23, \chi) & \hookrightarrow M_{2}(23) \\
f & \rightarrow f \bar{f}
\end{aligned}
$$

If the first four Fourier coefficients of $f$ are zero, then the first four Fourier coefficients of $f \bar{f}$ are also zero as well. Using Theorem 32, we deduce that all of them are zero.

Since first four coefficients of $f(z)$ and $\frac{\Theta_{Q_{0}}(z)-\Theta_{Q_{1}}(z)}{2}$ coincide, we deduce that this is true for all of them.

## 9. Consequences of the equality and conclusions

The equality obtained in the previous section gives a complete description of the prime coefficients of the Fourier expansion of the modular form $f$. We have,

$$
a_{p}(f)=\frac{r_{Q_{0}}(p)-r_{Q_{1}}(p)}{2} .
$$

Recalling the relation

$$
\frac{r_{Q_{0}}(p)+2 r_{Q_{1}}(p)}{2}=1+\left(\frac{-23}{p}\right)
$$

we can deduce that if $\left(\frac{-23}{p}\right)=-1$, then $p$ is not representable by a quadratic form of discriminant -23 , and we have $r_{Q_{0}}(p)=r_{Q_{1}}(p)=0$, so $a_{p}(f)=0$. Otherwise, $p$ is representable either by $Q_{0}$ or $Q_{1}$. in the first case, $r_{Q_{1}}(p)=0$, which implies $r_{Q_{0}}(p)=4$ and $a_{p}(f)=2$, and in the second case, $r_{Q_{0}}(p)=0$ and $a_{p}(f)=-1$. Finally, since $r_{Q_{0}}(23)=2$, we have that $a_{p}(f)=1$.

We have the following relations,

$$
a_{p}(f)= \begin{cases}1 & \text { if } p=23 \\ 0 & \text { if }(p / 23)=-1 \\ 2 & \text { if } p \text { is representable as } x^{2}+x y+6 y^{2} \\ -1 & \text { if } p \text { is representable as } 2 x^{2}+x y+3 y^{2}\end{cases}
$$

In Section 5.2, we have related the representations of primes by quadratic forms of negative discriminant and the splitting of primes in imaginary quadratic fields.

The representations of primes by quadratic forms of discriminant -23 is related to the splitting of primes in $\mathbb{Q}(\sqrt{-23})$ in the following way

$$
\left(\frac{p}{23}\right)=-1 \Longleftrightarrow p \text { is inert }
$$

$p$ splits in principal primes $\Longleftrightarrow p$ is represented by $x^{2}+x y+6 y^{2}$
$p$ splits in nonprincipal primes $\Longleftrightarrow p$ is represented by $2 x^{2}+x y+3 y^{2}$
Morover, using class field Theory we proved that the splitting in $K=\mathbb{Q}(\sqrt{-23})$ and the splitting in $F=\mathbb{Q}(\alpha)$, where $\alpha$ is a root of $x^{3}-x-1$ are related in the following way,

$$
p \text { splits in non-principal primes in } K \Longleftrightarrow p \text { is inert in } F \text {. }
$$

$p$ splits in principal primes in $K \Longleftrightarrow p$ splits completely in $F$. $p$ is inert in $K \Longleftrightarrow p$ splits in two primes in $F$.

Finally, the splitting of a prime $p$ in $F$ is directly related to the factorization of $x^{3}-x-1(\bmod p)$. Therefore, we have obtained a generating function which describes how $x^{3}-x-1$ splits modulo any prime.

Understanding the factorization mod p of polynomials via modular forms
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## Appendix: SageMath code

We include the SageMath code that was used to check the transformation property of the eta product of Section 8.2

Since the functional equations presented in Section 8.1 show the transformation property of the eta function by the matrices $S$ and $T$, and they generate the full group $\mathrm{SL}_{2}(\mathbb{Z})$, we compute first the decomposition of any matrix $\gamma \in \mathrm{SL}_{2}(\mathbb{Z})$ as a product of matrices $S$ and $T$. To write this as a recursive function, it is easier to assume that the input is in fact $\gamma^{-1}$.

```
T=SL2Z([1, 1,0, 1])
S=SL2Z([0, -1, 1, 0])
def inverse_matrix_as_S_T(mat):
    product=[] #stores a list of matrices with prod(product)*mat = id
    indices=[] #stores a list with k or 0 if the facor of the decomposition is T^k or S.
    if mat.c()==0 and mat.a() == 1: # if mat == [[1,b],
        product = [T~(-mat.b())] if mat.b() !=0 else [] # [0,1]]
        indices = [-mat.b()] if mat.b() != 0 else []
    elif (mat.c()==0 and mat.a() == -1) or abs(mat.a()) < abs(mat.c()) : # if mat == [[-1,*],
        new_index, new_product= inverse_matrix_as_S_T(S*mat ) # [0,-1]]
        product = new_product + [S]
        indices = new_index + [0]
    else: # if mat == [[ a+k*c,*],
        frac=mat.a()/(mat.c()) # [ c, *]]
        exp = floor(frac) if frac>0 else ceil(frac)
        new_index, new_product = inverse_matrix_as_S_T(T~ (-exp)*mat )
        product = new_product +[T^ (-exp)]
        indices = new_index + [-exp]
    assert(prod(product, SL2Z([1,0,0,1]))*mat==SL2Z([1,0,0,1])),"matrix product is not the identity"
    product_form_indices = [(T^i if i!= 0 else S) for i in indices]
    assert(product_form_indices==product), "error computing indices"
    return (indices, product)
```

Let $\gamma \in \Gamma_{0}(\mathbb{Z})$ and $z \in \mathbb{H}$. We want to compute the transformation property of $f$ for $\gamma$ at $z$. We use a decomposition of $\gamma$ with matrices $S$ and $T^{k}$, to compute the automorphy factor of the eta function, $\frac{\eta(\gamma z)}{\eta(z)}$. Since there is a square root, and we want to do the computations symbolically, we compute the square of the automorphy factor.

```
def automorphy_factor_squared(mat,zz):
    ind,product = inverse_matrix_as_S_T(mat^-1)
    automorphy_sq=1
    for k in range(len(ind)):
        if ind[k] == 0:
```

```
    automorphy_sq *= -I*(prod(product [k+1:],SL2Z([1,0,0,1])).acton(zz))
    else:
    automorphy_sq *= (e^(2*I*pi*ind[k]/12))
return automorphy_sq
```

For every generator $\gamma$ of $\Gamma_{0}$, we compute the product of the automorphy factors for $\gamma$ and $\tilde{\gamma}$,

```
z=var('z')
G=Gamma0(23)
for m in G.gens():
    m_1=SL2Z([m.a(), 23*m.b(),m.c()/23,m.d()])
    automorphy_sq = automorphy_factor_squared(m,z)
    automorphy_sq_1 = automorphy_factor_squared(m_1,23*z)
    show(m, (automorphy_sq*automorphy_sq_1/(m.c()*z+m.d())~2).full_simplify())
```

Using this code, we check that for each generator $\gamma$ of $\Gamma_{0}(23)$ we have

$$
\left(\frac{f(\gamma z)}{f(z)(c z+d)}\right)^{2}=\frac{\eta(\gamma z) \eta(\gamma 23 z)}{\eta(z) \eta(23 z)(c z+d)^{2}}=1
$$

Since $\frac{f(\gamma z)}{f(z)(c z+d)}$ is continuous, for any $\gamma \in \Gamma_{0}(23)$, it is either 1 or -1 .
Now we compute $\frac{f(\gamma z)}{f(z)(c z+d)}$. We start with $\frac{\eta(\gamma z)}{\eta(z)}$ for any $\gamma \in \operatorname{SL}_{2}(\mathbb{Z})$.

```
def sqrt_upper_half_plane(zz):
    roots = zz.sqrt(all=true)
    return roots[0] if roots[0].imag()>=0 else roots[0]
def automorphy_factor(mat,zz):
    ind,product = inverse_matrix_as_S_T(mat`-1)
    automorphy = 1
    for k in range(len(ind)):
        if ind[k] == 0:
            automorphy*= sqrt_upper_half_plane(-QQbar(I)*(prod(product[k+1:],SL2Z([1,0,0,1])).acton(zz)))
        else:
            automorphy *= QQbar(e^(pi*(I)*ind[k]/12))
    return automorphy
```

Using this, we finally compute $\frac{f(\gamma i)}{f(i)(c i+d)}$,

```
for m in G.gens():
    automorphy = automorphy_factor(m,QQbar(I))
    m_1=SL2Z([m.a(), 23*m.b(),m.c()/23,m.d()])
    automorphy_1 = automorphy_factor(m_1,23*QQbar(I))
    show(m, real(QQbar((cocyc*cocyc_1/(m.c()*QQbar(I)+m.d())))))
```

We obtain the following results, which coincide with $\left(\frac{a}{23}\right)$.

| $\gamma$ | $\frac{f(\gamma i)}{f(i)(c i+d)}$ | $\gamma$ | $\frac{f(\gamma i)}{f(i)(c i+d)}$ |
| :---: | :---: | :---: | :---: |
| $\left(\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right)$ | 1 | $\left(\begin{array}{cc}19 & -5 \\ 23 & -6\end{array}\right)$ | 1 |
| $\left(\begin{array}{cc}17 & -3 \\ 23 & -4\end{array}\right)$ | -1 | $\left(\begin{array}{cc}18 & -11 \\ 23 & -14\end{array}\right)$ | 1 |
| $\left(\begin{array}{cc}9 & -2 \\ 23 & -5\end{array}\right)$ | 1 | $\left(\begin{array}{cc}-1 & 0 \\ 0 & -1\end{array}\right)$ | -1 |

Table 2: Values of $f(\gamma z) / f(z)(c z+d)$, that confirm the transformation property given in Section 8.2.

