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Abstract

Enabling users to move to different geographical locations within a network and still be able to maintain their connectivity
and most essentially, continuity of service, is what makes any wireless network ubiquitous. Whilst challenging, modern
day wireless networks, such as 3GPP-LTE, provision satisfactory mobility management (MM) performance. However, it
is estimated that the number of mobile subscriptions will approximately touch 9 billion and the amount of data traffic
will expand by 5 times in 2024 as compared to 2018. Further, it is expected that this trend of exponential growth will
be maintained well into the future. To cope with such an exponential increase in cellular traffic and users alongside
a burgeoning demand for higher Quality of Service (QoS), the future networks are expected to be highly dense and
heterogeneous. This will severely challenge the existing MM solutions and ultimately render them ineffective as they
will not be able to provide the required reliability, flexibility, and scalability. Consequently, to serve the 5G and beyond
5G networks, a new perspective to MM is required. Hence, in this article we present a novel discussion of the functional
requirements from MM strategies for these networks. We then provide a detailed discussion on whether the existing
mechanisms conceived by standardization bodies such as IEEE, IETF, 3GPP (including the newly defined 5G standards)
and ITU, and other academic and industrial research efforts meet these requirements. We accomplish this via a novel
qualitative assessment, wherein we evaluate each of the discussed mechanisms on their ability to satisfy the reliability,
flexibility and scalability criteria for future MM strategies. We then present a study detailing the research challenges
that exist in the design and implementation of MM strategies for 5G and beyond networks. Further, we chart out the
potential MM solutions and the associated capabilities they offer to tackle the persistent challenges. We conclude this
paper with a vision for the 5G and beyond MM mechanisms.
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1. Introduction

Future wireless networks define a very challenging envi-
ronment for mobility management (MM) solutions, due to
the significant increase in density (in terms of both users
and deployed access points), in heterogeneity (given the
various radio access technologies (RATs) supported), as
well as in programmability (the network as well as the
environment can be programmable). To achieve an ubiq-
uitous network service in such challenging environments, it
is critical to devise effective MM strategies that facilitate
seamless mobility by allowing users to traverse through the
network without losing connectivity and service continuity.

One of the traditional approaches for allowing applica-
tions to serve a user in mobile scenarios has been to main-
tain network connectivity through handovers based on cri-
teria such as Radio Signal Strength Indicator (RSSI), Sig-
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nal to Interference and Noise Ratio (SINR), Reference Sig-
nal Received Quality (RSRQ), Reference Signal Received
Power (RSRP), etc. However, in addition to the signal
quality parameter centric handovers, modern day appli-
cations necessitate that other parameters such as avail-
able core network bandwidth, End-to-End (E2E) latency,
backhaul bandwidth and backhaul reliability [1] are also
taken into consideration. Moreover, maintaining Quality
of Service (QoS), e.g., provisioning service continuity, link
continuity, required bit-rate and latency, during mobility
scenarios has been one of the primary objectives for novel
MM mechanisms. Multiple strategies to satisfy such QoS
criteria such as service migration [2], service replication
[3], path reconfiguration [4], etc., have been proposed by
the research community. MM solutions for 5G and beyond
networks are also expected to ensure E2E connectivity and
session continuity through the maintenance/preservation
of IP address of the user towards the core network entity
that provisions the service for the corresponding user.

To motivate further, we consider an illustrative exam-
ple of the future mobility scenario as presented in Fig-
ure 1. It shows the extraordinary nature of complexity
that the future networks will present for MM. As shown in
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Figure 1: An illustrative 5G and beyond network mobility scenario.
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Figure 1(a), a mobile user equipment (UE) is connected
to multiple RATs (5G Access Point (AP)/ Long Term
Evolution (LTE) eNode B (eNB)/visible light communi-
cations (VLC) and Light Fidelity (LiFi) small cells [5–7],
etc.), while having a delay tolerant and a delay sensitive
application datastream (flows) with distinct QoS profiles.
Also, the AP through which the delay tolerant flow is being
served to the user has a good wireless link with a meta-
surface in the vicinity. While, traditionally the environ-
ment between the user and an AP is considered as an ad-
versary in all the generations of mobile communications,
including 5G, in beyond 5G (B5G) networks the environ-
ment will be programmable and hence, will be an ally by
provisioning favorable transmission channels [8–10]. These
favorable channels will essentially consist of reflected sig-
nals, the phases and polarizations of which will be adjusted
by thin (but electrically significant) surfaces, also known
as meta-surfaces, so that they interfere constructively at
the receiver [8, 9]. In addition to the meta-surfaces, future
networks will also consist of mobile APs such as drones, as
shown in Figure 1(a). Note that, the density of meta-
surfaces and drone APs will also be extremely high in
future networks. Further, in the scenario illustrated, we
consider the use case wherein the drone AP is servicing a
device-to-device (D2D) cluster, and connecting it to the
core network through one of the ground based APs. The
D2D cluster over the course of its existence does not gen-
erate packets as frequently as the other users, since the
cluster devices mainly host Internet of Things (IoT) appli-
cations.

Next, in Figure 1(b), as the user moves, it starts to reg-
ister wireless links with better signal quality from other
APs as compared to those it is already associated to. It
is imperative to state here that, the APs can be from the
same or different network operators. Henceforth, a care-
ful and efficient RAT and AP selection for each flow will
be necessary as part of the future MM mechanisms. It
is interesting to observe that while the AP used for serv-
ing the delay tolerant flow in Figure 1(a) no longer has
a good link quality, through the meta-surfaces and their
programmable nature it still has a good wireless link to
the user and hence is able to serve it.

Following the new RAT/AP association, flows pertain-
ing to the user are redirected through the most optimal
path. Novel MM mechanisms that aim to service the 5G
and B5G networks will require efficient route optimiza-
tion methods to perform the same. Additionally, the MM
mechanisms will also need to implement IP forwarding so
as to ensure E2E link continuity. In Figure 1(c) we then
observe that as the user moves further, the RAT/AP selec-
tion and optimal routing methods are continually imple-
mented. Further, when a new application request is gen-
erated, as seen in Figure 1(c), an appropriate RAT and
AP for the given flow is selected alongside the route that
satisfies the requested QoS. Lastly, in Figure 1(d), it can
be seen that alongside the user’s flows, the D2D cluster’s
flows are also being serviced by network. However, the

D2D cluster is firstly serviced by a drone AP, which then
relays information to/from the ground based APs. These
ground based APs assist in serving the data flows gener-
ated from the devices in the D2D cluster by relaying the
data to the relevant servers in the core network.

Given the complexity of the scenario presented in Fig-
ure 1, it is evident that no single MM mechanism will
form the solution to all the possible situations and sce-
narios that will be prevalent. And, although current MM
mechanisms propose methods for careful RAT and AP se-
lection, IP packet forwarding, route optimization, and ses-
sion management, a more than 10-fold increase in user den-
sity coupled with the heterogeneity in flow types and net-
work will extremely limit their capabilities, as explained in
the subsequent sections in detail. New user applications
such as Augmented Reality, Virtual Reality, Vehicle-to-
Everything (V2X), etc., will present very restrictive delay
requirements, exceptionally high reliability and bandwidth
requirements [11], that will consequently severely challenge
the capabilities of current MM strategies. Further, the ra-
dio access network (RAN) technologies themselves are ex-
pected to undergo important transformation in the future
networks given the significant interest in VLC, LiFi, etc.,
[5, 6]. Whilst both LiFi and VLC, being TeraHertz (THz)
bandwidth technologies, enable near Terabits per second
(Tbps) speeds, they are significantly impaired by the envi-
ronment. This consequently has significantly more detri-
mental effects on the user QoS during mobility scenarios,
which we will discuss in further detail in the later sections.

Also, owing to the telecom operators’ desire to serve
more industry verticals, a new set of mobility patterns
will emerge. For example, a platoon of vehicles moving
coherently together, vehicles disbanding from one platoon
to join another, ultra-fast moving users (in excess of 500
km/h), moving access points (such as those on drones [12]),
etc., thus introducing another dimension to the MM prob-
lem. Henceforth, the ability to serve devices with mo-
bility patterns that will be more diverse and challenging
as compared to current day network scenarios, will be a
significant challenge towards the design, development and
deployment of 5G and beyond MM mechanisms. An ad-
ditional yet significant challenge will be to manage and
potentially reduce the control plane (CP) signaling load
[13] due to mobility events.

Thus, a fresh perspective, wherein MM solutions are
decentralized and flexible, can support multiple use cases
simultaneously and account for the various other radical
changes in 5G and B5G networks with reliability, is re-
quired. Note that, decentralization will permit MM mech-
anisms to service the exponentially increasing number of
users coupled with different mobility profiles (e.g., static
IoT devices and users in high-speed trains). On the other
hand, flexibility will allow them to adapt to the user, net-
work and/or environment context (e.g., QoS, user mobil-
ity profile, network load, flow types, meta-surfaces, etc.).
Additionally, reliability will aid in provisioning seamless
mobility as well as in satisfying the ultra-reliable criterion
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for future wireless network applications.
References [14] and [15] aim to provide new MM strate-

gies via Software Defined Networking (SDN) based MM
and multi-RAT mobility. However, they do not elaborate
on the myriad challenges that future MM mechanisms will
encounter, such as time complexity, signaling overhead,
etc. Similarly, while in [16] MM strategies, such as ad-
vanced cell association, group handovers, etc., have been
discussed to address the heterogeneity in the mobility pat-
terns and profiles that will arise in 5G, they fall short in
addressing the challenges such as core network signaling,
complexity, etc., that 5G and beyond MM solutions will
face. Further, surveys such as [17] and [18] are restricted
to the current network architecture, and hence, fail to pro-
vide a MM perspective for 5G and beyond networks. In
addition, while [7] aims to provide insights into the re-
quirements, architecture and key technologies for B5G net-
works, it does not address the critical issue of MM in B5G
networks. Hence, to the best of our knowledge, no study
has ever provided a comprehensive view of the functional
requirements, challenges and potential solutions with re-
gards to the future MM strategies, essential to realizing
the future networks. We now list the contributions of this
paper, which aim to address these aforementioned gaps, as
follows:

1. We present a novel discussion on the functional re-
quirements and design criteria for 5G and Beyond
MM mechanisms.

2. We develop a novel qualitative analysis for the legacy
mechanisms as well as the current state of the art MM
mechanisms on the basis of reliability, flexibility and
scalability, towards their utility for 5G and beyond
wireless networks.

3. We provide a novel classification of the current state-
of-the-art mechanisms based on where they are imple-
mented or create an impact within the network, i.e.,
core network (CN), access network (AN) and extreme
edge network. Additionally we also provision a map-
ping of these classifications onto the 5G service based
architecture (SBA) defined by 3GPP [19], which will
consequently assist to indicate explicitly the gaps that
exist currently.

4. We then provide the first discussion in literature with
regards to how the current state-of-the-art strategies
will fare towards MM for potential B5G solutions en-
visioned.

5. Following the discussions and qualitative analysis we
have elucidated the various challenges that the design
and development of future MM mechanisms will face.

6. We then provide a discussion on the potential strate-
gies that will help them overcome these persistent
challenges. We accompany these discussions with a
novel mapping between the potential strategies and

the aforementioned challenges that they will help re-
solve.

7. Lastly, we develop and provision a novel and unified
vision for the 5G and beyond MM solution.

The rest of this paper is organized as follows: Section 2
presents the functional requirements and design criteria
for the 5G and beyond MM mechanisms. Section 3 de-
fines the criteria for the qualitative analysis as well as the
parameters that govern the fulfillment of these criteria.
Section 4 presents the novel qualitative analysis for the
legacy mechanisms and establishes their pros and cons for
5G and beyond MM. Section 5 introduces a similar anal-
ysis for the current state of the art mechanisms as well as
their utility towards the MM solutions fr future networks.
Section 6 then presents the persistent challenges, the po-
tential strategies that will assist in resolving these chal-
lenges whilst aiming to satisfy the requirements defined in
Section 2, and the proposed framework for 5G and beyond
MM. We then conclude this paper in Section 7.

2. 5G and Beyond MM: Functional Requirements
and Design Criteria

Future wireless networks, in addition to being dense,
heterogeneous and extensively programmable, will serve
multiple industry verticals as well as accommodate mul-
tiple tenants on the same network infrastructure [9, 20].
These transformations, some of which are being discussed
by the research community [8, 21], represent a paradigm
shift from the current network architecture design. As
a consequence, MM mechanisms need to be re-evaluated
and/or re-designed. For this, we first present the func-
tional requirements of MM mechanisms for future wireless
networks in Table 1, based on the characteristics we derive
from the current and future network scenarios.

From Table 1, it can be observed that the MM solutions
for 5G and beyond networks will have to adapt and evolve,
so as to be able to serve the future wireless networks ef-
ficiently. As seen from the table, MM solutions will need
to be redesigned so that they are flexible, scalable and re-
liable to ensure the requested QoS and seamless mobility.
Apart from these requirements, there are certain criteria
that will impact the design and development of future MM
solutions. Consequently, in the following text we present
an insight into these myriad design criteria and their im-
pact on 5G and beyond MM.

2.1. Centralized vs. Hierarchical vs. Distributed Solution

While a centralized solution might offer optimality given
its global view, a distributed approach can offer more re-
liability by eliminating the Single Point of Failure (SPoF)
problem as well as avoiding congestion at a specific net-
work node. Instead, a hierarchical approach can incor-
porate the benefits of both aforesaid techniques. For ex-
ample, in LTE, MME is the mobility management entity
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Table 1: Functional Requirements from 5G and beyond MM

Req
#

Current Scenario 5G and Beyond Scenario Resulting MM Functional Re-
quirement

R1 Single RAT connectivity UE connected to multiple RATs Provision support for multi-RAT
MM as well as efficient RAT selec-
tion methods.

R2 UEs with predominantly
mobile broadband appli-
cations request MM sup-
port

UEs with enhanced broadband (eMBB), mas-
sive machine type communications (mMTC)
and Ultra-reliable low latency communication
(URLLC) applications will request MM sup-
port. These applications will have different
QoS requirements [22]. For example: mini-
mum data rate, latency, reliability, etc.

Provide MM support based on con-
text, i.e., based on application re-
quirements, user mobility, network
conditions, etc.

R3 Density of UEs in the
current scenario is
105devices/km2 [23]

Density of UEs in 5G and beyond will be ≥
106devices/km2 [23]

MM mechansims should be able to
scale and provision support for the
increasing user density

R4 Network is vendor driven
[24]

Network is softwarized [24] MM solutions should evolve to uti-
lize the benefits provided by soft-
warized 5G and beyond enablers
such as SDN, Network Function Vir-
tualization (NFV), etc.

R5 Network is predominantly
ground based with static
radio towers

APs and relay stations may be carried on
drones in 5G and beyond networks [25, 26]

MM solutions for 5G and beyond
networks should support mobility of
both UEs and APs

R6 4G, 3G and 2G are stan-
dardized and the MM pro-
tocols provision support
for all these devices

5G and beyond networks and devices will be
gradually rolled out. They are fundamentally
different from 4G, 3G and 2G networks

Backwards compatibility to support
legacy devices will be needed from
MM solutions for 5G and beyond.

R7 Sub 6 GHz is the fre-
quency range for data
transfer

Sub 6 GHz, millimeter Wave (mmWave) [21],
Terahertz communication [5, 6] will be utilized
in 5G and beyond networks

Increased robustness, given that
VLC and mmWave will be signif-
icantly impacted by the environ-
ment, thus challenging seamless mo-
bility in 5G and beyond networks.

R8 Finest granularity of
tracking and localization
is < 50m [27]

Finest granularity of tracking and localization
is a beam (< 10cm) [27]

MM solutions should evolve to uti-
lize the advanced level of granular-
ity to provision better mobility and
tracking performance in dense urban
or high speed scenarios

R9 The complexity is driven
mainly via user require-
ments in a homogeneous
network

The complexity in 5G and beyond networks is
a combination of different user types, different
QoS requirements, heterogeneous RAT sce-
narios, heterogeneous backhaul scenarios [28]
and ultra dense nature of the network

MM mechanisms need to ensure ad-
equate flexibility (they should ac-
commodate for the increased het-
erogeneity) and tractable solutions
(fast and low computational com-
plexity) with well managed power
consumption for the increased net-
work complexity

R10 Requested services and
data is always hosted in
the IP Multimedia Sub-
system (IMS) core

Requested services and data in 5G and beyond
networks can now be hosted at the network
edge, through MECs [24]

MM mechanisms should provide ad-
equate Service Migration [2]/ Ser-
vice Replication [3] support to en-
sure the required QoS from the ap-
plications

R11 Support for mobility up to
350 km/h

Support for mobility up to and beyond 500
km/h proposed [23]

MM solutions need to ensure the
required flexibility to accommodate
multiple demanding mobility pro-
files, avoiding the one size fits all
approach
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with the Serving Gateway (S-GW) being the mobility an-
chor, and hence, it is a centralized solution. However, Dis-
tributed Mobility Management (DMM) [29] assists in de-
centralization of the traditional MM mechanisms, wherein
instead of having a single MM anchor for all the flows on
a UE, the anchors are now distributed. By distribution
of MM anchors here we mean that, when a flow is initi-
ated to/from a UE, the anchor may be chosen dependent
on the flow requirements. For example, given a new flow
originating to/from a UE, a MM anchor is chosen which
might be very close to the UE to assist in network of-
floading purposes, whereas pre-existing flows might still be
served from the MM anchors to which they were first as-
signed, so as to avoid service disruptions. Hence, it would
provide more reliability. The hierarchical method on the
other hand, will combine the centralized and distributed
approaches to offer the reliability of the distributed ap-
proach (through decentralization of mobility anchors) and
the optimality of the centralized approach (e.g. through
master and slave network management entities). An ex-
ample of such a distributed/hierarchical approach can be
found in the upcoming 5G networks, wherein through SDN
and NFV there is a separation between the CP, i.e., Ac-
cess and Mobility Function (AMF)- Session Management
Function (SMF) for mobility management, and the data
plane (DP), i.e., OpenFlow (OF) switches, etc., [4, 30].

2.2. Computational Resources

The computational resource locations and their corre-
sponding computational power will determine the degree
to which the mobility management mechanisms can be dis-
tributed. For example, edge clouds can aid not only in MM
related computation (e.g., RAT and AP selection) but can
also enable faster access to content through caching. In
addition, for 5G and beyond networks, it will also be criti-
cal for the MM mechanisms to determine whether services
need to be migrated or replicated [3, 31, 32], so as to main-
tain service continuity and hence ensure the required QoS.
Note that, by service replication we mean that the services
being requested by a user undergoing a mobility event are
replicated to other edge servers. Further, by service mi-
gration [2, 31] we imply that the services being accessed
by a user undergoing a mobility event are migrated to the
next edge cloud server where the user is expected to move
to.

2.3. Backhaul Considerations

Network densification and the prohibitively expensive
nature of installing optical fibre as backhaul [28] will ren-
der the backhaul scenario in 5G and B5G wireless net-
works to be extremely heterogeneous, i.e., they will be
composed of both wired and wireless links. Further, the
backhaul wireless links will consist of multiple radio ac-
cess techniques such as microwave, mmWave, VLC or LiFi,
co-existing together [6]. These transformatory trends will
need to be taken into consideration while developing future
MM mechanisms, as:

• Congestion or multiple-hops in the backhaul can im-
pact the E2E latency, and consequently, the perceived
QoS [33].

• Backhaul reliability will be critical given the relatively
poor penetration capability of mmWave [34] and ad-
ditionally, strong atmospheric absorption features for
VLC [5]. Thus, during mobility, attaching to an AP
with a poor backhaul link quality can correspondingly
lead to degradation in QoS since, there can be in-
creased packet loss or even an outage altogether.

2.4. Context

A multitude of parameters, such as user mobility pro-
files, type of flows, network and user policies, AP signal
quality, network load, backhaul-fronthaul options, etc.,
constitute the context. Additionally, MM mechanisms for
5G and B5G networks will have to service users with differ-
ent mobility profiles, accessing different services. Hence,
the available contextual information will be valuable for
any future MM mechanism. For example, in [15], network
load aware MM methods present an improvement of 75%
in throughput at the cell edge as compared to the context
agnostic methods, thus reinforcing the aforesaid criteria.

2.5. Granularity of Service

Granularity in MM services (e.g., based on flow, sub-
scriber or mobility profile) will be an important compo-
nent for MM methods to provision optimal solutions for
5G and B5G networks. Further, the type of granular-
ity offered, i.e., per-flow based, mobility based, etc., will
depend on the user context as well as the network con-
ditions. Hence, innovative mechanisms like the Mobility
Management-as-a-Service (MMaaS) paradigm [35] will be
required. In MMaaS, on-demand MM solutions can be em-
ployed by or assigned to UEs. For example, if a device is
moving at a high speed (∼ 300km/h) and there is another
device, say an IoT device, that is stationary, then a mo-
bility based granularity of service can be adopted. Based
on this service granularity provision, the high mobility de-
vice can be allocated resources on macro-cells whilst the
stationary device can be served by small cells. Another
important example being that of network slices. Network
slicing, the concept, typically refers to a resource based
logical slicing of the existing network infrastructure to sup-
port multiple verticals and corresponding operators that
serve them [36]. In such scenarios, on-demand MM will
be necessitated by the network slices, as they will cater to
services with differing mobility requirements and patterns,
such as the URLLC and eMBB services.

2.6. D2D Service Availability

The availability of D2D services will determine how the
mobility management mechanism is executed, as D2D can
assist in providing seamless mobility through CP informa-
tion and/or DP data forwarding. This will be specially
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relevant in scenarios involving V2X [37], wherein for ex-
ample, the vehicles, that are outside the coverage area of
the infrastructure network (IN) or are experiencing a deep
fade with the IN, can exchange data with it by relaying
their information through other vehicles, over the PC5 in-
terface [37], that might be nearby and within the coverage
area of the IN or are experiencing better channel condi-
tions with it.

2.7. Physical Layer Considerations

The introduction of massive MIMO and mmWave tech-
nology will certainly impact current MM methods. Con-
cretely, in urban environments the mmWave links will face
extensive blockage alongside their limited range due to the
propagation characteristics. Hence, this will require densi-
fication, which introduces the possibilities of frequent han-
dovers (FHOs). Here by FHOs, we refer to the fact that
in a dense network environment, such as those in 5G, the
users will be subjected to handover (HO) scenarios more
frequently as compared to that in the current networks.
On the other hand, beamforming through massive MIMO
antennas can be utilized to track moving users and hence,
provide them with high QoS through higher throughput
and better localization services.

Further, for B5G networks, VLC and meta-surfaces have
emerged as the main enablers. Note that, VLC will be
challenged extremely by the existing environment. This
is so because, it operates in the Terahertz range of fre-
quencies, thus making most objects in the environment
as blocking agents. Also, meta-surfaces will lead to pro-
grammable environments, which will create the issue of
dimensionality for an optimal solution.

Henceforth, the physical (PHY) layer techniques require
consideration in any MM mechanism development for 5G
and beyond networks.

2.8. Control Plane Signaling

An important target of future MM mechanisms will
be to reduce the CP signaling induced during handovers.
Studies such as [38], have proposed enhanced handover
signaling mechanisms for an SDN-based core network
architecture, such that the transmission and processing
cost as well as the overall latency during a handover pro-
cess is reduced whilst ensuring the Capital Expenditure
(CAPEX) does not rise significantly. Such a procedure
will enhance the QoS for the user while switching access
points and hence, will be critical to the future MM suite.

Although, a complete overhaul of MM mechanisms for fu-
ture wireless networks might result in optimal solutions,
the time to develop and market them will be correspond-
ingly longer. Hence, in the following sections, we perform
a novel qualitative analysis for the various legacy as well
as current state-of-the-art mechanisms and standardiza-
tion efforts, and evaluate their suitability as enablers for
MM in 5G and beyond wireless networks.

3. Qualitative Analysis Criteria

Present day MM mechanisms and standards are ex-
tremely stable and also readily implementable. Given the
challenging nature of 5G and B5G network scenarios, it
is of significant interest that these mechanisms and stan-
dards be explored for their potential inclusion – whole or
in part – as enablers for future MM solutions. Hence, we
perform a novel qualitative analysis of these mechanisms
on the basis of reliability, flexibility and scalability: the
three pillars of any future MM strategy. As part of this
qualitative analysis, we firstly present a detailed descrip-
tion of these three criteria, as follows:

1. Reliability will help to determine whether the MM
mechanisms employed will be able to ensure guar-
anteed and continuous service in any given network
topology. Such reliability requirements entail not only
continuous connectivity whilst traversing a geographic
area, they also include reliability in delivery of packets
for critical and delay sensitive services. Further, re-
liability from a MM mechanism also envelops factors
such as tolerance to congestion (through for example,
Distributed MM), ensuring faster yet trustworthy re-
connection and authentication whilst mobile, ensur-
ing appropriate levels of redundancy in the number
of flows, connections, and hosts, and also ensuring
appropriate resource allocation for users with myriad
mobility and application profiles at the edge, access
and core network.

2. Flexibility as a qualitative analysis tool helps to de-
termine the adaptability that MM mechanisms will
provide to the network, which as discussed will be
heterogeneous and dense in all perceivable aspects.
The flexibility provisioned by MM mechanisms for
future networks hence envelops factors such as the
ability to formulate and deploy MM policies depend-
ing on individual user profiles, flow profiles or based
on a slice profile. Further, ensuring the possibility
of multi-connectivity through various layers such as
transport layer (Stream Control Transmission Proto-
col (SCTP)/ Multi-Path Transmission Control Proto-
col (MPTCP)), IP layer (Multi-homing), Medium Ac-
cess Control (MAC)-PHY layer (Dual Connectivity),
will be an important factor for ensuring a flexible MM
policy. Additionally, factors such as multi-objective
access point selection/user association taking into ac-
count factors such as congestion, QoS requirements,
backhaul reliability, etc., will be critical to a flexible
MM mechanism.

3. Scalability aspect allows one to determine if the fu-
ture MM mechanisms can serve the increasing num-
ber of user devices with a corresponding increase in
requested QoS with heterogeneous mobility profiles.
A measure of scalability of MM mechanisms can be
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gained by analyzing factors such as number of connec-
tions that can be managed given an increasing num-
ber of user devices, management of the signaling load
generated due to mobility events, management of the
increasing load due to processing the many CP mes-
sages generated in mobility events, as well as the abil-
ity to permit decentralization (which in essence would
ensure scalability) and being easily deployable on a
large scale given a new MM mechanism.

We summarize the aforesaid criteria into a list of pa-
rameters for each criteria and present them in Table 2.
Additionally, we also indicate the requirements (Table 1)
for whose fulfilment each of these parameters contribute
towards. Note that, compliance with each of the stated
parameters in Table 2 for the reliability, flexibility and
scalability criteria will be essential towards ensuring that
the MM mechanism under consideration satisfies the re-
quirements (Table 1) defined for the upcoming 5G and
beyond networks. We now elaborate upon the parameter-
requirement relationships that have been illustrated in Ta-
ble 2, with the objective of enhancing the comprehensive-
ness of the evaluation criteria.

3.1. Reliability: Parameter to Requirement mapping

The provision of redundancy in the number of flows and
connections, i.e., by satisfying parameter RL1, can help
fulfil requirement R7 presented in Table 1. This is so be-
cause, redundancy in connections will help overcome the
fragile nature of wireless channels in the frequency bands
that constitute VLC and mmWave communications. Next,
satisfying the parameter RL2 will contribute towards ful-
filling the requirements R1, R7, and R8 (Table 1). Here,
the ability to provision seamless handover assists in sup-
porting mobility amongst multiple RAT(s) (R1 ), support-
ing multi-connectivity and thus reliability (R7 ), and uti-
lize enhanced localization capabilities to accomplish the
same in dense urban scenarios (R8 ). Additionally, the
RL3 parameter for the reliability criteria, when satisfied,
will help to fulfill the R3 and R4 requirements (Table 1).
The reason being, decentralization will allow for efficient
handling of the number of devices (R3 ). Moreover, to es-
tablish an effective level of decentralization, such as for
accessing cached data at the edge and in the IMS core, en-
ablers such as NFV and Mobile Edge Computing (MEC)
will be utilized (R4 ). Furthermore, the RL4 parameter
holds significant relevance towards fulfilling the require-
ments R5 and R10 (Table 1). Specifically, fast path re-
routing in the CN ensures that the increased dynamism,
due to the mobility of both the UE and APs (R5 ), is
catered to in the CN. In addition, data path modifica-
tions, due to service migration and service replications, do
not lead to extensive delays is also ensured through pa-
rameter RL4. Lastly, satisfying the RL5 parameter will
help towards fulfilling the R2 requirement (Table 1), since
guaranteeing congestion awareness helps service the differ-

ent QoS requirements of the applications, such as virtual
reality and emergency services, with better reliability.

3.2. Flexibility: Parameter to Requirement mapping

When a MM mechanism under study satisfies the flexi-
bility parameter FL1, it correspondingly helps to fulfil the
R9 and R11 requirements (Table 1). This is so because,
FL1 states that a MM mechanism should support granu-
larity of service. This will correspondingly assist in accom-
modating the multitude of service requirements indepen-
dently (R9 ) as well as avoid the one size fits all approach
(R11 ). Next, FL2 parameter will help in satisfying the R1
and R9 requirements (Table 1). Essentially, the capability
to be able to connect with multiple APs will assist in multi-
RAT MM (R1 ) as well as in provisioning enhanced agility
for MM mechanisms in a dense and heterogeneous net-
work (R9 ). Further, when the FL3 parameter is satisfied,
it helps to fulfil the R4 and R9 requirements. The reason
being, to enable handover support at multiple levels of the
network, usage of SDN, NFV and MEC platform will be
necessitated for efficient implementation (R4 ). Moreover,
such multi-level handover support will also provision flex-
ibility for the network (R9 ). Additionally, satisfying pa-
rameter FL4 enables the MM mechanism under study to
contribute towards satisfying the R1 and R9 requirements
(Table 1). Specifically, having a handover decision mech-
anism that utilizes multiple parameters aids in handling
MM amongst multiple RAT(s) more flexibly and hence, ef-
ficiently (R1 ). Also, such strategies will ensure that along-
side flexibility, solutions are computationally tractable and
energy efficient (R9 ). Finally, parameter FL5, when sat-
isfied, will be relevant for the fulfilment of requirements
R2, R9 and R10 (Table 1). To elaborate, the context
awareness feature of a MM mechanism will assist in pro-
visioning MM support dependent on application, user and
network context (R2 ), flexibility to handle the increased
heterogeneity in the network (R9 ), and ensure QoS whilst
performing complex tasks such as migrating or relocating
services based on user mobility events (R10 ) through ap-
propriate path and resource management.

3.3. Scalability: Parameter to Requirement mapping

For the scalability criteria, when parameter SL1, SL2
and SL3 are satisfied by a MM mechanism, they corre-
spondingly also assist in fulfilling the R3 and R9 require-
ments (Table 1). Concretely, the ability to be able to
manage increasing number of connections, signaling load
and processing load with the number of increasing users
will correspondingly assist in handling a user density of
more than 106 devices per km2 in 5G and beyond net-
works (R3 ). Also, they will help in ensuring the required
scalability to accommodate the increasing heterogeneity
in the network as well as the corresponding tractability of
the MM solution (R9 ). Next, when parameter SL4 for
the scalability criterion is met, it helps to fulfil the R4
requirement (Table 1). Specifically, to accomplish decen-
tralization objective the MM mechanism under study will
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need to utilize enablers such as NFV and MEC. Lastly, sat-
isfying parameter SL5 will help to meet the requirement
R6 (Table 1). The reason being that, ease of implemen-
tation usually arises from the fact that a MM mechanism
has been used/deployed before, as well as is suitable to
accommodate legacy devices whilst catering to a new set
of service and devices. Hence, satisfying the SL5 param-
eter will assist in ensuring that backwards compatibility
requirements (R6 ) are adhered to.

And so, from the aforementioned elaborate understand-
ing of the mapping, it can be deduced that the criteria
chosen for our qualitative analysis are comprehensive in
nature and approach. Moreover, and considering only the
5G networks since their KPIs have been defined [22], provi-
sioning beyond 99.999% reliability will be ensured through
the reliability metric during mobility scenarios. Further,
latency less than 5 ms for connected cars and 10 ms for
virtual reality and broadband applications, will be guaran-
teed through the reliability and flexibility metric. Specif-
ically, the reliability metric will help provision congestion
awareness, reliable link selection, etc., while flexibility will
allow multiple type and number of connections during mo-
bility scenarios. In addition, support for nearly 1 million
devices per km2 with different application and mobility
profiles will be ensured through the scalability criterion.
Consequently, this further reinforces the comprehensive-
ness of the criteria chosen for the qualitative analysis that
follows.

4. Legacy mechanisms and standards: 5G and Be-
yond MM enablers?

We evaluate certain widely employed/studied legacy
standards and mechanisms based on the criteria (reliabil-
ity, flexibility and scalability) listed in Table 2. It is impor-
tant to state here that, the goal of the following analysis is
not to compare the considered standards and mechanisms
against each other but rather to highlight the extent of
their suitability for 5G and beyond networks.

4.1. IETF MPTCP-SCTP

4.1.1. Discussion

Being transport layer protocols, MPTCP (through mul-
tiple TCP connections) [39, 40] and SCTP (through its
multi-homing capabilities) [41] can provide multiple TCP
paths for flows originating at the host. Generally utilized
for increasing data rates [42] and improving the QoS, the
provision of multipath redundancy [43–46] and congestion
awareness (at the transport layer level) [41, 47–49] will
facilitate reliability for 5G and beyond MM mechanisms.
Additionally, MPTCP and SCTP satisfy the granularity
of service criterion (by provision of per-flow level gran-
ularity of service), which will be essential for the future
MM mechanisms. Further, according to [39, 40, 50], for
MPTCP to be implemented without altering the legacy

systems, proxy servers supporting MPTCP will need to be
installed in front of the legacy devices, such as the middle-
boxes installed by service providers. The legacy systems
can then communicate with the proxies using the legacy
TCP protocol, while the proxies utilize MPTCP for com-
municating with the destination MPTCP capable device.
However, it is the requirement of these additional proxies
that will impact the scalability of the MPTCP solution for
5G and beyond MM mechanisms. Moreover, for SCTP,
both the user and server protocol stacks need to be up-
dated [41]. Given the number of users in future networks,
it will pose a scalability challenge for the deployment of
SCTP as part of the 5G and beyond MM mechanisms.

4.1.2. Analysis

Given our objective of determining the suitability of
MPTCP and SCTP for 5G and beyond MM mechanisms,
we enlist their pros and cons as follows:

• MPTCP Pros

– Allows for multiple data flows at the transport
layer level [39, 40, 45], and hence, provisions for
resiliency against connection failures, given the
multipath feature [43–45]

– Provisions congestion awareness, with studies
such as [47] proposing specific congestion control
methods for MPTCP

– Through its ability to divide a connection into
multiple sub-flows, MPTCP provisions the capa-
bility to handle each flow independently [45, 49]

• MPTCP Cons

– The middleboxes installed by service providers
are not optimized to support MPTCP [39, 40]

– MPTCP requires proxies to allow MPTCP en-
abled devices to take its full benefits [50]

• SCTP Pros

– Allows for multiple data flows at the transport
layer level [41, 46], and hence, provisions for
resiliency against connection failures, given the
multipath feature.

– Provisions congestion awareness, wherein refer-
ence [41] establishes the presence of congestion
avoidance methods within the SCTP suite

– Assists in network level fault tolerance through
support for multi-homing [41, 46]

• SCTP Cons

– Requires both host and destination device pro-
tocols stacks to be updated with the SCTP pro-
tocol [41]
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From the pros and cons of both MPTCP and SCTP, as
listed above, it can be concretely stated that the IETF
MPTCP-SCTP methods satisfy parameters RL1 (allow-
ing for multiple flows over the network for any given user)
and RL5 (provisioning congestion awareness as part of
the transport layer characteristic for MM) for the reliabil-
ity criterion. Further, for flexibility, from our discussion
above, it is clear that IETF MPTCP-SCTP only satisfies
parameter FL1 (by allowing for multiple flows, flow level
granularity can be induced).

4.2. IEEE 802.21

4.2.1. Discussion

Network layer protocols will play a critical role in ensur-
ing seamless mobility during inter-RAT mobility events,
given the fact that a change in IP anchors/addresses in-
variably leads to a dropped session. A significant effort
in this direction is provided by IEEE 802.21, which is
an inter-RAT handover protocol allowing devices to move
seamlessly between the various IEEE 802.x technologies
[17, 51–54]. Sitting just above the MAC layer, it pro-
vides information and command service to higher layers
thus permitting the users to perform a media independent
handover. 3GPP technologies can also utilize this infor-
mation and hence, allow devices to handover from 3GPP
to IEEE 802.x RATs and vice versa. Consequently, IEEE
802.21 can provision certain degree of reliability and flexi-
bility for 5G and beyond MM mechanisms. However, note
that the protocol stack of all the users would have to be
modified to implement the IEEE 802.21 mechanism.

4.2.2. Analysis

For the purpose of analysis, we list the pros and cons of
the IEEE 802.21 mechanism towards 5G and beyond MM
strategies, as follows:

• IEEE 802.21 Pros

– Provisions seamless handover capability, as it
allows users to switch between multiple RATs
[17, 51, 54]

– Provisions the possibility for a UE to connect to
multiple APs [17, 52]

• IEEE 802.21 Cons

– Requires the protocol stacks of both the host and
destination devices to be modified, so as to en-
able the IEEE 802.21 functionality [51, 53]

And so, given the aforesaid pros and cons with regards to
IEEE 802.21, it can be deduced that it satisfies param-
eter RL2 for reliability (allowing for seamless movement
between different RATs) and FL2 for flexibility (allowing
for the possibility to connect with multiple RATs) criteria.

4.3. IETF PMIPv6

4.3.1. Discussion

Proxy Mobile IPv6 (PMIPv6) is a layer-3 MM protocol
that allows a network based MM solution by utilizing gate-
ways and anchors, i.e., Mobile Access Gateway (MAG) and
Local Mobility Anchor (LMA), respectively [55, 56]. An
LMA manages multiple MAGs, and is responsible for the
assigment of the IP prefix which the UE retains during its
entire duration within an LMA, i.e., a PMIPv6, domain
[55, 56]. Concretely, it is the topological anchor for the
UE. On the other hand, MAG is responsible for perform-
ing mobility related signaling, on behalf of the UE, with
the LMA. Furthermore, it mains the assigned IPv6 pre-
fix as the UE roams around the MAGs within an LMA
domain[55, 56]. It is noteworthy that PMIPv6 has also
been adopted by 3GPP networks [57], thus reflecting the
maturity and reliability of the solution with regards to
its utility for future MM solutions. However, being cen-
tralized in nature, it can impact the network scalability
and reliability in dense and heterogeneous future network
environments, as a large volume of the traffic will pass
through a single anchor. This can consequently lead to
SPoF and congestion [58], thus making it less favorable for
5G and beyond MM mechanisms. And so, certain studies
such as [58, 59] provide discussions on scalable methods
for PMIPv6. Specifically, in [59] a PMIPv6 based DMM
approach has been proposed. The DMM approach essen-
tially aids in improving the reliability and scalability as-
pects, as it would provide a decentralized method (without
any mobility anchors) and eliminate SPoFs. Furthermore,
in [58], a cluster based approach was proposed to enhance
the scalability of the existing PMIPv6 protocol.

4.3.2. Analysis

Based on the discussions carried out in Section 3.3.1, we
now enlist the pros and cons of the PMIPv6 strategy with
regards to its utility for 5G and beyond MM mechanisms,
as follows:

• PMIPv6 Pros

– Given that PMIPv6 is adopted by 3GPP and it
forms a relatively agnostic setup for an UE to-
wards its mobility signaling, it can thus provision
seamless mobility [55–57]

– Through the DMM based PMIPv6 approach, de-
centralization can be introduced [59]. Further-
more, other approaches, such as the clustering
based approach in [58], can grant enhanced scal-
ability and reliability to the PMIPv6 approach

– Given that it has already been adopted by
3GPP for LTE, the available implementational
expertise will enhance the ease with which it
can be adopted in future networks
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• PMIPv6 Cons

– In its original flavor, PMIPv6 suffers from scal-
ability and reliability issues due to the SPoF
formed by the LMA in its architecture [58]

– An explicit treatment of PMIPv6 with regards to
the parameters for flexibility criterion is missing
in [55–59]

And so, it can be deduced that the IETF PMIPv6 in its
original flavor, given its maturity in development and de-
ployment, satisfies the seamless handover parameter RL2
in the reliability criteria. However, with enhancements
from the use of DMM and cluster based methods, PMIPv6
can be decentralized and scaled thus satisfying parameters
RL3 and SL4 in reliability and scalability, respectively.
Furthermore, since it has already been explored and im-
plemented in the LTE networks, it satisfies parameter SL5
owing to its relative ease of implementation as against any
other new protocol.

4.4. LTE MM mechanisms

4.4.1. Discussion

A. Handover: Whilst LTE mobility management derives
its characteristics from the PMIPv6 MM strategy [60],
LTE-X2 offers a method to decentralize it. In the
presence of an X2 interface between two LTE eN-
odeB’s (eNBs), instead of involving the core network
for resource negotiation and data forwarding tasks,
the eNBs communicate amongst themselves. This al-
lows for a fast handover and also reduces signaling in
the core network [61]. And so, due to the ability of
LTE-X2 to provision seamless handover alongside de-
centralization, it can grant reliability and scalability
to 5G and beyond MM mechanisms. Further, since it
provisions decentralization and reduces CN signaling,
it also reduces the processing load for the CN. Hence,
LTE-X2 can facilitate scalability for 5G and beyond
MM. Lastly, since LTE-X2 only enables multi-level
HO service support, i.e., HO can be executed either
at the access (through X2 HO) or core network level
(through S1 HO), it offers limited flexibility.

However, note that, LTE-S1 handover involves re-
source negotiation and routing decisions through the
MME [61]. Due to this centralized approach, there
will be extensive CN signaling, which will lead to con-
gestion and a SPoF. Thus, in its own capacity, LTE-S1
handover is not foreseen as an enabler for future MM
strategies.

B. Traffic Offloading: 3GPP, through Release-10, intro-
duced Local IP Access (LIPA) and Selected IP Traffic
Offloading (SIPTO) [62] protocols. Concretely, LIPA
allows for a local breakout, wherein a mobile device
can communicate with another device through a pri-
vate network, i.e., the data flow does not pass through

the 3GPP CN, or to a public network, if the private
network connects to it [62]. An important challenge
of LIPA with regards to MM is that, session continu-
ity for LIPA connections during mobility events is not
supported.

On the other hand, SIPTO is an orthodox traffic
offloading mechanism, wherein the goal is to offload
the IP traffic to an eNB or a gateway that is closer
to the UE. Next, during 3GPP Release-10, the con-
cept of IP Flow Mobility (IFOM) was also introduced.
IFOM allows a UE to offload, if possible, data sessions
to the Wi-Fi network from the 3GPP network. Conse-
quently, through IFOM, a UE can maintain data flows
belonging to the same packet data network (PDN)
connection simultaneously on both the 3GPP and the
Wi-Fi network [62].

Given these aforesaid traffic offloading strategies,
they can consequently aid in managing any increase
in traffic load within the network, as well as the pro-
cessing load on specific network nodes, due to the in-
crease in the number of users/devices. Thus, these
mechanisms can provision scalability for 5G and be-
yond MM.

C. Dual Connectivity and LTE-WiFi Aggregation: The
Dual Connectivity (DC) concept allows a user to
camp on two APs simultaneously. Concretely, a UE
can be connected to a Small-cell (SC) and a Macro-
cell (MC) at the same time, wherein the MC and SC
are connected to each other via the X2 interface, and
the MC is the master eNB. According to 3GPP, all
control plane communications, including resource al-
location on SC, are performed via the corresponding
MC, i.e., the master eNB, to which the UE is associ-
ated to. Note that, DC was introduced by 3GPP for
LTE during Release-12. But, it is in Release-13 that
this concept matured, wherein multiple usage scenar-
ios, architecture and the operational characteristics
were defined. A detailed description of the same has
been presented in [63]. Furthermore, during Release-
13, the concept of LTE-WiFi aggregation (LWA) was
standardized [64]. Through LWA, a UE can simul-
taneously receive packets over both the LTE and the
Wi-Fi interfaces, wherein the aggregation of these two
physically distinct data streams takes place at the
Packet Data Convergence Protocol (PDCP) layer in
the protocol stack. However, note that the LWA func-
tionality is defined only for the downlink [65]. Hence-
forth, given that the DC and LWA strategies provision
the ability to connect to multiple APs at the same
time, they can provision reliability and flexibility for
5G and beyond MM mechanisms.
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4.4.2. Analysis

For the 3GPP based MM mechanisms, we firstly high-
light the pros and cons for the handover, traffic offloading
and DC and LWA strategies, as follows:

• LTE Handover Pros

– The LTE-X2 and S1 mechanisms together offer
handover support at the access and core network
level [61]

– Through LTE-X2 handover mechanism, CN sig-
naling can be avoided [61]

– LTE-X2 permits decision making for a handover
to be taken at the access network level. Hence, it
reduces the processing load on the CN entities as
well and also permits fast handover capabilities
[61, 66]

• LTE Handover Cons

– The S1 based handover mechanism involves sig-
naling through the CN, which creates increased
load on the CN [66] as well as introduces SPoFs

• LTE Traffic Offloading Pros

– Provision a method for managing the traffic load
given that the number of users/devices will in-
crease significantly [62]

– Provision a method for managing the processing
load in the network nodes [62]

• LTE Traffic Offloading Cons

– LIPA does not support session continuity during
mobility events, as well as it requires an addi-
tional gateway [62]

– SIPTO is not helpful in mitigating radio conges-
tion [62]

– IFOM is significantly harder to implement as
it necessitates coordination with the non-3GPP
networks [62]

• LTE DC and LWA Pros

– Provisions the ability to connect to multiple
3GPP as well as Non-3GPP RATs [63–65, 67]

– Provisions the capability to have multiple physi-
cal paths for data transmission, and thus better
fault tolerance [63–65, 67]

• LTE DC and LWA Cons

– 3GPP LWA is only applicable for downlink

From the pros and cons for the LTE MM mechanism,
it is clear that they provision redundancy in data paths
(through DC and LWA), decentralization (through X2 and
traffic offloading) and seamless handover (through X2 and

S1 handover), thus satisfying RL1, RL2 and RL3 parame-
ters for the reliability criterion. Further, for the flexibility
criterion, LTE MM mechanisms offer the possibility of a
multi-level HO support (through X2 and S1 handover) as
well as the ability to connect to multiple APs/RATs at
the same time (through DC and LWA), thus satisfying pa-
rameters FL2 and FL3 for flexibility. Lastly, LTE MM
mechanisms offer enhanced support with regards to the
scalability criterion for 5G and beyond MM, as they sat-
isfy parameters SL2 to SL5, given their decentralization,
ease of integration, multi-level handover mechanisms (X2
and S1 handover), and traffic offloading characteristics.

4.5. Non-3GPP Multi-Connectivity Solutions

4.5.1. Discussion

Multi-connectivity enables the users to establish and
maintain physical and logical connections to multiple ac-
cess points (possibly belonging to different RAT(s)) at the
same time. Certain standards and mechanisms, apart from
those developed by 3GPP (Section 4.4), that utilize this
concept are ITU-Vertical multihoming (ITU-VMH) and
the Co-ordinated Multipoint (CoMP) strategy.

Specifically, ITU-VMH permits the user to camp on
more than one RAT, via multiple physical channels, at
any given moment [68]. Through such provision, ITU-
VMH ensures path redundancy. Further, through interac-
tions between the various Open Systems Interconnection
(OSI) layers, techniques such as MPTCP/SCTP in com-
bination with ITU-VMH can also aid in the provision of
path redundancy [68]. And so, ITU-VMH via its redun-
dancy and seamless handover capabilities ensures reliabil-
ity for 5G and beyond MM mechanisms. Note that, the
seamless handover capability is facilitated by the ability of
ITU-VMH to allow the user to connect to a multitude of
APs, thus reducing the possibility of outage (as compared
to standard HO process) during mobility events. Further,
via the provision of multi-connectivity, ITU-VMH also per-
mits per-channel granularity of service. Hence, it also pro-
visions flexibility for future MM mechanisms. However,
ITU-VMH, like the IEEE 802.21 standard, would require
a transformation in the protocol stack to permit efficient
resource allocation at all the protocol layers [68]. Such a
transformation might be difficult to scale to all the user de-
vices, and hence, ITU-VMH is not a very scalable solution
for 5G and B5G networks.

Lastly, the Co-ordinated Multipoint (CoMP) strategy
involves multiple access points co-ordinating with each
other to serve a given user [69]. Similar to ITU-VMH,
CoMP can also provision path redundancy as well as seam-
less handover capability, owing to its coordinated feature.
And hence, it is also a reliable strategy for future MM
strategies. Further, similar to ITU-VMH, CoMP can con-
figure multi-connectivity alongside per-channel granularity
(multiple APs permit multiple channels for transmission
of data and hence, per-channel granularity of service can
be provisioned) [69]. Consequently, it is qualitatively a
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flexible mechanism for 5G and B5G networks. However,
since CoMP will involve centralized scheduling operations,
it will lead to SPoF as well as challenge the scalability of
backhaul networks. Consequently, this also renders CoMP
as not being a very scalable proposition towards the ob-
jective of developing 5G and beyond MM solutions.

4.5.2. Analysis

We now present the pros and cons for ITU-VMH and
CoMP strategies, as follows:

• ITU-VMH Pros

– Provisions path redundancy through multi-
homing [68]

– Provisions the capability to connect to multiple
RAT(s) at any given time [68]

– Per-channel granularity of service is possible

• ITU-VMH Cons

– It will require the transformation of the entire
protocol stack [68]

• CoMP Pros

– Provisions path redundancy through its ability
to coordinate data transmission from multiple
APs, which may also belong to different RATs
[69, 70]

– Provisions the capability to connect to multiple
RAT(s) at any given time [69, 70]

– Through the use of multiple APs for transmis-
sion, per-channel granularity of service is made
possible

• CoMP Cons

– Centralized processing introduces the possibility
of SPoF [69, 71]

– Backhaul networks will need to have extremely
high capacity and extremely low latency char-
acteristics, so as to support CoMP whilst main-
taining QoS [71]

Concretely, ITU-VMH and CoMP satisfy parameters
RL1 (allowing for the possibility of redundant physical
connections) and RL2 (allowing for seamless mobility) for
the reliability criterion, and parameters FL1 (provision-
ing the possibility of per-channel granularity for MM) and
FL2 (allowing for the possibility of connecting to multiple
RATs/APs) for the flexibility criterion.

4.6. RSS based AP selection methods

4.6.1. Discussion

The erstwhile Received Signal Strength (RSS) based
methods employ a very simplistic approach to AP se-
lection, i.e., comparing the detected AP link quality
(RSSI/RSRP/RSRQ) levels [57, 72, 73]. The aforesaid
simplistic nature can hence permit scalability for the fu-
ture MM mechanisms as it is easy to implement, and
does not entail a high processing and signaling load ei-
ther. However, such an approach can be plagued by mul-
tiple issues. For example, APs with a good RSS might be
overloaded (as more users will be assigned to them) whilst
others maybe under-utilized. Such a scenario also implies
that RSS based methods are not reliable as a better RSS
does not always guarantee better QoS, since, congestion
will lead to degraded QoS. Moreover, in dense scenarios,
even with the implementation of a hysteresis, UEs will be
subject to FHOs due to the fluctuating RSS and avail-
ability of multiple candidate APs. This further exempli-
fies the unreliability of RSS based methods. Additionally,
these methods are one-dimensional, given that they con-
sider only RSS as a decision parameter. The RSS methods
also do not provision any granularity of service, context
awareness, multiple levels of HO support, etc. Hence, they
do not offer any flexibility to the MM mechanisms for 5G
and B5G networks.

4.6.2. Analysis

Based on the discussion, we present here the pros and
cons of the RSS based AP selection methods as follows:

• RSS based methods Pros

– Easy to implement, given that it has already
been adopted by 3GPP [57, 72, 75]

– Relatively low processing and signaling load, ow-
ing to its simplicity [75]

• RSS based methods Cons

– FHOs in ultra dense scenarios is a pertinent issue
[74]

– It is agnostic of other parameters related to the
UE and the network, such as the load, UE con-
text, etc., thus making it unreliable and one-
dimensional [57, 72, 74]

Given these pros and cons, the erstwhile RSSI based
method due to its existence and maturity can ensure mo-
bility between multiple RAT(s), hence, satisfying param-
eter RL2 for reliability criteria. Furthermore, owing to
the aforementioned simplicity and maturity in develop-
ment and deployment it also satisfies parameters SL2, SL3
and SL5 for the scalability criterion.

To summarize, we introduce Table 3 wherein we indicate
the parameters that each of the explored methods satis-
fies for the reliability, scalability and flexibility criteria.

14



T
a
b

le
3
:

C
o
m

p
li
a
n

ce
w

it
h

th
e

R
el

ia
b

il
it

y,
S

ca
la

b
il
it

y
a
n

d
F

le
x
ib

il
it

y
cr

it
er

ia
fo

r
th

e
le

g
a
cy

M
M

m
ec

h
a
n

is
m

/
st

a
n

d
a
rd

M
e
ch

a
n

is
m

s

IE
T

F
M

P
T

C
P

-
S

C
T

P

IE
E

E
8
0
2
.2

1
IE

T
F

P
M

IP
v
6

L
T

E
M

M
m

e
ch

a
n

is
m

s
N

o
n

-3
G

P
P

M
u

lt
i-

c
o
n

n
e
c
ti

v
it

y
so

lu
ti

o
n

s

R
S

S
b

a
se

d
h

a
n

d
o
v
e
r

m
e
th

o
d

s

C
n

f.
†

R
ef

s.
δ

C
n

f.
R

ef
s.

C
n

f.
R

ef
s.

C
n

f.
R

ef
s.

C
n

f.
R

ef
s.

C
n

f.
R

ef
s.

Reliability

R
L

1
!

[4
2–

48
]

×

[1
7
,

5
1
]

×

[5
5
,

5
6
]

!

[6
1
,

6
7
]

!

[6
8
–
7
0
]

×

[5
7
,

7
2
]

R
L

2
×

!
!

!
!

!

R
L

3
×

×
!

!
×

×
R

L
4

×
×

[5
4
]

×
[5

9
]

×
[6

3
–
6
5
]

×
×

[7
3
]

R
L

5
!

×
×

×
×

×

Flexibility

F
L

1
!

[4
3,

49
]

×

[1
7
,

5
2
]

×

[5
5
–
5
9
]

×

[6
1
,

6
7
]

!

[6
8
–
7
0
]

×

[5
7
,

7
2
]

F
L

2
×

!
×

!
!

×
F

L
3

×
×

×
!

×
×

F
L

4
×

[4
5,

46
]

×
[5

4
]

×
×

[6
3
–
6
5
]

×
×

[7
3
,

7
4
]

F
L

5
×

×
×

×
×

×

Scalability

S
L

1
×

[3
9,

40
]

×

[5
1
,

5
3
]

×

[5
9
]

×

[6
1
,

6
2
]

×

[6
9
,

7
1
]

×

[5
7
,

7
2
]

S
L

2
×

×
×

!
×

!

S
L

3
×

×
×

!
×

!

S
L

4
×

[5
0]

×
!

[5
5
,

5
6
]

!
×

×
[7

3
,

7
5
]

S
L

5
×

×
!

!
×

!
† T

h
e

co
n

fo
rm

an
ce

(C
n

f.
)

of
a

gi
ve

n
m

ec
h

an
is

m
fo

r
a

g
iv

en
cr

it
er

io
n

.
δ
T

h
e

co
rr

ob
or

at
in

g
re

fe
re

n
ce

s
(R

ef
s.

),
if

an
y,

fo
r

th
e

sp
ec

ifi
ed

co
n

fo
rm

a
n

ce
o
f

a
m

ec
h

a
n

is
m

fo
r

a
g
iv

en
cr

it
er

io
n

15



We also enlist the important references that have lead us
to the development of Table 3, as presented in this ar-
ticle. From the discussions, analysis and Table 3 it can
be deduced that none of the legacy mechanisms that have
been studied achieve the requirements as necessitated by
5G and B5G networks. Concretely, none of the studied
mechanisms satisfy all the parameters of the criteria uti-
lized for the qualitative analysis. Notably, the 3GPP based
LTE MM mechanisms provision the best basis and support
for 5G and beyond MM mechanism, given that they collec-
tively satisfy the most parameters amongst other strategies
explored.

Additionally, through this qualitative analysis, whilst we
have presented the offered capabilities from legacy mech-
anisms towards 5G and B5G MM, we have also exposed
the gaps that exist. This reinforces the fact that a holis-
tic MM strategy for future wireless networks still remains
elusive. Hence, in the following section, we explore the cur-
rent state-of-the-art in MM solutions for 5G and beyond
networks.

5. 5G and Beyond MM: Current State of the Art

Global efforts have spinned up consortiums that have
provided impetus to the development of 5G, including that
of MM strategies. Further, for B5G networks, such as 6G,
certain collaborative efforts have already started. Refer-
ences [5, 6, 8, 9, 76] highlight the advances that have been
made with regards to identifying the enablers and core
principles of B5G networks. Hence, in this section we first
detail the current state of the art in MM mechanisms and
the parameters they satisfy from Table 2. We then follow
this with a first discussion in literature that elaborates
upon the utility of the current state of the art in MM for
B5G networks.

As a prologue to the aforementioned discussion, we in-
troduce Figure 2, wherein the 5G architecture standard-
ized by 3GPP has been presented [19]. Correspondingly,
we have also presented the classification of the various
mechanisms that we explore in Sections 5.1 and 5.2 with
respect to the 5G architecture in Figure 2. This classifi-
cation is dependent on the portion of the network that is
impacted (directly or indirectly) the most by a particular
MM scheme. Furthermore, we have illustrated whether
the studied mechanisms are either control plane or data
plane solutions. Concretely, a CP solution would primar-
ily impact MM via either CP signaling or decisions, while a
DP solution would entail provisioning alternate and more
efficient data paths. A detailed discussion with regards to
these classifications has been provided in Sections 5.1 and
5.2.

Concretely, the 5G architecture, as shown in Figure 2,
consists of two main core network functions, i.e., the Ses-
sion Management Function (SMF) and the Access and Mo-
bility Management Function (AMF). The SMF communi-
cates with the User Plane Function (UPF) over the N4

interface, while the AMF is responsible for communicat-
ing with the RAN side over the N2 interface. Furthermore,
the AMF and SMF communicate with other network func-
tions, such as the Policy Control Function (PCF), Authen-
tication Server Function (AUSF), etc., to execute their de-
fined functionalities within the ambit of the policies and
existing user and network context. For the sake of brevity,
in Figure 2 we club all of these functions into a single en-
tity box called Network Functions. Moreover, the AMF
also has an N26 interface that connects to the Evolved
Packet Core (EPC) to facilitate Inter-RAT mobility, while
an N32 interface exists in the event of a change in Pub-
lic Land Mobile Network (PLMN) with 5G Core (5GC) as
the CN for both the visted and home networks. Note that,
the interfaces N2, N4, N26 and N32 are all control plane
paths, with the AMF, SMF and other network functions
forming the control plane entities.

In addition, the AMF in 5G networks is the equivalent
of the MME in LTE-4G networks. It focuses on handling
mobility at the access network level (such as AP selection,
resource allocation, etc.). The SMF on the other hand
handles the CN related tasks during mobility events (such
as path re-routing, etc.). Next, in Figure 2, it can be seen
that the RAN interacts with the UPF through interface
N3, and the UPFs use the N9 interface to communicate
amongst themselves. Also, the 5G networks provision a
local breakout through the N6 interface from an UPF. The
interfaces N3, N9 and N6 constitute the data plane paths,
with the RAN and UPF forming the data plane entities.
Lastly, the UE, which is also a data plane entity, inter-
acts with the AMF through the N1 interface. However,
to maintain clarity, we have omitted the illustration of
this interface from Figure 2. Thus, with this background,
we now explore the 3GPP 5G MM mechanisms as well as
other research efforts with regards to MM for 5G networks.

5.1. 3GPP 5G MM Mechanisms

3GPP, through TS 23.501 [19], TS 23.502 [77] and TS
38.300 [78], has provided significant insights into the design
and development of 5G MM strategies. New session man-
agement methods, service continuity states, UE mobility
monitoring, provisioning for multi-homing, load balancing
strategies, provision of on-demand MM, resource alloca-
tion due to mobility events, the new MM module, i.e.,
AMF, inter- and intra- next generation core (NGC) han-
dovers, and LTE-EPC 5G-NGC interworking have been
introduced in the aforesaid 3GPP specifications. These
techniques through the provision of a softwarized solution
and a global view of the network scenario alongside user
context appear to facilitate the efficient operation of 5G
and beyond MM mechanisms. Consequently, in the dis-
cussions that follow, we investigate these newly defined
3GPP MM mechanisms and elaborate their pros and cons
for future MM mechanisms.
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5.1.1. Discussion

A. UE Mobility monitoring: In TS 23.501 [19], details
with regards to how the UE mobility is monitored and
the corresponding actions with regards to resource
allocation and context updates have been specified.
Concretely, when a UE is mobile, the 5G standards
define that the AMF will be responsible for moni-
toring its movement and hence, its mobility pattern.
Furthermore, during a UE mobility event, new re-
sources on the destination AP are managed by the
AMF through the RAT and Frequency Selection Pa-
rameter (RFSP). Such a process simplifies the identi-
fication of the required resources, as well as migration
of these resources to the destination network. More-
over, the AMF manages the UE mobility event noti-
fication, i.e., it provisions details with regards to the
mobility event as well as the areas of interest (Track-
ing areas, Cells, RANs, etc., to which a UE might mi-
grate to). The other Network Functions (NF), such
as the SMF, can subscribe to these notifications so as
to employ their decisions and policies.

B. Session Management: Through TS 23.501 [19], the
various modes that can be utilized to manage the mul-
tiple heterogeneous sessions for a given user has been
defined. Notably, if a UE is connected to multiple
RATs then, for a given Protocol Data Unit (PDU)
session, the UE has the choice to select the access
network over which this PDU session will be served.
In addition, the UE, in the event of mobility or con-
gestion, can request a PDU session to be transferred
from 3GPP to non-3GPP RAT(s). Furthermore, in
roaming scenarios, PDU sessions can either avail a
local breakout or be routed through the home net-
work. Specifically, each PDU session can be granted,
independently, different routing modes. To do so, the
SMF in the 5G CN controls and monitors the status
of the data paths. Moreover, the SMF also provisions
the capability of performing selective traffic routing
by the application of Uplink Classifier (UL CL) on
certain data plane entities, i.e., UPFs. A UPF es-
sentially performs the function of a router in the 5G
network.

C. IPv6 multihoming: The new 5G standards, as spec-
ified in TS 23.501 [19], have formalized the use of
IPv6 multi-homing so as to reap the benefits from
the multiple physical channels that will be available
for use through multi-connectivity. Specifically, ac-
cording to TS 23.501, more than one session anchor
can be specified for a PDU session. Note that, a
PDU session anchor’s primary role is to assign the
IPv6 prefixes that are used by the UE for a given
PDU session to communicate with the public net-
work. However, all these PDU session anchors will
have a single UPF as a branching point. Next, during
a mobility event, a make-before-break approach for a

PDU session is adopted to provision service continu-
ity. It must be stated here that, service continuity is
ensured through the Session and Service Continuity
(SSC) modes, which we will discuss next.

D. Session and Service Continuity Modes: 3GPP,
through TS 23.501 defines the SSC modes, which are
critical for the network in determining the level of
service continuity offered to a PDU session [19]. Con-
cretely, three modes are defined, i.e., SSC mode 1,
SSC mode 2 and SSC mode 3. We briefly describe
them as follows:

– SSC mode 1: This mode ensures that the IP
address is preserved. Specifically, the PDU ses-
sion anchor is maintained regardless of the ac-
cess technology being used by the PDU session
after the mobility event. Furthermore, the IP
address is maintained throughout the lifetime of
the PDU session. Additionally, more PDU ses-
sion anchors might be allocated for additional IP
addresses, however, it is not necessary that they
be maintained just like the initial IP address and
PDU session anchor.

– SSC mode 2: In this mode, if needed, the net-
work can release a PDU session and request the
UE to immediately establish a new PDU session
with the same network. Moreover, if the UE has
multiple PDU session anchors, the additional an-
chors can be released or allocated (for new IP
prefixes/addresses).

– SSC mode 3: In this mode, IP address is not pre-
served. This consequently makes any changes in
the user plane visible to the UE. However, to en-
sure that an acceptable level of QoS, and hence,
service continuity is maintained, a make-before-
break approach is followed. This essentially de-
termines the destination PDU session anchor be-
fore relieving the resources the PDU session oc-
cupies at its current anchor.

It must be stated here that the SSC mode for a UE is
selected by the SMF depending on the UE subscrip-
tion details as well as the PDU session type.

E. User Plane aspects: In 5G networks, UPFs will be uti-
lized to handle the data plane traffic. Concretely, they
can be thought of as routers, on whom the routing
rules are programmed by the SMF. In TS 23.501 [19],
the aforesaid specifics have been defined. However,
note that the methodology to establish these paths
still involves exchanging Tunnel Endpoint Identifiers
(TEIDs) between CN entities. This, as we will state in
the analysis, can be a cause of increased network load.
Additionally, traffic re-routing, in the event of mobil-
ity or load balancing, is handled by the SMF, wherein
it sends the necessary information, such as the for-
warding target information, to the UPFs. Lastly, in
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the event of mobility of a UE, packet buffering is also
provisioned so as to minimize the loss of packets and
hence, QoS.

F. Dual Connectivity: Through TS 23.501 [19] and TS
37.340 [79], 3GPP has also concretized and standard-
ized the integration of Multi-RAT Dual Connectivity
(MR-DC) into 5G. Concretely, the UEs will now have
the capability and possibility to connect to two APs
belonging to the same RAT (LTE-LTE, 5G New Ra-
dio (NR) - 5G NR) or to different RAT(s) (LTE -
5G NR). As in LTE-DC, this can be configured to
allow fast-switching (fast HO), since control plane is
not changed unless the Master Node is changed. Also,
the UP is terminated at MC, so, no CN signalling is
necessary for intra-MC HO.

G. Edge Computing: TS 23.501 [19] defines the support
for edge computing platforms in 5G networks. Con-
cretely, these are utilized in the non-roaming or local
breakout roaming modes. By local breakout, we mean
that a UE can access public network without travers-
ing the core network via additional gateways that are
placed within the network. Note that, the 5G CN is
responsible for selecting a UPF that is close to the UE
and also has access to an edge compute node. Con-
sequently, traffic steering is performed at this UPF
towards the edge compute node.

H. Network Slicing: The concept of enabling a telecom
operator to be able to slice its infrastructure network
into logically separated networks and consequently
service multiple tenants, e.g., virtual network oper-
ators, services (eMBB, URLLC, mMTC), etc., using
the same, wherein the logical separation involves dy-
namic allocation of network resources, is termed as
network slicing [36]. 3GPP, in TS 23.501 [19], has
discussed network slicing in detail, wherein its sup-
port for roaming as well as its involvement in the
inter-working process between 5G CN and LTE EPC
has been elaborated. Specifically, support for migrat-
ing and translating the Single Network Slice Selection
Assistance Information (S-NSSAI), which consists of
the necessary information with regards to an assigned
network slice for a UE, between the Home PLMN
(H-PLMN) and the Visited PLMN (V-PLMN) has
been detailed. Similarly, for the inter-working pro-
cess, 3GPP charts out the principles for migration,
translation and creation of S-NSSAIs whenever a UE
undergoes mobility and changes from a 5G network
to an LTE network, and vice versa. Moreover, the
support has been defined for scenarios where the N26
interface, which is the standard 5G CN and LTE EPC
inter-working interface, may or may not be present
[19].

On the other hand, and importantly, the concept of
network slicing also assists in provisioning tailor-made
MM solutions for the tenants that each network slice

will cater to. This consequently helps to deploy on-
demand MM strategies.

I. Load Balancing and Congestion Awareness: In TS
23.501 [19], 3GPP has defined procedures for load
balancing at the AMF and SMF, as well as conges-
tion awareness within the core network. Concretely,
two specific strategies, i.e., load balancing and load
re-balancing, have been provisioned. Within the load
balancing paradigm, new users incoming into an AMF
region, if necessary, are directed to an appropriate
AMF in order to manage the load of the AMFs. To
do this, appropriate weights, indicative of the load on
each AMF, are assigned and updated at appropriate
intervals (typically on a monthly basis). On the other
hand, if an AMF becomes overloaded, then load re-
balancing is performed. Here, already registered users
are migrated to other AMFs that are not overloaded
while ensuring minimum service disruption [19]. Note
that, the new AMF chosen should belong to the same
AMF set. An AMF set is defined as the AMFs which
belong to the same PLMN, have the same AMF re-
gion ID and the same AMF set ID value [19]. These
parameters are pre-configured by the network oper-
ator. Lastly, 3GPP also provisions extensive details
with regards to handling congestion control for the
Non Access Stratum (NAS) messages. This is impor-
tant from the perspective of MM, as MM messages
are carried over NAS to the CN nodes. For further
details with regards to the specifics of the congestion
control procedures, the reader is referred to TS 23.501
[19].

J. Cell, Beam and Network Selection: Through TS
23.501 [19] and in particular through TS 38.300 [78]
details with regards to cell, beam and network selec-
tion have been specified. For cell selection these stan-
dards documents, developed by 3GPP, specify sup-
port for cell selection procedures given that the UE is
in either Radio Resource Control (RRC) idle, or RRC
inactive or RRC connected state. Note that, RRC idle
state refers to a UE that can listen to paging chan-
nels, broadcasts and multicasts, as well as perform cell
quality measurements. The RRC inactive state refers
to a UE that can roam within the RAN-based notifi-
cation area (RNA) without informing the NG-RAN.
The RRC connected state for a UE implies that it has
an active connection and data flow. Most notably, for
the RRC connected state, cell mobility and beam mo-
bility have been specified. As the name suggests, a UE
can either undergo a cell handover or it can switch be-
tween the beams that a given AP uses. To perform
this, procedures for beam quality and cell quality mea-
surements have also been defined in [78]. The beam
quality measurements are performed in the physical
layer for multiple beams being transmitted by a given
cell. These measurements are filtered and aggregated
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at the RRC layer to obtain the cell quality measure-
ments. Note that, these quality measurements are
still performed using the RSSI/RSRP/RSRQ/SINR
metrics. Furthermore, in [78] procedures for cell selec-
tion and handover involving intra- and inter-frequency
handover in 5G NR, Inter-RAT handover within 5G
CN, Inter-RAT handover from 5GC to EPC and vice
versa, have been specified. For the sake of brevity,
we do not detail these procedure and refer the reader
to TS 38.300 [78]. Moreover for Inter-RAT handovers,
procedures for packet buffering and forwarding as well
as data path switching, to ensure the requested QoS,
have also been defined. Lastly, roaming and access re-
strictions are also appropriately defined based on the
user subscription to both the SMF and AMF. This
facilitates the selection of the right AP and PLMN
for a given user [19, 78].

K. Inter-Working, Migration and Handover signaling:
While TS 38.300 [78] specified certain handover pro-
cedures for both the CP and DP, a detailed descrip-
tion of the handover signaling, inter-working between
5G CN and EPC, and migration of PDU sessions
has been provided in TS 23.502 [77] and TS 23.501
[19]. Concretely, through [77] the CN signaling pro-
cess for the various stages in a handover, i.e., han-
dover request, handover preparation, handover com-
plete/cancel/reject, have been presented in detail.
These handover signaling strategies have been de-
tailed for Intra-RAT HO (N2 and Xn handovers) as
well as for Inter-RAT handovers (involving 5GC and
EPC). Moreover, the handover signaling procedures
have also been defined for the scenarios wherein the
EPC-5GC inter-working interface, i.e., N26, may or
may not be present. Also note that, the 5G-N2 han-
dover is similar to the LTE-S1 handover (specified
in Section 4.4.1) and the 5G-Xn handover is similar
to the LTE-X2 handover (specified in Section 4.4.1).
Next, for the 5GC and EPC inter-working, in TS
23.501 [19] the principles for maintaining IP address
continuity in the event of UE mobility from 5GC to
EPC or vice versa have been provisioned. However,
it is also specified that in the event a UE transitions
from 5G to 3G or 2G and vice versa, the IP address
continuity might not be maintained. Furthermore,
procedures for transferring the PDN/PDU sessions
established by a UE over a 4G/5G network, when it
transitions to the 5GC/EPC, over the N26 interface
have been provisioned in [19]. Also, traffic steering
and forwarding procedures have also been elaborated.
Lastly, procedures for migrating PDU sessions from
non-3GPP access to the 3GPP access, when a UE un-
dergoes a mobility event from 5GC to EPC, is also
supported [19].

L. D2D mobility support: With the standardization of
Proximity Services (ProSe) in 3GPP Release-12 and

13 [64], 5G networks can utilize the capability to or-
chestrate data forwarding/relaying in both DP and
CP. This can consequently enhance the ability of the
network to provide a proactive and seamless handover
procedure [80].

5.1.2. Analysis

Given the extensive overview with regards to the MM
solutions that have been provisioned by the 5G standards
[19, 77, 78], we now, as part of our qualitative analysis,
present the pros and cons for the same, as follows:

• 3GPP 5G MM Pros

– Provisions monitoring of UE mobility, mobil-
ity event notifications and resource negotiation
mechanisms at destination networks [19]

– Employs flexible session management strategies,
wherein provision of per-PDU session granular-
ity, through path selection, roaming support and
traffic steering, has been detailed [19]

– Support for IPv6 multi-homing [19]

– Provision for multiple sessions and service conti-
nuity modes [19]

– Support for Multi-RAT DC [19]

– Support for Edge Computing [19]

– Network slicing information migration support
in the event of inter-/intra- RAT mobility [19]

– Network slicing support for provisioning on-
demand MM

– Ability to provision context awareness via net-
work slicing

– Provision for managing core network load by in-
troducing load balancing and re-balancing prin-
ciples on the AMF [19]

– Provision of congestion awareness on the CP
handling MM messages, i.e., NAS [19]

– Introduction of beam level MM support [78]

– Intra-RAT (5GC to 5GC) and Inter-RAT (5GC
to EPC and vice versa) HO support [19, 77]

– Well defined EPC and 5GC inter-working inter-
face, i.e., N26 [19, 77]

– Mobility support at the D2D level [64, 80]

• 3GPP 5G MM Cons

– Handover signaling in the CN is extremely sub-
optimal [13]

– RAT selection still relies on received signal qual-
ity fundamentals only [78]

– A unified framework for cross-layer mecha-
nisms, such as MPTCP-SCTP (transport layer),
IPv6 multi-homing (network layer) and MR-DC
(Physical and MAC layer) working together, has
not been provisioned
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– In IPv6 multi-homing, a single point of failure
(SPoF) still exists, as the multiple PDU session
anchors are still connected to a single UPF from
where the paths branch out [19]

– Co-ordination between D2D peers for enacting
an efficient MM strategy is not explored explic-
itly in the standards

From the pros and cons, it can be deduced that the
3GPP 5G MM mechanisms will be able to support reli-
ability parameters RL1 (owing to the support for MR-
DC and IPv6 multi-homing, and hence, redundancy in the
number of connections and flows), RL2 (owing to the sup-
port for MR-DC and handover procedures defined, thus
ensuring seamless handover capability), RL3 (owing to
managing mobility at the access, core and extreme edge
network levels as well as local breakouts, thus introduc-
ing decentralization) and RL5 (owing to the congestion
awareness feature in NAS). Next, for the flexibility pa-
rameters, 3GPP 5G MM mechanisms satisfy FL1 (owing
to the granularity of service support per PDU session as
well as per mobility level, and the ability to support on-
demand MM through network slicing support), FL2 (ow-
ing to the ability to connect to multiple APs through MR-
DC and IPv6 multi-homing support), FL3 (owing to the
handover support at the access, core and extreme edge net-
work levels via the Xn handover, N2 handover and 3GPP
ProSe, respectively ) and FL5 (owing to the ability to take
into account the context of the tenant via network slicing).
Lastly, 3GPP 5G MM mechanisms, for the scalability cri-
terion, satisfy parameters SL1 (owing to the AMF load
balancing strategies, local breakout strategies, multi-level
handover support as well as the granularity in service per
mobility levels), SL4 (owing to local breakout and sup-
port for edge computing, thus leading to decentralization)
and SL5 (since these are standards, implementation and
integration is not a bottleneck).

Note that, scalability parameters SL2 and SL3 are not
supported owing to the sub-optimality in CN handover
signaling as well as the presence of SPoFs, as stated in the
cons for the 3GPP 5G MM mechanisms. Also, given that
the 3GPP 5G MM mechanisms provision both CP and DP
related strategies as well as the core, access and extreme
edge network related mechanisms, in Figure 2 they have
been classified as illustrated.

5.2. Other Research Efforts: Core, Access and Extreme
Edge Network Solutions

From the perspective of MM strategies in 5G networks,
the main objective of the ongoing academic and indus-
trial research efforts has been to provision mechanisms
that cater to the myriad user mobility and application
profiles, as well as to ensure context/on-demand based ser-
vice provision and continuity [81]. For example, in [82], a
wide swathe of avenues that exist in the 5G MM design
have been explored. It discusses an SDN based frame-
work that can encompass strategies and techniques which

grant certain level of adaptability (feedback based), flex-
ibility (in terms of granularity provisions) and reliability
(through availability of multiple paths) for 5G MM solu-
tions. Notably, and apart from the aforementioned broad
study, specific areas of MM have also been tackled through
research efforts such as [13] wherein optimal handover sig-
naling strategies for 4G-5G networks have been proposed.

Hence, given that we will be analyzing a wide range
of mechanisms and strategies, we have broadly classified
them as being Core Network, Access Network and Ex-
treme Edge Network based solutions, as shown in Figure
2. These classifications reflect the regions in the network
where the respective mechanisms generate the most im-
pact. Concretely, Core network based solutions will invoke
solutions that primarily assist in the provision of MM ser-
vices through the core network. Similarly, the Access net-
work and Extreme Edge network solutions assist in provi-
sion of MM services through the access and extreme edge
portion of the wireless network. And so, we now present
a detailed discussion of these solutions alongside their ef-
ficacy in satisfying the criteria listed in Table 2.

5.2.1. Core Network Solutions

5.2.1.1. Discussion
Core network solutions have been categorized further as

either being SDN, DMM or Edge clouds based. Solutions
that utilize SDN to implement MM can be equipped with
a global or locally-global network view. This top-view of
the network enables MM solutions to offer a high degree of
optimality. However, as a result of the convoluted 5G net-
work scenario, the design of SDN CP also becomes increas-
ingly crucial. Hence, the placement of SDN controller(s)
(SDN-C) in the overall network topology is an important
factor to consider [83]. Consequently, we present a brief
discussion on the SDN based solutions, which might be
Centralized, Semi-Centralized or Hierarchical [84–86].

A centralized MM solution will consist of a single global
SDN-C which monitors and manages the entire network.
With the global view, it enables the formulation of opti-
mal MM solutions. However, the centralized nature might
not offer the scalability and reliability (SDN-C can be a
SPoF) [84, 87] needed by 5G MM solutions. Note that,
even though SDN-Cs might appear as SPoFs, correspond-
ing clustering for load sharing and redundancy can help
alleviate this issue. Specifically, and similar to the method
proposed by 3GPP to pool the Mobility Management enti-
ties (MMEs) to avoid SPoF problem and to share the work-
load between MME instances, SDN-Cs can be clustered
together to provision redundancy (and hence no SPoF)
and workload sharing. Next, semi-centralized approaches
divide the entire geographical region into smaller domains,
each managed by a separate SDN-C. This SDN-C, respon-
sible for handling MM in its domain, helps to enhance the
network scalability. However, since each domain still has
a single SDN-C managing it, SPoF issue might become a
limiting factor. Further, for inter-domain HO, extensive
signaling would be required between two SDN-Cs whilst
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the same would be non-existent in a centralized approach
[84]. On account of this trade-off, a semi-centralized ap-
proach can be successful if an appropriate number of SDN
domains are created, which do not increase the signaling
burden while reinforcing the network reliability and scala-
bility characteristics [87]. A combination of the aforemen-
tioned approaches, i.e., hierarchical approach, consists of
SDN-Cs at multiple levels [84]. Whilst the global SDN-C
behaves as a master (tuning HO parameters, manage inter
domain HOs, etc.), the SDN-Cs in the lower hierarchical
levels manage MM within their domains and function as
slaves. Such an approach can hence provide the scalability
and reliability required by 5G MM solutions.

Next, similar to the SDN based solutions, DMM based
approaches will contribute significantly to the design
and functioning of 5G networks. With the ability to
provide a distributed DP in conjunction with a dis-
tributed/centralized CP [4, 29, 88–90], DMM can enhance
the scalability (by removing anchors prevalent in current
MM solutions, i.e., decentralization) and flexibility (by al-
lowing the most optimum access router for each flow inde-
pendently) of the 5G networks. These approaches can be
classified as being fully distributed, partially distributed
and SDN based.

The fully distributed approach whilst ensuring reliabil-
ity and scalability by distributing both DP and CP, will
encounter extensive amount of handover signaling between
access routers (ARs) during a mobility event [4, 88]. Note
that the DP functionalities and location of ARs are the
same as that of the UPFs. However, depending on the
type of DMM approach, the CP is fully or partially lo-
cated on the ARs themselves, instead of being located in a
centralized controller. And so, while the fully distributed
approach is challenged by the signaling between ARs, the
partially distributed (P-DMM) approach centralizes the
CP, hence, alleviating this concern [4, 88]. The P-DMM
approach also maintains the benefit of avoiding a single
mobility anchor. However, an enhancement of this ap-
proach is the SDN based approach. Similar to the P-DMM
approach, the CP is still at a central controller, i.e., SDN-
C, however, the signaling between the controller and the
DP devices is far more simplified as compared to the par-
tially distributed approach. The reason being, in an SDN
based approach, the ARs are converted to mere forwarding
devices and it is the SDN-C that orchestrates the forward-
ing rules (routing table) on them to realize the data paths
for the existing sessions in the network. Concretely, in the
SDN based approach the DP devices no longer need to
perform a handshake, like in the P-DMM approach, with
the central controller to establish a route, instead the rout-
ing information is now fed to the DP devices by the SDN
controller [88, 89]. These enhancements are further quan-
tified in [88] by the fact that the mean HO latency for SDN
based DMM is reduced by 3.94% as compared to P-DMM,
while the E2E delay is reduced by 39.55%.

Subsequent to these discussions, and given that the cur-
rent standardization in 5G [19, 77] stipulates the func-

tionality for mobility management to be split up between
the AMF and the SMF NFs, it is noteworthy that the
decoupling of the CP and DP and subsequent utilization
of the aforesaid NFs via an SDN-C can provision the ca-
pability to implement fast and efficient MM solutions for
5G and beyond networks. Such solutions, on the basis
of the discussions thus far, will be reliable, flexible and
–to an extent– scalable. Since, CN signaling during mo-
bility events will still be a challenge, given the future net-
work scenario, there remains a possibility for the SDN and
DMM based 3GPP 5G MM solutions to be rendered sub-
optimal.

Lastly, edge clouds, which essentially refer to data
clouds/processing centers close to the RAN within a given
network infrastructure, can have a profound impact on the
user QoS during mobility scenarios (through fast access
to data and compute resources) [91]. Henceforth, several
studies such as [2, 31, 32, 92–94] alongside 3GPP and ETSI
[95], have studied the fundamental concepts of utilizing the
edge clouds for fast data access (via data caching) as well
as for processing capabilities (i.e., performing certain MM
operations without the messages having to traverse the
entire CN). Note that, we classify the edge clouds to be
a CN solution, even though we state that they are most
likely to be closer to the RAN, because, certain topology
designs might entail a hierarchical setup. In this hierarchi-
cal setup, there will be some edge clouds that are placed
close to the RAN and some of them being placed further
away from the RAN, say close to the S-GW and Packet
Gateway (P-GW) in an LTE network [91]. Such an ap-
proach can help in caching data according to their level of
popularity, taking into account CN traffic as well as the
latency to retrieve the requested content [91].

5.2.1.2. Analysis
For analyzing the core network solutions we utilize the

generic classifications, i.e., SDN based, DMM based and
Edge Cloud solutions, and firstly list their pros and cons.

• SDN based mechanism Pros

– Provisions global view of the network [84, 86]

– Provisions hierarchical solutions, thus enabling
decentralization [84]

– Provisions the ability to manage CN signaling,
and hence, DP paths during mobility events [84–
86]

– Provisions a single point of collection for network
statistics thus enabling the design and develop-
ment of context based MM mechanisms [87]

• SDN based mechanism Cons

– Extensive CN signaling for managing handovers
in a centralized/semi-centralized approach [84]

– It does not alleviate the issue of mobility anchors
which can lead to SPoFs in the DP
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• DMM based mechanism Pros

– Provision decentralization of the mobility man-
agement anchors [4, 88–90]

– Assist the CN in implementing efficient data
paths for UEs undergoing mobility [4, 29, 88]

• DMM based mechanism Cons

– Fully decentralized solution introduces extensive
CN signaling in order to manage the changes
in data paths and mobility anchors, and hence,
handovers [88]

– Partially distributed solution, while solving the
extensive CN signaling, introduces a central con-
troller, and hence, an SPoF [88]

– Co-existence and integration with already de-
ployed networks and devices will be a significant
challenge [29]

• Edge clouds Pros

– Ensure data offloading opportunities, and hence,
reduction in CN traffic load [31, 95]

– Facilitate processing of MM related tasks with-
out the messages having to traverse the CN [93]

– Context awareness [93, 94]

• Edge clouds Cons

– Require dedicated infrastructure and appropri-
ate placement [2, 31, 95]

– Require fast service migration strategies to en-
sure seamless mobility [32]

From these pros and cons as well as the preceding dis-
cussions, it is evident that the SDN based solutions satis-
fies parameter RL2 (allowing for seamless mobility), RL3
(through the provision of decentralized solutions), RL4
(through the ability to re-program paths in CN via orches-
tration of OF rules) and RL5 (through the ability to utilize
network statistics for traffic steering with the CN) for the
reliability criterion. For the flexibility criteria, the SDN
based mechanisms satisfy the parameters FL1 (through
the capability of orchestrating policies dependent on flow
type, slice, etc.), FL3 (by allowing for CN based MM so-
lutions that will work in synergy with the access network
based solutions) and FL4 (through the global view of the
network wherein a variety of parameters such as network
load, QoS requirements, etc., are considered). In terms
of scalability, SDN based solutions satisfy parameters SL1
to SL3 (given the ability to manage and steer traffic flows
with the ability of having a distributed, hierarchical or cen-
tralized implementation) and SL4 (due to the possibility
of having a decentralized configuration).

The DMM based solutions, however only satisfy pa-
rameters RL2 (allowing for seamless handovers) and RL3

(due to the decentralized nature) in the reliability crite-
rion. Further, for the flexibility criterion, DMM based
solutions only satisfy parameter FL1, i.e., they only offer
granularity of service by preventing any mobility anchor.
It is noteworthy though that, from the scalability aspect
DMM based solutions, like SDN based solutions, satisfy
parameters SL1 to SL4, and for the same reasons.

Lastly, for the edge cloud based solutions, parameters
RL2 (allowing for seamless mobility through fast access
to data/processing capabilities upon migration to the tar-
get network) and RL3 (allowing decentralization of MM
based services) are satisfied for the reliability criterion. For
the flexibility criteria, parameters FL1 (due to the ability
to provision services based on mobility and application
profiles), FL3 (by allowing for MM methods at the edge
network level in addition to the access and core network
based solutions), FL4 (by provisioning processing capabil-
ities for user association/AP selection services) and FL5
(by allowing for context awareness in data caching accord-
ing to user mobility) are satisfied. Additionally, for the
scalability criteria, parameters SL1 to SL4 are satisfied by
the edge cloud solutions. The reason being, they allow for
decentralization which can consequently permit better ca-
pability to manage connections and control messages due
to increasing number of users.

It is important to state here that, given the SDN based
mechanisms assist in MM through CP procedures, DMM
based solutions assist through CP procedures as well as
provision alternate and effective DP paths, and Edge
clouds provision alternate and effective data paths, they
have been classified as being CP, CP/DP and DP proce-
dures, respectively, in Figure 2.

5.2.2. Access Network Solutions

5.2.2.1. Discussion
As part of access network strategies, one of the key ap-

proaches that has been proposed, and similar to LTE dual
connectivity, is the concept of phantom cell [96]. It allows
the UE to camp its CP on a MC, while its DP is being
handled at the small cells that lie within the coverage of
the earlier mentioned MC. This, in essence offers a low sig-
naling cost regime to perform the intra-MC HOs as the UE
does not need to access the CN for radio resource manage-
ment operations during HO. Concretely, the MC handles
the radio resource allocation operations for the phantom
cells, and hence, during HOs between the phantom cells
the CN signaling is avoided [63].

Moreover, owing to the softwarization of the complete
network, the process of exchanging information between
the various OSI layers, i.e., implementation of the cross
layer strategy, is eased. This in turn allows the network
to formulate solutions that are optimal, taking into cog-
nizance the impact and benefits that the solution will pro-
duce at various levels of the network [97–99]. However, to
realize cross-layer techniques, significant modifications to
the software architecture of the protocol stack will be nec-
essary [97–99]. Another consequence of the softwarization
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process is the RAN-as-a-Service (RANaaS), also known as
Cloud-RAN (C-RAN), which allows on-demand allocation
of access network resources (e.g., Baseband unit (BBU)
pool, BBU- Remote Radiohead (RRH) functional split-
ting) depending on the network and user context [100–
102]. Additionally, the BBU pool, through close interac-
tion of various RATs at a single location, can orchestrate
fast handovers on-demand [103].

However, in order to choose the best APs to connect to
in a multi-RAT scenario, computationally tractable RAT
selection mechanisms need to be adopted. The multi-RAT
solutions are a broad classification for the myriad RAT
selection processes (Optimization based, Fuzzy logic and
Genetic Algorithm based, RSSI based, etc. [18, 104–106])
that have been proposed. From our earlier discussions it
is evident that RSSI based methods, although simple, do
not weigh in other parameters such as network load, back-
haul conditions, or user/network policies, for a RAT se-
lection decision. This will most certainly result in sub-
optimal solutions. But, optimized mechanisms, that can
facilitate closed form solutions and are computationally
tractable, will be able to capture more features from the
network. Consequently, context aware mechanisms, such
as [107, 108], will lead to optimal solutions that can be
implemented for real-time scenarios.

It must be stated here that, the aforesaid HO decision
may be executed either at the UE (user-centric) [107], at
the network, or as a joint effort between the UE and the
network (hybrid decision process).

5.2.2.2. Analysis
As part of the analysis for the access network solutions,

we firstly present the pros and cons for each mechanism
discussed above, as follows:

• Phantom Cell method Pros

– Grants the ability to a UE to connect to mul-
tiple APs simultaneously, thus also granting re-
dundancy in physical layer connections [96]

– Provisions the ability to allow per-flow and per-
user granularity of service [35, 96]

– Handover support at access network level [96]

– Ease of implementation due to existing stan-
dards on MR-DC [19, 96]

• Phantom Cell method Cons

– Handovers between different MC domains will
still entail service disruption [19, 96]

– Inter-MC domain handover signaling will still be
a significant burden on the CN [13, 96]

• RANaaS Pros

– Provisions on-demand allocation of network re-
sources at the RAN level [100–102]

– Provisions the ability to execute on-demand han-
dovers, through close interaction between the
various RATs that are integrated at a BBU pool
[103]

– Assists in allowing UEs to camp on more than
one AP

– Introduces support for executing handovers at
the access network level [103]

– Introduces the ability to utilize per-flow/channel
granularity of service by being able to manage
the physical connections more centrally [100–
103]

• RANaaS Cons

– Requires a complete architectural overhaul at
the RAN side of the network [100–102]

• Cross layer Pros

– Allows for the sharing of network statistics be-
tween the various OSI layers [97–99]

– Allowing for interaction between multiple OSI
layers, thus facilitating the possibility of efficient
utilization of multi-homing [68, 97–99]

• Cross layer Cons

– Requires significant software modifications to the
existing modular nature of the protocol structure
[97–99]

• Intelligent RAT selection Pros

– Optimized RAT Selection strategies [18, 104–
107]

– Utilization of parameters such as AP load, UE
context, etc., for RAT selection [18, 104–107]

– Provisioning the ability to select RATs per-
slice/user/flow [107]

– Provisioning the ability to select multiple APs
(possibly belonging to multiple RATs) [108]

• Intelligent RAT selection Cons

– Requires rapid collection of network statistics to
perform well informed selection

– Computational complexity and convergence time
of RAT selection algorithms will be critical, given
the QoS requirements in 5G [108]

Given the discussions in Section 5.2.2.1 and the pros
and cons listed above, we now determine the parameters,
listed in Table 2, satisfied by each of the mechanisms ex-
plored. Concretely, for the phantom cell method, param-
eters RL1 (redundancy in physical layer connections) and
RL2 (seamless mobility) are satisfied for the reliability cri-
terion. For the flexibility criterion, parameters FL1 (by
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permitting the possibility of per-flow and per-user based
MM), FL2 (allowing for connectivity to multiple APs po-
tentially belonging to different RATs) and FL3 (provision-
ing handover support at the access network level that will
work in synergy with CN based mechanism) are satisfied.
In terms of scalability, the phantom cell method satisfies
parameters SL1 to SL3 (owing to the handling of handover
related computation and decision at the access network)
and SL5 (owing to the existing standards on MR-DC, as
discussed in Section 3).

Next, the RAN-as-a-service concept satisfies parameters
RL2 (allowing for seamless handovers) and RL5 (the soft-
warized nature enables dynamic initiation for RAN func-
tionality such as BBU resources, functional splits, etc.,
depending on the network and user context) for reliabil-
ity, parameters FL1 (allowing for per-flow, per-user, per-
slice, etc., service granularity through its softwarized na-
ture), FL2 (allowing the possibility for connecting a user
to multiple APs through its softwarized nature), FL3 (pro-
visioning handover support at the access network which
will work in synergy with the CN and edge network based
methods) and FL4 (enabling the possibility of collection
and utilization of RAN based information and generat-
ing intelligent AP selection/user association decisions) for
flexibility, and parameters SL1 to SL3 (by offloading han-
dover decision making and signaling to the access network)
for scalability.

On the other hand, the cross-layer method only satisfies
parameters RL2 (allowing for seamless handover) and RL5
(allows for congestion aware method by sharing statistics
about queue lengths, buffer sizes, etc., amongst the var-
ious layers) for the reliability criteria. Further, for the
flexibility criteria it satisfies only parameters FL2 (by al-
lowing for the possibility of multi-homing, etc.) and FL4
(allowing for the possibility of sharing statistics and other
information amongst the various OSI layers and enabling
joint optimization for AP selection, path re-routing, etc.).

Lastly, for the intelligent RAT selection methods pa-
rameter RL2 (allowing for seamless handover through op-
timized decisions on RAT selection) is satisfied for the re-
liability criterion. For the flexibility criterion, parameters
FL1 (allowing for the possibility of flow/user/slice based
RAT selection), FL2 (allowing for the possibility to select
multiple RATs for a given user) and FL5 (via the ability
to utilize user and network context for RAT selection) are
satisfied, while for scalability only parameter SL5 (owing
to the extensive body of research for optimal RAT selec-
tion strategies) is satisfied.

It is important to state here that, given the intelligent
RAT selection mechanism assists in MM through RAT se-
lection (which is a CP task) and provision of effective and
alternate DP paths, the phantom cell method provisions
support for MM by handling the CP signaling for SC selec-
tion as well as provision alternate and effective DP paths
via SCs, and RANaaS and Cross layer strategies assist
through efficient resource allocation decisions (which is a
CP task), thus they have been classified as being CP/DP,

CP/DP, CP and CP procedures, respectively, in Figure 2.

5.2.3. Extreme Edge Network Solutions

5.2.3.1. Discussion
Contrasting to the design and implementation of access

and core network based methods, the extreme edge net-
work based solutions consider the potential of utilizing
D2D techniques for facilitating seamless HO. Multiple re-
search efforts, such as [109–113], have provisioned method-
ologies to handle mobility of D2D pairs. Concretely, in
[109] two types of handovers for D2D pairs have been pro-
visioned. These are either D2D aware and D2D triggered
handovers. They take into account the fact that the con-
trol of the D2D pair can be handed over independently of
the actual cellular handover. And so, for the D2D aware
handover, the D2D pair control (and if possible the cel-
lular control) is handed over from the source eNB to the
target eNB only after both the devices in the D2D pair
satisfy the conditions to handover to the target eNB. On
the other hand, the D2D triggered handover mechanism
aims at clustering the devices of a D2D group in minimum
number of cells. Hence, during mobility events the algo-
rithm tries to determine the cell to which the majority of
devices within the D2D group belong too.

Similarly, in [110] two handover management mecha-
nisms have been proposed. While the joint handover strat-
egy aims at migrating both the devices in a D2D pair si-
multaneously to the target eNB, the half handover stipu-
lates that such a migration can be asynchronous. Further-
more, the D2D handover decision has also been specified
in [110]. The Channel Quality Information (CQI) criteria
has been utilized for the same. Next, in [111], a markov
chain based model has been proposed for D2D mobility.

Lastly, the work done in references [112, 113] develops
a model and simulation framework analyzing D2D mobil-
ity. Specifically, it considers a D2D pair with one of them
being a transmitter (TX) and the other being just a re-
ceiver (RX). Thus, a handover procedure is defined for the
scenario when the TX moves to the target eNB. In this
procedure, the control of the D2D pair is transferred to
the target eNB as soon as the TX migrates to it.

5.2.3.2. Analysis
We firstly present the pros and cons for the D2D strate-

gies as follows:

• D2D strategy Pros

– Provisions D2D handover management strate-
gies [109, 110, 113]

– Provisions MM support at the extreme edge net-
work level [109–113]

– Provisions the ability to decentralize MM
functionality
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• D2D Strategy Cons

– Control signaling overhead will be a challenge
[109, 110]

– The viability with regards to energy efficiency
of D2D peers as well as latency incurred in con-
veying the decisions with regards to MM are un-
explored questions

Based on the discussions and the aforesaid pros and
cons, the device-to-device methods satisfy parameter RL2
(through the provision of various seamless handover man-
agement studies) for reliability, parameter FL3 (provision-
ing mobility support at the edge network level which will
work in synergy with access and core network based meth-
ods) for flexibility, and parameter SL4 (allowing for the
decentralization of MM functionality) for scalability.

Note that, given the D2D mechanism assists in MM
through provision of CP assistance, thus they have been
classified as being CP procedure in Figure 2.

5.3. B5G Networks
In addition to the discussions in Sections 5.1 and 5.2,

in this section we present a short study detailing the chal-
lenges that current state-of-the-art mechanisms will con-
tinue to face for B5G networks. Furthermore, given the
special characteristics that B5G networks will pose, as
shown in Figure 1, we also list potential research areas for
MM in B5G networks. Note that, these are then utilized
in the subsequent section wherein we define challenges and
potential solutions for 5G and beyond MM.

Concretely, while SDN and NFV will provide the tools
for the B5G networks to provision rapid programmabil-
ity of the meta-surfaces, during mobility scenarios they
will be challenged critically. The reason being that, while
current networking paradigms permit anywhere between
1 ms–10 ms time interval for performing any programma-
bility task (latency restrictions, as specified in current 5G
networks [11], on most services), in B5G networks this will
be constrained even further as additional surfaces need
to be programmed and orchestrated. Specifically, an in-
creased number of surfaces/network nodes leads to more
data required to be processed for generating appropriate
programmability decisions. These decisions then need to
be sent out (orchestrated) to the relatively large number
of network nodes (including meta-surfaces), to execute the
given task. Hence, this leads to an increased latency con-
straint on the network programmability aspect. Further,
while the meta-surfaces provide a higher degree of freedom
to the operator, they need to be programmed, as men-
tioned above. This introduces the challenging aspect of
managing the SDN domains, NFV orchestration and the
related signaling. As a consequence, the compactness as
well as the efficiency of the current state-of-the-art SDN
and NFV procedures will be challenged.

Next, with techniques such as DC, the challenge will be
multi-fold as B5G networks will not just comprise of meta-
surfaces, which can also act as a MIMO array, but they

will also be equipped with Terahertz and mobile AP based
multi-tier networks. And while, DC and multi-RAT proce-
dures, as stated in Sections 5.1 and 5.2, will aid in ensuring
a context-aware network selection procedure, the complex-
ity for the access network techniques will be compounded
by the fact that not only will they need to ensure QoS
requirements, but they will have to also ensure sufficient
available access bandwidth as well as backhaul bandwidth.
Note that with the backhaul bandwidth there will be a sig-
nificant design challenge since VLC technology is capable
of carrying data rates of up to 1 Tbps. Current backhaul
technologies cannot provision such high bandwidths [28].
Further, it is important to reiterate that the network will
be composed of not only 4G-LTE and mmWave APs, but
there will also be VLC and drone based APs, which essen-
tially are the main reason for the increased complexity as
discussed above.

Moreover, for the edge clouds, while they aid in allowing
low latency access to cached content as well as the com-
pute resources, the deployment strategies will need to be
rethought given the ongoing growth pattern for data usage
as well as the number of served devices coupled with more
resource hungry services. Certain important recent stud-
ies in this direction have been provisioned via references
[114, 115].

Given these significant shortcomings in the current
state-of-the-art mechanisms towards B5G networks as well
as taking into account the seminal works in the area of B5G
techniques [5, 6, 8, 9] [12], the potential areas of research
in MM for these networks are as follows:

• Characterization of the channel between meta-surface
and the users, and meta-surface and the AP, in the
event of user/AP being mobile, for the purpose of MM
decisions

• Consideration of reliability and coverage of VLC link
for MM decisions

• Characterization of the computational complexity for
re-calibrating the meta-surfaces alongside the net-
work, during mobility events

• Impact of mobility upon the programmable environ-
ment1 concept, drone based communication and VLC

• Optimal RAT and AP selection with a programmable
environment

• Optimal RAT and AP selection in scenarios where
both the UE and AP (drone based) are mobile

• Characterizing the computational complexity of opti-
mization methodologies for user association

1By environment, we refer to the physical environment that lies
between the transmitter and receiver.
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• Methods to handle possible increase in handover
signaling/messaging during other network processes,
such as reprogramming meta-surfaces to serve mobile
users

• Formulation of a sound heterogenous RAT strategy,
just like the 4G-5G concept, given mmWave and Ter-
ahertz technologies and their associated challenges re-
lated to coverage.

Note that, the aforementioned research areas do not
form an exhaustive list, but are broadly indicative of
what aspects remain to be explored with regards to MM
in B5G networks.

To summarize, in this section we firstly introduced the 5G
service based architecture and the classification of the var-
ious mechanisms that we analyzed, through Figure 2. Fol-
lowing this, we qualitatively analyzed the 3GPP 5G MM
mechanisms as well as other research efforts with regards
to their efficacy towards 5G and beyond MM solutions.
Consequently, we introduce Table 4 wherein we indicate
the parameters that each of the explored methods satisfies
for the reliability, scalability and flexibility criteria (Ta-
ble 2). We also enlist the important references that have
lead us to the development of Table 4, as presented in this
article. And so, from the capability profiles of each mecha-
nism, as illustrated in Table 4, it is evident that even after
significant efforts none of them completely meet the speci-
fied requirements as expected for the 5G and beyond MM
mechanisms. Concretely, neither the 3GPP 5G MM mech-
anisms nor the other academic and industrial research ef-
forts satisfy all the criteria completely. Subsequently, it
is deduced that none of the analyzed mechanisms satisfy
the requirements for the future MM mechanisms, as listed
in Table 1. Hence, through the aforesaid qualitative anal-
ysis we have further exposed the gaps in the design and
development for 5G and beyond MM mechanisms.

6. Challenges, Potential Solutions and Future
framework

From our discussions in Sections 2 to 5, we have high-
lighted the requirements from MM mechanisms as well as
the criteria that future MM mechanisms should satisfy to
meet these requirements in Tables 1 and 2, respectively.
Further, we have analyzed the legacy mechanisms and the
current state of the art towards their utility for 5G and
B5G networks in Tables 3 and 4, respectively. However,
we have observed that gaps in fulfilling the requirements
still persist. Concretely, we have demonstrated that none
of the strategies evaluated satisfy the reliability, flexibil-
ity and scalability criteria in their entirety. Hence, to
be able to design and develop a holistic MM mechanism,
it is of substance to our study to understand the chal-
lenges/questions that persist. We consolidate, from ear-

lier works in literature and the discussion in Sections 2-5,
these key challenges/questions in the text that follows.

6.1. Challenges

6.1.1. Handover Signaling

Even after the release of 3GPP specifications for 5G
[116], HO signaling is still a challenge. Hence, reducing
HO signaling to ensure system scalability and reliability
will be one of the key challenges. Certain studies such as
[13] have provided methods to help overcome this chal-
lenge, and hence, can be actively pursued by the research
and industrial community.

6.1.2. Network Slicing

Network slices have been defined to ensure different ser-
vice types are served according to their own resource de-
mands. Hence, it will be a key challenge to design MM
strategies that either jointly take into account the require-
ments of multiple network slices or provide individual so-
lutions for each network slice.

6.1.3. Integration framework for MM solutions

The state of the art and 3GPP specifications ensure to
some extent the provision of flexibility, reliability and scal-
ability for 5G MM solutions, as discussed earlier. How-
ever, since these solutions function at different sections of
the network (Figure 2), the challenge will be to design
them such that collectively they ensure the appropriate
levels of flexibility, scalability and reliability in MM mech-
anisms to cope with the diversity in mobility profiles and
applications the devices will access. Also, a part of this
challenge will be to ensure that the CAPEX and Operat-
ing Expenditure (OPEX), owing to the architectural (soft-
ware or hardware) transformations stemming from these
redesigned MM mechanisms, are manageable.

6.1.4. Ensuring Context Awareness

Context based MM solutions accounting for factors such
as network load, user preference, network policy, mobility
profiles, etc., to ensure best possible provision of requested
QoS will be important. The criticality of this challenge is
enhanced by the fact that, low computational complexity
whilst executing these solutions will be of the essence to
meet the strict latency constraint requirements.

6.1.5. Architectural Evolution Costs

SDN and edge cloud capabilities will be important for
enhancing the user experience during mobility, as dis-
cussed in Section 5. However, a key challenge will be to
ensure appropriate scalability while maintaining a man-
ageable CAPEX and OPEX.
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6.1.6. Frequent Handovers

Reducing frequent handovers, ping-pong effects and de-
vising an optimized HO strategy will still be a key chal-
lenge, given the dense and heterogeneous future network
environment. This is further exacerbated by the fact that
current methods, such as IEEE 802.21 and 3GPP specifi-
cations, fail to integrate cellular and non-3GPP networks
effectively for seamless HO between them. For example,
while methods such as LWA have been explored exten-
sively [117, 118], an effective handover methodology be-
tween 3GPP and non-3GPP networks still remains elusive.

6.1.7. Security

An important challenge for ensuring service continuity
and seamless mobility in an extremely dense and hetero-
geneous network environment, such as 5G and beyond
networks, will be to ensure that security related tasks,
such as authenticating the user as well as the network,
be completed as efficiently as possible. By efficiently here
we mean that the authentication should guarantee a re-
quired level of security whilst provisioning low computa-
tional complexity [119] as well as latency [120]. Again this
task will become even more critical in scenarios where mo-
bility occurs between 3GPP to non-3GPP networks.

6.1.8. Energy Efficiency

Given that one of the goals of 5G is to ensure enhanced
battery lives for the devices, it will be a critical compo-
nent for 5G MM services to ensure that the mobility of the
devices is handled in an energy efficient way [121]. Addi-
tionally, 5G MM services will also need to ensure that the
energy footprint goal for 5G networks is achieved via tech-
niques such as smart AP selection methodologies [122] and
reduced CN signaling [13]. By smart AP selection method-
ologies we refer to being able to not only account for the
user energy consumption over the course of its mobility,
but also accounting for the energy consumed whilst per-
forming such selections.

6.1.9. Meta-surface Reconfiguration for mobility support

For the B5G networks, finding the optimal configuration
of meta-surfaces during mobility related scenarios will be
challenging. This is because, the physical characteristics
of the surfaces will have to be altered rapidly so as to have
the signals arriving at the user in a constructive manner.

6.1.10. Beyond 5G Network: Handovers

A fundamental question that will be posed in B5G is –
how frequently and when will the handovers be needed?
The reason this question is a challenge because, up until
now the rate of power loss in an urban environment is char-
acterized by a R4 factor (where R is distance between the
transmitter and receiver) given the destructive interference
encountered. However, with programmable environments,
according to [9], this decay will now be similar to the free
space scenario, i.e., R2, since all signals can be modulated

in phase and polarization to interfere at the receiver in a
constructive manner. And so, in mobile environments, the
power decay will not be significant even at distances fur-
ther away. Hence, the handover triggering methods and
their execution procedure need to be revisited as currently
they do not expect such a reliable behavior from the chan-
nel.

6.1.11. Beyond 5G Network: Protocol stack

A next fundamental question posed in B5G, with ref-
erence to meta-surfaces, is: What is the impact on the
existing layers? The reason this question is a challenge
because, the MAC, Radio Link Control (RLC), PDCP
and TCP layers, they all have error control, packet re-
ordering, transmission repeat request and other reliability
control mechanisms in-built. These were designed keeping
in mind that the environment is unreliable and randomly
varying. However, with programmable surfaces the en-
vironment will be much more deterministic and reliable.
Thus, there arises a case for either eliminating/modifying
some of these layers (for example, a lightweight version
of TCP may be utilized , as the channel is determinis-
tic and the probability of having lost packets due to error
or timeout is significantly lower since the multipaths can
be redirected to interfere constructively at the receiver by
the meta-surfaces, or the User Datagram Protocol (UDP)
can be utilized with much more reliability), which play a
critical part in MM procedures, or revisiting their original
implementation to adapt to these programmable environ-
ments.

6.1.12. Dynamic Network Topology

In terms of user association for B5G networks, the chal-
lenge will now not be to just choose an AP with the
best SINR/RSSI/RSRP/RSRQ, but it will rather be to
choose or program an AP/programmable surface config-
uration/drone, depending on the user mobility, location
and coverage from these sources. While it still reduces to
the problem presented for 5G networks, the increased di-
mensionality and heterogeneity of the problem will provide
formidable challenges to existing methods.

6.1.13. Edge Node configuration in B5G networks

Edge nodes’ placement for supporting user mobility will
also be challenged. This is so because the possibility of
supporting better QoS over longer distances can reduce
the requirements for service replication/service migration.
This is a consequence of the fact that the handovers would
be impacted given the programmability of the environment
and the squared decay instead of a fourth power decay in
the received signal power.

6.1.14. IP address continuity

The vision for near zero latency by 3GPP [123] necessi-
tates that E2E link continuity is ensured given any network
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and mobility scenario. Hence, maintaining IP address con-
tinuity during mobility events will remain a critical chal-
lenge as the complexity of the networks increases in 5G
and B5G.

The aforementioned key challenges define the technology
gap towards fulfilling the MM governing parameters listed
in Table 2. In the following subsection we list the potential
solutions that can fill this technology gap.

6.2. Potential Solutions

6.2.1. Smart CN signaling

Utilizing the properties of SDN, the signaling performed
within the CN for handover and re-routing purposes can be
optimized further. This will enable more scalability and
better support to users with high mobility. Concretely,
techniques such as graph theory, Machine Learning [124] as
well as the recently established intelligent Information El-
ements (IE) mapping methods [13], etc., can enable faster
and efficient CN signaling, as mentioned above. Here by
efficiency we imply that the transmission cost, processing
cost and other CN signaling related metrics [13] are re-
duced/optimized.

6.2.2. On demand MM

Given the functional requirements (Section 2), legacy
methods (Section 4) and the state of the art (Section 5),
on demand MM strategies (such as [35]) will allow future
MM mechanisms to serve users with different mobility pro-
files, accessing different services and accessing networks
with differing loads, more effectively. As an example, slice
based MM strategies can enable independent strategies for
the various network slices that the 5G networks will serve.
This will help cater to the different network slices accord-
ing to their mobility demands, and avoid the sub-optimal
one size fits all approach.

6.2.3. Deep learning

Learning network parameters such as network load, con-
gestion statistics at access and core network, user mobility
trends, etc., enable the network to devise effective and
optimal MM strategies for a highly dynamic network en-
vironment such as that in 5G and B5G networks. Hence,
deep learning methods such as reinforcement learning can
assist in such tasks.

6.2.4. SDN-NFV integrated DMM

DMM facilitates the distribution of MM functionality
throughout the network and avoiding single MM anchors,
which consequently assists in alleviating issues such as
SPoF and congestion. Note that, SDN and NFV will as-
sist in DMM as network programmability facilitates fast
switching while the user/device transits through the net-
work.

6.2.5. D2D CP-DP extension

D2D clustering and support for communication with
devices in such clusters has been formalized since 3GPP
Release-13. Thus, through an extension of CP-DP capa-
bilities of the current D2D framework, i.e., by utilizing
the relaying strategies for CP/DP information, handover
performance for devices migrating within the network and
in such clusters can be enhanced. Further, policy based
methods, which take into account the presence of D2D
communications between vehicles and other V2X scenar-
ios, will also enable future MM mechanisms to serve the
complex scenarios that will prevail in 5G and B5G net-
works better.

6.2.6. Service Continuity through Edge Computing

For serving fast moving users, such as vehicles, and satis-
fying their latency and bandwidth requirements, edge com-
puting solutions for MM will play a major role in 5G and
B5G networks [125]. And while service migration strate-
gies will play a critical role in ensuring seamless connectiv-
ity, a fine balance between service replication and service
migration will help mitigate the multitude of challenges
that arise for such strategies. Further, given that users
might crossover to other PLMNs during the duration of
mobility [126], which can lead to a change in the edge
cloud that serves them, effective service migration strate-
gies will greatly enhance the QoS during mobility.

6.2.7. Clean Slate Methods

Current networks rely on resolving the IP addresses of
the hosts for the applications requested by the users. How-
ever, such a resolution can lead to delays [127]. And so,
Information Centric Networking (ICN), and specifically
Named Data Networking (NDN) paradigm, avoid this pro-
cess thus making the network more flexible and faster.
Additionally, with the proposition of having in-network
caching, ICN and NDN paradigms enable caching capabil-
ities near the users.

Another class of such clean slate methods is Mobility-
First [128]. In MobilityFirst, a new paradigm to network-
ing, like in ICN and NDN, has been proposed. In this
paradigm, IP based resolution of nodes has been depre-
cated and name based resolution is proposed. Further,
concepts similar to ICN and NDN, such as in-network
caching etc., have also been proposed. Additionally, and
different to the ICN-NDN paradigm, ensuring security in
a fully dynamic scenario has been considered as one of the
guiding principles of MobilityFirst. Further, MobilityFirst
also introduces support for migration of entire networks
and not just the end nodes.

Consequently, such methods together can provision
more scalable, flexible and reliable MM strategies.

And so, up until now in this section, we have highlighted
the multiple challenges that the 5G and beyond MM mech-
anism will face, given our qualitative evaluation for legacy
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Table 5: Mapping potential solutions to MM challenges

Challenges
Recommended

Potential
Solutions

Comments
Param.

Satisfied∗

Handover
Signaling

Smart CN Sig.
& SDN-NFV
integ. DMM

In addition to the existing strategies, a smart CN signaling method, such
as that in [13] will assist in relieving the handover signaling load signif-
icantly. DMM strategies will assist in decentralization of MM anchors
and hence, more reliability in mobile environments

RL3,
RL5, SL1

– SL4

Network
Slicing

On demand
MM

An on demand strategy will assist the network slices to assist in provi-
sioning tailor made mobility solutions for the corresponding tenants

FL1, FL5

Integration
framework

for MM
solutions

Design
This is a design challenge and hence, should collectively take into account
all the other non-design challenges as well as other necessary factors, such
as efficacy and delays

SL5

Ensuring
Context

Awareness

On demand
MM

It will ensure that the user, network and application context is taken
into account and appropriate MM solution is provisioned as and when
needed

FL5

Architectural
Evolution

Costs
Design

This is a design challenge and hence, should collectively take into account
all the other non-design challenges as well as other necessary factors, such
as cost of infrastructure

SL5

Frequent
Handovers

Deep learning

Learning the network conditions, mobility profiles and the corresponding
impact on the handovers is a complex task. Deep learning can help
predict/estimate valuable system parameters, such as SINR, to avoid
the frequent handover condition via appropriate AP-user association

RL1,
RL2,
FL2,

FL3, FL4

Security
Smart CN
Signaling

Effective CN signaling will assist in maintaining/migrating security con-
text when required, thus reducing the latency as well as complexity to
ensure the same

RL2, SL3

Energy
Efficiency

Deep learning
and Smart CN

Signaling

Whilst deep learning methodologies can in general provision an optimal
solution for handling user mobility whilst adhering to the energy con-
straints, smart CN signaling, via reduction in signaling messages during
mobility, can enhance energy efficiency of the MM strategy

SL1

Meta-surface
Reconfigura-

tion for
mobility
support

Deep learning
Based on the user mobility deep learning algorithms can assist in under-
standing how the meta-surface configurations have to be adjusted so as
to ensure the requested QoS for the users

RL1,RL2
and FL3

B5G:
Handovers

Smart CN Sig.,
Serv. Cont.

through Edge
Comp. & D2D
CP-DP Ext.

Edge compute platforms can assist in faster and effective handover de-
cisions, given their capability to provision compute power closer to the
access network. Smart CN signaling can assist in efficient and low la-
tency handover signaling in the CN. D2D networks can assist in extended
coverage and hence, smoother handovers

RL2,
RL4,

FL3, SL1
– SL4

B5G:
Protocol

Stack
Design

This is a design challenge and hence, should collectively take into account
all the other non-design challenges as well as other necessary factors, such
as efficacy and delays

SL5

Dynamic
Network
Topology

Deep learning

The ability to understand complex associations will make deep learning
methodologies essential in determining the optimal user-AP association
in an increasingly dynamic and multi-dimensional network, such as the
B5G networks

RL1,
RL2,

FL3, FL4

Edge Node
Configura-

tion in B5G
Networks

Design
This is a design challenge and hence, should collectively take into account
all the other non-design challenges as well as other necessary factors, such
as efficacy and infrastructure cost

SL5

IP address
continuity

Clean Slate
Methods

Given their ability to resolve destinations based on names and not the
IP address, clean slate methods can assist in maintaining a single IP
address throughout with respect to the destination server

RL2,
RL4

∗ Details regarding the parameters and the requirements that they help satisfy are provided in Table 2.
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Figure 3: Proposed 5G and beyond MM framework.

and current state-of-the art methods in Sections 2-5. We
have then provisioned a brief discussion on the potential
solutions that can assist in addressing these challenges.
We illustrate a novel mapping between these challenges
and potential solutions in Table 5. Additionally, we have
also listed the parameters for the qualitative analysis (and
hence the requirements specified in Table 1) that they sat-
isfy. This, as a result, reinforces the completeness of our
current study. Hence, in the next subsection, utilizing the
inferences from Sections 2-5 and Table 5, we propose a
framework for 5G and beyond MM.

6.3. Proposed 5G and beyond MM framework

We utilize the earlier established classification process
for the current state-of-the-art strategies to define our vi-
sion for 5G and beyond MM in Figure 3. Concretely, we
have categorized the MM mechanisms as Core Network
level, Access Network level and Extreme Edge Network
level, depending on where they will be creating an impact
on/from. The specific entities (based on the 5G architec-
ture illustrated in Figure 2), to which these aforesaid levels
correspond to, have also been mentioned in Figure 3.

To elaborate, the core network strategies encompass the
DMM, SDN and Network slicing paradigms to provision
the necessary reliability, flexibility and scalability from a
more global perspective. Additionally, the aforesaid core
network strategies need to be well complemented with an
efficient CN signaling strategy. Next, handover manage-
ment, on-demand MM, IPv6 multi-homing and Edge cloud
related MM strategies will be enacted not only in the core
network or the access network level, but jointly at both
levels thus provisioning the necessary flexibility and relia-
bility. Further, RAN-as-a-Service and Multi-connectivity
provisions at the access network level will assist in utiliz-
ing the multiple RATs and APs effectively. Moreover, it is
envisioned that the RAT selection process maybe either at
the access network or at the device level. The D2D tech-
niques, on the other hand, are expected to provide added
assistance for mobility at the device level through DP as
well CP functionality.

Complementing these mechanisms, NDN-ICN support
will be provisioned at all levels, thus assisting in main-
taining IP addresses/prefixes during mobility whilst re-
solving destinations via names. Note that, traditional IP
address/prefix allocation strategies are not intended to be
changed. Instead, the NDN-ICN concept provisions an
over-the-top assistance. Further, the cross layer strategies,
as the name suggests, will spawn across the multiple levels
and enact policies, utilizing the available information at
each of these levels, which assist in optimal MM related
decisions across the network. Lastly, the deep learning
strategies will again assist across the multiple levels by
learning the complex features about the network context,
user mobility and overall QoS requirements, and formulat-
ing effective MM related decisions.

Hence, given that we utilize the potential solutions for
overcoming the technology gap, specified in Section 6.2,
alongside certain strategies from the state of the art and
legacy MM mechanisms, specified in Sections 4 and 5, it
can be inferred from Tables 2-5 that our proposed frame-
work will satisfy all the parameters for the reliability, flex-
ibility and scalability criteria. Consequently, it can be
stated that the proposed framework in Figure 3 will also
satisfy all the requirements as defined in Table 1, thus
provisioning a holistic solution. With this vision, in the
following section we summarize the main findings of this
article and conclude this paper.

7. Conclusions

Given the complexity of future network scenarios, i.e.,
5G and B5G, a full view of the MM strategies, their capa-
bilities, the persistent challenges and the possible solutions
to them, will enable the research community to design bet-
ter MM strategies.

In this paper, through Section 2 and Table 1, we firstly
presented the important functional requirements and de-
sign criteria to be considered when devising 5G and B5G
MM solution. We then presented the multiple parame-
ters that the future MM mechanisms needs to satisfy for
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each of the evalutation criteria, i.e., scalability, flexibility
and reliability, in Section 3 and Table 2. Next, from our
discussions in Section 4 it is clear that the legacy MM so-
lutions fail in provisioning scalability, flexibility and relia-
bility simultaneously. Nevertheless, the current standards
and research efforts explored in Section 5 are promising as
they provide enhanced capabilities towards future MM so-
lutions. We have summarized these conclusions effectively
in Tables 3 and 4. And as a consequence, through this
qualitative analysis the various benefits and shortcomings
of the legacy and the current state of the art mechanisms,
studied in this paper, can be understood easily by the re-
search community. Subsequently, we established that none
of the mechanisms fulfill the complete 5G and beyond MM
mechanism requirements.

And so, it is evident that a holistic MM mechanism for
5G and B5G networks remains elusive. Thus, certain chal-
lenges that will still persist for the design, development
and deployment of future MM mechanisms have been de-
tailed in this paper in Section 6.1. Furthermore, we have
provided a concise discussion on the potential MM strate-
gies that the research community can explore so as to solve
these persistent challenges and the technological gaps they
present, in Section 6.2. Following this, we have also pro-
visioned a novel mapping between the potential strategies
and the persistent challenges in Table 5, thus highlight-
ing the efficacy of our current study. Based on the infer-
ences drawn, we have concluded our study by provisioning
a novel framework for the 5G and beyond MM strategies
through Section 6.3 and Figure 3.
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